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Preface 

 
The 9

th
 International Conference on Computer Science, Engineering and Applications (CCSEA 

2019), July 13~14, 2019, Toronto, Canada, 8th International Conference on Cloud Computing: 
Services and Architecture (CLOUD 2019), 5th International Conference on Signal and Image 

Processing (SIPRO 2019), 7th International Conference on Data Mining & Knowledge 

Management Process (DKMP 2019), 5th International Conference on Artificial Intelligence and 

Applications (AIFU 2019), 8th International Conference on Software Engineering and 
Applications (SEA 2019), 5th International Conference on Networks & Communications (NCOM 

2019)was collocated with 9th International Conference on Computer Science, Engineering and 

Applications (CCSEA 2019) The conferences attracted many local and international delegates, 
presenting a balanced mixture of intellect from the East and from the West. 

 

The goal of this conference series is to bring together researchers and practitioners from academia 
and industry to focus on understanding computer science and information technology and to 

establish new collaborations in these areas. Authors are invited to contribute to the conference by 

submitting articles that illustrate research results, projects, survey work and industrial experiences 

describing significant advances in all areas of computer science and information technology. 
 

The CCSEA 2019, CLOUD 2019, SIPRO 2019, DKMP 2019, AIFU 2019, SEA 2019, NCOM 

2019 Committees rigorously invited submissions for many months from researchers, scientists, 
engineers, students and practitioners related to the relevant themes and tracks of the workshop. 

This effort guaranteed submissions from an unparalleled number of internationally recognized 

top-level researchers. All the submissions underwent a strenuous peer review process which 
comprised expert reviewers. These reviewers were selected from a talented pool of Technical 

Committee members and external  reviewers  on the basis of their expertise. The papers were then 

reviewed based on their contributions, technical content, originality and clarity. The entire 

process, which includes the submission, review and acceptance processes, was done 
electronically. 

 

In closing, CCSEA 2019, CLOUD 2019, SIPRO 2019, DKMP 2019, AIFU 2019, SEA 2019, 
NCOM 2019  brought together researchers, scientists, engineers, students and practitioners to 

exchange and share their experiences, new ideas and research results in all aspects of the main 

workshop themes and tracks, and  to  discuss  the  practical challenges encountered and the 

solutions adopted. The book is organized as a collection of papers from the CCSEA 2019, 
CLOUD 2019, SIPRO 2019, DKMP 2019, AIFU 2019, SEA 2019, NCOM 2019 

 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 

sincerely wish that all attendees benefited scientifically from the conference and wish them every 

success in their research. It is the humble wish of the conference organizers that the professional 
dialogue among the researchers, scientists, engineers, students  and educators  continues  beyond 

the event  and that the friendships and collaborations forged  will linger and prosper for many 

years to come. 
                                                                                                         
                

Natarajan Meghanathan  

Dhinaharan Nagamalai 
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AUTOMATIC EXTRACTION OF FEATURE LINES  

ON 3D SURFACE 
 

Zhihong Mao, Ruichao Wang and Yulin Zhou 
 

Division of Intelligent Manufacturing, Wuyi University,  

Jiangmen529020, China 

 
ABSTRACT 
 

Many applications in mesh processing require the detection of feature lines. Feature lines 

convey the inherent features of the shape. Existing techniques to find feature lines in discrete 

surfaces are relied on user-specified thresholds, inaccurate and time-consuming. We use an 

automatic approximation technique to estimate the optimal threshold for detecting feature lines. 
Some examples are presented to show our method is effective, which leads to improve the 

feature lines visualization. 

 

KEY WORDS 

 

Feature Lines; Extraction; Meshes 

 

1. INTRODUCTION 
 
Advances in scanner technology and algorithms for constructing polygonal meshes made 

polygonal models currently dominate the field of 3D computer graphics. In addition, meshes 

support wide variations in complexity. Almost any shape representation may be converted with 
arbitrary accuracy to a polygonal mesh. Fine shape representation is important for 3D geometry 

processing, such as shape analysis, shape matching and shape editing. Many applications in mesh 

processing require the detection of feature lines. Feature lines convey the inherent features of the 

shape. Mathematically feature lines are described via extrema of the surface principal curvatures 
along their corresponding lines of curvature, which are traced by using high-order curvature 

derivatives. Forrester Cole et al. [1] pointed out that current computer graphics line drawing 

techniques can effectively depict shape and even match the effectiveness of artist’s drawings, and 
that errors in depiction are often localized. 

 

 Recent research in 3D computer graphics has focused on estimating feature lines over triangle 
mesh models [2-6]. The basic idea of these papers is first to robustly estimate surface principal 

curvature and then to identify the feature lines as lines of curvature extrema. Polygonal surface 

models usually have large flat regions with sharp creases on which the surface bend sharply. 

 

One obvious way to extract the sharp creases from the model is to select a threshold T  that 
separates these points with surface curvature extrema. Because of its intuitive properties and 

simplicity of implementation, the threshold method is used by most existing methods to achieve 

the extraction of the sharp features on a mesh model. The success of this method depends largely 
on how to set the threshold. Unfortunately, improper threshold produces many spurious feature 

lines. It is difficult for a user to modify the threshold if no any apriori knowledge. A successful 

outcome demands a lot of skills for the threshold method. 
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We present an automatic method for robustly extracting feature lines on triangle mesh models. In 

the first step, fundamental descriptors for shape analysis--namely, the principal curvature and 
corresponding direction—are computed for each vertex in the mesh. However, the computation of 

curvature and its derivatives is sensitive to noise and irregularities of the triangulation. In order to 

accurately extract the feature lines, in the second step we introduce the saliency value [7, 8] 
computed by a linear combination of the maximal absolute curvature and the absolute curvature 

difference, a measure of regional importance for graphics meshes, to reduce the false feature 

points. Finally, we automatically determine the threshold according to the saliency value.  
 

The paper is structured as follows. Section 2 reviews related work. Section 3 describes necessary 

background of differential geometry. Section 4 describes the automatic algorithm to robustly 

extract feature lines from triangulated meshes. Section 5 presents some results and compares 
them to the other methods. Section 6 concludes the paper. 

 

2. RELATED WORK 
 
Many applications in 3D computer graphics require the extraction of feature lines in a discrete 

mesh. Mathematically feature lines are defined as extrema of the principal curvatures 

corresponding to their curvature directions. So extraction of feature lines requires estimation of 

the principal curvature and direction as a first step.  
 

Estimation of Curvature   Briefly, Curvature estimation methods can be categorized as follows: 

1) Normal curvature approximation method where the Weingarten matrix is used to estimate the 
principal curvature and direction [9, 10]. 2) Surface (curve) fitting method where a polynomial 

surface (curve) is fitted to points in a local region [11, 12]. 3) Discrete differential geometry 

method [13, 14] where discrete versions of differential geometry theorems, such as the Laplace-

Beltrami operator and Gauss-Bonnet theorem, are developed and applied to the neighborhood of 
each vertex. However, a purely curvature-based metric may not necessarily be a good metric of 

feature lines extraction. Non-uniform sampling, noise and irregularities of triangulation make the 

curvature-based method to often get false feature lines or incomplete feature lines. 
 

Saliency Value   Saliency map [15] that assigns a saliency value to each image pixel has done 

excellent work in image processing. By the saliency value, salient image edges will be distinct 
from their surroundings. Encouraged by the success of the method on 2D problem, Lee [7] 

introduces the idea of mesh saliency as a measure of regional importance for graphics meshes. 

Lee discusses how to apply the saliency value to graphics applications such as mesh 

simplification and viewpoint selection. Ran Gal [8] defined salient geometric features for partial 
shape matching and similarity by the salient parts of an object. By “salience of a part”, he 

captured the object’s shape with a small number of parts. He proposed that the salience of a part 

depends on (at least) two factors: its size relative to the whole object, the number of curvature 
changes and strength. Similar to the two methods, we will compute the saliency value of each 

mesh point for our automatic algorithm. 

 
Extraction of Feature Lines   Feature lines are curves of curvature extrema and therefore encode 

important information used in segmentation, registration, matching and surface analysis. 

Sometimes we also call them ridges and valleys or crest lines.  

 
Feature lines extraction techniques aimed to build an economical and accurate representation of 

surface features have become increasingly popular in computer graphics[16, 17, 23]. A number of 

approaches have been described. Feature lines extraction can be roughly classified into image-
based method and model-based method. Image-based method extracts feature lines on a rendered 

projection image by edge detection algorithm in image processing [16]. The result is visually 
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pleasing and less computational complexity. But pixel-based representation gives low precision. 

Model-based method extracts lines directly on 3D models in term of the differential geometric 
properties of the surface. Benefited from the development of 3D scanning techniques, digitizing 

the model by a high resolution makes it possible to depict the differential geometric properties on 

the digital model.  
 

There are a number of lines that serve to extract the geometric linear features of the surface. The 

first class is view-dependent curves. The silhouette (contour) is the curves that are only defined 
with respect to a viewing screen. Suggestive contours are contours that would first appear with a 

minimal change in viewpoint [18]. Apparent ridges are defined as the ridges of view-dependent 

curvature, the variation of surface normal with respect to a viewing screen plane [6]. View-

dependent curves depend on the viewing direction and produce visually pleasing line drawings. 
So they are usually used for non-photorealistic rendering methods. The second class is view-

independent curves that depend only on the differential geometric properties of the surface. Many 

researchers have tried to depict the shape of the 3D model with a high-quality feature lines. But 
the features are traced using high-order curvature derivatives and are not easy to be detected from 

discrete surface. The most common curves are ridges and valleys which occur at points of 

extremal principal curvatures. This paper focuses on the problem of accurately detecting feature 
lines on surfaces. Ohtake et al. [2] proposed a method for detecting ridge-valley lines by 

combining multi-level implicit surface fitting and finite difference approximations. Because the 

method involves computing curvature tensors and their derivatives at each vertex, it is time-

consuming. Yoshizawa [3] detected the crest lines based on a modification of Ohtake’s method. 
The method reduced the computation times since Yoshizawa’s method estimated the surface 

derivatives via local polynomial fitting. Soo-Kyun Kim [4] found ridges and valleys in a discrete 

surface using a modified MLS approximation. The algorithm was quick because the modified 
MLS approximation exploited locality. Stylianou and Farin [5] presented a reliable, automatic 

method for extracting crest lines from triangulated meshes. The algorithm identified every crest 

point, and then joined them using region growing and skeletonization.  

 
Other types of curves aren’t defined as the maximum of curvature, but defined as the zero 

crossings of some function of curvature. Demarcating curves [19] are the loci of points for which 

there is a zero crossing of the curvature in the curvature gradient direction. Demarcating curves 
can be viewed as the curves that typically separate ridges and valleys on 3D surface. Relief edges 

[20] are defined as the zero crossing of the normal curvature in the direction perpendicular to the 

edge. Compared to view-dependent curves, view-independent curves are locked to the object 
surface, and do not slide along it when the viewpoint changes. Moreover, they are pure 

geometrical and convey prominent and meaningful information about the shape, we believe there 

is merit in using these curves.  

 
Our approach is closely related to traditional ridges and valleys. They define the so-called feature 

lines as the extrema of the surface principal curvatures along their corresponding curvature lines. 

 

3. PRELIMINARIES 
 

A good introduction to differential geometry can be found in [21]. We just recall some notions of 

differential geometry, useful for the introduction of the extraction of feature lines on 3D meshes. 
 

3.1 Polyhedral Surfaces 

 

A polyhedral surface 
3RM  is a connected topological 2-manifold which is made up of flat 

triangles that are glued along their common edges such that no vertex appears in the interior of an 
edge. We will focus on discrete surfaces represented by triangular meshes, i.e., by a couple
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) T, ,( NV   where V  is a set of n vertices  10|3  nii RVV , T is a set of triplets 

 1,......,2,1,0),,( 321  niiiTi  and ),,( 321 iii  represents the indices of vertices forming a 

triangle, N is a set of the normal vectors attached to the corresponding vertices, 

 10|3  nii RNN .  

 

 
 

Figure 1 Normal section of Surface S. 

 

3.2 Differential Geometry 

 
Differential geometry of a 2D manifold embedded in 3D is the study of the intrinsic properties of 
the surface. Here, we will recall basic notions of differential geometry required in this paper. The 

unit normal N  of a surface S  at p  is the vector perpendicular to S , i.e., the tangent plane of S  

at p . A normal section curve at p is constructed by intersecting S  with a plane normal to it, i.e., 

a plane that contains N  and a tangent directionT . The curvature of this curve is the normal 

curvature of S in the direction T  (See Fig.1). 

 

 
 

Figure 2: Comparison of the detection algorithm by saliency values with the algorithm only by principal 

curvatures. Left: Detect the feature lines only by principal curvatures; Right: Detect the feature lines by 

saliency values, a measure of regional importance. 

 

For a smooth surface, the normal curvature in direction V  is VVV IIk T)( , where the symmetric 

matrix II  is the second fundamental form. The eigenvalues of II  are the principal curvature 

values ),( minmax kk . The eigenvectors of II  are the coordinates of the principal curvature 

directions ),( minmax tt . Let maxe  and mine  be the derivatives of the principal curvatures minmax  , kk  

along their corresponding curvatures directions minmax  ,tt . Mathematically feature lines are 

described via extrema of the surface principal curvatures along their corresponding lines of 

curvature: 

    
||   ,0   ,0 minmaxmaxmaxmax kkee  t   (Ridges)                                                (1) 

  
||    ,0    ,0 maxminminminmin kkee  t  (Valleys)                                             (2) 
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Figure 3: The saliency values can capture the interesting features at all perceptually meaningful scales and 
reveals the difference between the vertex and its surrounding context. Left: Visualize the saliency values of 

each mesh points with color. Right: Visualize the principal curvature (max) of each mesh points with color. 

 

4. AUTOMATIC METHOD FOR FEATURE DETECTION 
 

4.1 Detect the Feature Points Via Local Polynomial Fitting 
 

In order to achieve an accurate estimation of the principal curvatures and their derivatives an 

implicit surface 0)( xF  need to be constructed to approximate locally the neighborhood of 

each mesh vertex [3, 4]. We use upper indices for vector components, sub-indices for partial 

derivatives. So the components of the surface unit normal vector are given by ||/ FFi

i n , 

where || F  is the absolute value of the gradient. Let s and , t   stand for a principal curvature, 

the associated principal vector, and the arc-length parameter along the associated normal section 
respectively. Thus the principal curvature  is given by 

 

|| F

F ji

ij




tt
                                                                        (3) 

The curvature derivative e  is defined by differentiating (3), 
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3

|| F

FF

F

F

ds

d
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ji

ij

lji

ijl

ji

ij























ntttttt 
               (4) 

 

Having found the maximal and minimal curvatures ),( minmax kk and their derivatives ),( minmax ee  

at each mesh vertex, we can extract ridges and valleys by equation (1) and (2). Computing of the 

feature lines involves estimation of high-order surface derivatives, so these surface features are 
very sensitive to noise and irregularities of the triangulation (see Fig.2).  

 

4.2 Modify the Detection Algorithm by Saliency Values 
 

Mesh saliency, a measure of regional importance, can identify regions that are different from their 

surrounding context and reduce ambiguity in noisy circumstances. In this paper, the computation 
of the salience value is built on the methods of the salience of visual parts proposed by Ran Gal 

[8] and mesh saliency proposed by Lee [7]. Differing from the salient parts, we compute a 

saliency value of each mesh point to identify mesh points that are different from their surrounding 
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context. We have modified their algorithms slightly to define a saliency value S as a linear 

combination of two terms : 
 

)()( pp VarWCurvWS 21                                (5) 

 

Where )(pCurv  is the maximal absolute curvature of a point p  and )(pVar  is the absolute 

curvature difference. The first term of equation (5) expresses the saliency of the mesh point. The 

second term expresses the degree of the difference between the point and its surrounding context. 

We use 0.4 for 
1W  and 0.6 for

2W . Let )(pk  denote the maximal absolute value of the principal 

curvatures and ))(( pkG  denote the Gaussian-weighted average of )(pk , 
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  is a scale factor that is estimated by e  , where e  is the average length of edges of the 

mesh. We compute the saliency value )(pi of a vertex p  as the absolute difference between the 

Gaussian-weighted averages ))(( pkG  computed at the two neighboring boundaries: 

 

|)),(()1),((|)( KpkGKpkGpK                     (7) 

)( pVar is computed by an average value at multiple scales: 

 





n

1K

)()( pKpVar                                  (8) 

 
Where n is set 3 or 4. We define a salient geometric feature point as a measure of regional 

importance which is salient and interesting compared to its neighborhood. The top graded points 

define the salient geometric feature of a given shape. So it is better than the method extracting the 
feature lines only by the curvature (see Fig.2 and Fig.3). 

 

4.3 An Automatic Feature Points Detection Method 
 
Suppose that the surface points are composed of feature points and flat points. One obvious way 

to extract the feature points on a mesh is to select a threshold T  that separates these mesh points. 

Because of its intuitive properties and simplicity of implementation, threshold method enjoys a 
central position in applications of the extraction of the surface feature points. Unfortunately it is 

difficult for a user to set the threshold if no any apriori knowledge (see Fig.4 and Fig.6) 

 

Our automatic algorithm is based on the observation that polygonal surface models with features 
usually contain many flat regions and a little sharp edges. Sorting the mesh saliency value of each 

point by the ascending order, we can find: The saliency values begin to increase slowly and the 

plot almost corresponds to a planar line, after arriving to a value, the plot rises steeply. Obviously, 
flat regions correspond to the planar line part of the plot and sharp edges correspond to the steep 

line part of the plot. So this value is the optimal threshold to extract the feature points (see Fig.5).  

  Finally, we summarize the automatic feature lines extraction algorithm as follows: 
  1. Estimate necessary surface curvature and their derivatives via local polynomial fitting. 
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  2. Compute the saliency values as a measure of regional importance for graphics meshes. 

  3. Seek the optimal threshold by the analysis mentioned above. 
  4. Extract the feature points by the threshold. 

  For step 3, we give the pseudocode as follow: 

  Procedure SeekThreshold(saliency) 
   1. Quicksort (saliency)     /* Sort the mesh saliency value of each point.*/ 

   2. for i = vertex_num / 2 to vertex_num step k    

         /* vertex_num represents the number of mesh vertices. Firstly, we search the value       

            at a coarse scale, usually set  /200vertex_numk  . */ 

   2.1. im = saliency[i] – saliency[i-1]; 1im = saliency[i-1] – saliency[i-2] 

   2.2 if  im > 1.3* 1im   /*From Fig.5 we can find the plot rises steeply, we used 1.3 for    

                         the coefficient.*/   

 Then shrink the search range in size and repeat step 2 at a finer scale till finding the threshold. 

 

 
 

Figure 4 The comparison of the saliency algorithm with different thresholds. Left: Top 30% for ridge 

points, bottom 30% for valley points; Middle: Top 20% for ridge points, bottom 25％ for valley points; 

Right: Top 8%for ridge points, bottom 15% for valley points. 

 

 
 

Figure 5 Sort the mesh saliency value of each point by the ascending order, we can get a plot: Firstly, the 

plot almost corresponds to a planar line, after arriving to a value, the plot rises steeply. Left: 3D model; 

Right: The plot corresponding to the mesh saliency values by the ascending order. 

 

4.4 Generation of Feature Lines 
 

Once the feature points have been detected, we need to connect them together. We follow the 
procedure proposed in [4] with an addition which can reduce the fragmentation of the feature 

lines: 
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1) Get the optimal threshold in section 4.3. Flag the vertex which saliency value is greater 

than the threshold T  as feature points set
1M . Flag the vertex which saliency value is less than 

T  and greater than 0.8*T  as weak feature points set
2M . Define k-neighbor of a point p  as 

),( kN p . 

 

2) For a feature point p , examine the point q  in )1,(pN . If only one point 1Mq , then 

connect it to p . 

 

3) If two or more points 2 and ,...,1,  nni1i Mq , then we connected p  to one of them 

by following the vertex iq  corresponding to the smaller dihedral angle with the orientation of the 

principal curvature.  

 

4) No any point in 
1M , but at least one point 2Mq . If having 

 )1,( and   )1,( 1 pkkqk NMandN  , then connect p  to q  similarly following the rule in 

step 2 and step 3. 
 

Repeat step 2 to step 4. 

 

5. RESULTS 
 
For evaluating the effectiveness of our automatic mesh saliency method, this section shows 

results of our algorithm and compares it to the user-specified threshold algorithm. All of our tests 

were run on a PC with Intel® Core™ 2 1.73.GHz processor and 1.0 GB of main memory. 

 

 
 

Figure 6 The comparison of the saliency algorithms with different thresholds and our automatic detection 

algorithm. Upper Left: Top 25% for ridge points, bottom 30% for valley points；Upper Right: Top 15% 

for ridge points, bottom 20% for valley points；Bottom Left: Top 5% for ridge points, bottom 5% for 

valley points; Bottom Right: The automatic detection algorithm. 

 

Fig.2 and 3 show some results. Fig.2 shows the comparison of the detection algorithm by saliency 

values and the algorithm only by principal curvatures. Owing to its locality, the method only by 

principal curvature is sensitive to noise and irregularities of the triangulation and usually 

produces spurious feature lines. The result shows on the left of Fig.2. Mesh saliency that measure 
the region importance at multiple scales in the neighborhood can reveal the difference between 

the vertex and its surrounding context. So it can extract the most salient features points robustly. 

The result on the right shows that the lines are clearly detected by saliency values. In Fig. 3, we 
visualize the magnitude of principal curvature value and the saliency value of each point with 
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color on a bunny model. Warm color corresponds to the sharp features and cool color corresponds 

to the flat regions. We can find that saliency values differentiate the neck and the leg from their 
circumferences 

. 

Fig.4 and Fig.6 show the comparison between the different thresholds. The surface points are 
composed of feature points and flat points. One obvious way to extract the feature points on the 

surface is to select a thresholdT , for example, TOP 20% means that the feature points are the top 

20% points with high saliency values. But improper threshold produces many spurious feature 

lines. Polygonal surface models can be roughly divided into two classes: CAD-like models 

showed in Fig.6, which usually have large flat regions; Non-CAD-like model showed in Fig.4, 
which have many fine details. We can’t find a unified threshold for the detection method. So how 

to decide the threshold is a problem for user-specified threshold methods. 

 
 

Figure 7  Our automatic algorithm for feature line detection on various models. 

 

Fig.5 gives an analysis for the optimal threshold. On the left are the 3D models, on the right are 

the corresponding plots of the saliency values in ascending order. The plot begins to rise slowly 

and almost corresponds to a planar line, after arriving to a value (Flagged in red circle dot), the 
plot rises steeply. The value at the red circle dot is the threshold we need. Fig.6 shows results 

from the fandisk CAD model, in which our automatic method works well. Moreover, our method 

doesn’t need a user to select the threshold. It is not easy for a user to modify the threshold if no 
any apriori knowledge. Fig. 7 illustrates further results on bunny, car, focal and dove model. 

Ohtake’s method [2, 22] is a reliable detection of ridge-valley structures on surfaces 

approximated by dense triangle meshes and has become a representative method of feature lines 

detection algorithm.. Fig.8 shows that our automatic method almost has the same precise as 
Ohtake’s method.  

 

6. CONCLUSION 
 
This paper has presented an automatic algorithm for the detection of feature lines on triangular 

meshes based on the concept of salient geometric features. The utility of saliency values for 

robustly detecting the feature lines on surface has been demonstrated. The results show saliency 

values effectively capture important shape features.  
 

Our automatic algorithm is a fully automatic method. It can advantageously select a “good” 

threshold without any user intervention. The results show that our automatic algorithm can find 
an optimal threshold to detect the feature lines on 3D meshes. In the future we intend to develop 

data clustering method into the field of the feature lines detection. 



10 Computer Science & Information Technology (CS & IT) 

 
 

Figure 8 Our automatic algorithm VS. Ohtake’s method, left: Our automatic algorithm;  
right: Ohtake’s method. 
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ABSTRACT 
 

The ubiquitous computing and context-aware applications experience at the present time a very 

important development. This has led organizations to open more of their information systems, 

making them available anywhere, at any time and integrating the dimension of mobile users. 

This cannot be done without taking into account thoughtfully the access security: a pervasive 

information system must henceforth be able to take into account the contextual features to 

ensure a robust access control. In this paper, access control and a few existing mechanisms 

have been exposed. It is intended to show the importance of taking into account context during a 

request for access. In this regard, our proposal incorporates the concept of trust to establish a 
trust relationship according to three contextual constraints (location, social situation and time) 

in order to decide to grant or deny the access request of a user to a service.  
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Pervasive systems, Access Control, RBAC, Context-awareness, Trust management  

 

1. INTRODUCTION 
 

Ubiquitous computing, which is declined under different terms, corresponds to this technical 
(r)evolution conceived about fifteen years ago by Weiser [1]. In contrast to traditional computing, 

the novelty lies in the ability of mobility and integration of systems in the physical environment, 

and this spontaneously and at multiple scales. The limitation of resources, the distribution of 

applications, the mobility of terminals, the discovery of services and the automatic deployment of 
software on these terminals make complex and difficult the implementation of ubiquitous 

applications. Large-scale implementation of these applications is a first major challenge that 

many research communities are trying to overcome by proposing different approaches. 
 

In pervasive computing, the context plays a crucial role. IT applications extend their interactions 

with the environment: new inputs and outputs are used, such as sensors and other mobile devices 
that interact with the real and physical environment. Ubiquitous applications must therefore be 

aware of the environment in which they are running, what type of terminal they are running, 

which user profile to consider for the configuration, what type of network they have for 

communication where the mobile terminal is, and what computing devices are in the 
environment. A context-aware application is an application that meets the requirements imposed 

by this context information. Such an application must be able to capture and manage context 

information to provide appropriate services. 
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However, access to certain equipment or users' personal data must be highly secure. Setting up a 
security system requires considering the following issues: 

 

• Authentication: The identification of a given user must be possible and must take into account 

his context (time, familiar location, surrounding people etc.) 
• Access Control: In pervasive environments information is accessible anywhere and anytime. As 

a result, the administration and integration of different security policies becomes more complex 

as they are heterogeneous from a structural (role) and semantic (coding, language) point of view. 
 

• Confidentiality and protection of privacy: The misuse of the new technology can compromise 

the privacy of users. A user has a very limited perception of potential risks from different on-
board equipment. 

 

Access control consists of checking whether a human or logic actor has the rights to access a 

resource. With access control, we are interested in guaranteeing two fundamental properties: 
Information confidentiality and integrity. Access control must evolve to integrate a dynamic and 

reactive authorization, based on information related to the environment and more simply on user 

trust. Contextual information evolves according to an application-independent dynamic. It is also 
necessary to detect context changes to re-evaluate the authorization. 

 

Context awareness and access control are two similar concepts. They both go through a decision 
based on the information collected in input, to output an application whose features can be 

activated and allowed or inactivated and prohibited. In addition, the security of contextual 

information, especially for the protection of privacy, is a growing problem in computing. 

Fine grain access control for a given service must incorporate all relevant contextual information 
that has significance on access control. In this paper, context-aware access control models are 

studied to lead to a proposition of a trust-based role-based access control and taking into account 

context as location, time and social situation.  
 

After this introduction, section 2 is a summary of related works. The proposed solution is given in 

section 3 and its validation is presented in section 4. A conclusion and some perspectives finish 

this paper. 
 

2. RELATED WORKS 

 
Discretionary Access Control (DAC) is a conceptual model whose principle is to limit access to 

objects in relation to the user’s identity (humans, machines, etc.) and / or groups to which they 
belong. Controls on a resource are said to be discretionary in the sense that a user with defined 

access permission is able to transmit it (indirectly or directly) to any other user. Discretionary 

access control is generally defined as opposed to Mandatory Access Control (MAC), which 

imposes mandatory rules to ensure that the intended security objectives are achieved. In this type 
of access control, subjects can not intervene in the allocation of access rights [2]. 

 

From the company access control policy organizational structure, the Role Based Access Control 
(RBAC) model is used to facilitate the access control administration and to provide an access 

control model which matches the existent policy[3]. A role represents in an abstract way a 

particular function in an organization. The role is an intermediate entity between the access 
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permissions, also called privilege or access right, and the users. It groups together a set of 
privileges that will then be assigned to users based on their organizational positions. A role can 

have multiple permissions and permission can be associated with multiple roles. A user can have 

multiple roles and a role can be assigned to multiple users. 

 
Traditional access control models (RBAC, MAC, DAC) are rigid. Access control decisions 

cannot be more than allowing or denying access. With these models access authorizations are 

considered to be known in advance, but in real-world contexts, errors are made and unforeseen 
situations or emergencies can occur. 

 

Several model proposals have emerged which have proposed the integration of additional features 
like context. Among the different contexts taken into account in the access control, existing in the 

literature, we find the location, the time, the state of execution of the applications, the state of the 

resources, the bandwidth of networks, the activities of each entity, users' intentions, user emotions 

and environmental conditions. 
 

Taking into account the context imposes new requirements for the definition of access control 

solutions. These concern, in particular, context awareness. For this, taking into account the notion 
of context sensitivity is a priority for the development of access control policies. 

 

From the literature study, we have been able to classify these models into four classes: 
- Context-aware access control. 

- Role-based context-aware access control. 

- Trust-based context-aware access control. 

- Hybrid access control based on role, trust and context awareness. 
 

2.1. Context-aware Access Control  
 

The role-based access control model, RBAC and its extensions are not suitable for open and peer-

to-peer environments that do not assume predefined roles or permissions. 

 
The authors in [4] propose a context-aware and context quality-aware access model for an access 

request. They explain that the use of the context alone is not enough. Context-awareness is the 

contextual information quality that is taken into account to decide on the access granting. They 
propose to base on the authorization or the prohibition of access to resources thanks to indicators 

of quality of context, in a ubiquitous environment. The quality of context can be defined by the 

following parameters: Precision, completeness, freshness and accuracy.  

 
CoDRA (Context-based Dynamically Reconfigurable Access) [5] is an Android’s access control 

system. It offers dynamically configurable restrictions based on context and fine-granular policy 

and enforces various policy configurations at different levels of system operation. Context based 
on resource features is used to reach the fine-granular policy and policy diversifications. Resource 

contexts are identified and their appropriate OS handlers are modified to accommodate and apply 

the restrictions through policies. In access control systems based on environmental context, the 
operating environment of an entity decides on access policies. This environment can be a 

location, a time, available energy and network bandwidth for the operation of the device.  
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2.2. Role-based Context-aware Access Control  
 

The role-based model uses roles to manage privileges. It is naturally applied to organizations 

where users are assigned roles with well-defined access control privileges. However, with the 
new requirements for ubiquitous applications, the basic RBAC have quickly shown its limits and 

several extensions have been developed to improve its security. As users are mobile and the 

number is large enough, the context becomes a factor of first order in access control. 
 

Given the recognized success of RBAC approaches, several solutions have been proposed to 

enrich RBAC in order to support contextual constraints. In the work cited in [6], the authors use 

the RBAC model principle, so for each user equipped with an RFID card for identification and 
authentication is associated a role with predefined access rights but the context adds restrictions 

on these rights. 

 
Zhang and Parshar [7] propose a DRBAC model (Dynamic RBAC), RBAC roles and model 

permissions dynamically adapted to the context. Each role is associated with a subset of a set of 

permissions and each subject is associated with a subset of a set of roles. DRBAC dynamically 
adjusts the authorization assignment as well as the role assignment based on contextual 

information of a subject. Contextual information could be any piece of information not just time 

or location.  

 
Hansen et al. [8] propose an RBAC extension with spatial constraint SRBAC which takes into 

account the location of users when they require resources which could limit these permissions. In 

the SRBAC solution, roles / permissions are granted to a user in specific time intervals and / or if 
the user is in a particular location. Inclusion of the location constraint provides a mechanism to 

apply access based on location. Thus, a role is activated or deactivated if and only if a certain 

location constraint is satisfied. The location space is divided into multiple areas. An access 
authorization, is granted if the condition on the role is satisfied and the subject is in a specific 

area.  

 

Other RBAC model extensions have been studied in the literature; in GEO-RBAC [9], RBAC is 
extended by including the positions of the user who would see his permissions vary, but also his 

role can also vary according to the connection area and resources location. The C-RBAC model 

(Context-RBAC) proposed by Park et al. [10], the Spatial-Temporal Role-Based Access Control 
Model ST-RBAC proposed by Ray et al. [11], etc. 

 

2.3. Trust-Based Context-Aware Access Control 
 

The authors, in [12], proposed a framework for retrieving and classifying contextual data from a 

mobile device and then deciding which access control to provide. They studied two use cases: 
Smartphone lock to prevent misuse, and defense against the sensory malware, where the user's 

private information is revealed to unauthorized ports. The authors used two contextual models: 

location to specify familiar places, using GPS to capture the user's significant locations in the 

outer areas of a building, for example, and using the wifi for capture significant areas of the user 
in interior areas; the social context to specify familiar people with the detection of smartphones 

surrounding the user. This defines the user’s trusted environment. 
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Cloud File is a personal cloud data access control is proposed in [13], it is based on evaluation of 
trust in mobile social networks. Social trust is used to protect and control access to personal 

mobile cloud data and storage using Key Policy–Attribute Based Encryption (KP-ABE). Trust 

can be evaluated based on the clue showed in mobile social networking. Types of social 

networking and communications are classified as: a) mobile voice calls; b) voice/video calls via 
mobile Internet (e.g., VoIP); c) short messages; d) instant social messages; e) pervasive 

interactions based on local connectivity. Social closeness and trust between two persons is 

evaluated using the number of voice calls (called and received), the number of interactions and 
the number of messages (sent and received). 

 

In [14], a scheme using either a General Trust (GT) level issued by a core network or a Local 
Trust (LT) level evaluated by a device, or both, to control Device to Device (D2D) 

communication data access by applying Attribute-Based Encryption (ABE) is proposed. Only the 

devices holding the eligible trust level of GT and/or LT can access the data. Each user’s 

equipment (UE) would select at least one kind trust level of GT or LT to secure communications. 
If the core network is available and a user device would control its data using GT only, then GT 

keys are used to encrypt and decrypt data. Otherwise, i.e. the core network is not available, LT-

keys are generated for the allowed devices. When the core network is available and a user device 
would like to use both GT and LT to control its data access, the attribute keys are generated under 

the control of both GT and LT. Moreover, UE evaluates local trust levels with pseudonyms in 

order to enhance communication privacy. 
 

TIRIAC (Trust-drIven RIsk-aware Access Control) framework [15] is proposed to enrich Grid 

access control services by adding an evaluation of trust and a risk management unit. A request 

may be permitted or denied according to the access policies and without consideration of risk. 
 

But for the other risky accesses, risk policies and utility theory are used to process them. A risk 

manager evaluates the expected loss and benefit of the access request according to the 
characteristics of the involved resource as well as the subject’s trust degree and confidence. 

Subsequently, the request may be denied, or extra risk mitigation obligations may be demanded. 

 

2.4. Trust And Role Based Context-Aware Access Control 
 

In [16], to redefine the role-based access control model and entities (users, roles, session, 
permission) using context, the authors analyzed context factors to classify them and to formalize 

them according to four system Security, User Confidence, Location and Time. 

 

• The system security is defined in four levels PLT = {TL, HL, ML, JL} such that TL (top level) 
= 100%, HL (high level)> 80%, ML (middle level)> 50%, JL (junior level) <50% 

• Confidence in the user, calculated from access history and usage for each resource in the 

system. 
• Location: for each resource, a set of IP addresses are associated SC = {IP1,. . ., IPi} which 

represent the familiar locations 

• Time: for each user, a set of time intervals are associated: TC = {T1, T2, TJ}. 
 

The authors of [17] propose a Context-Aware Trust and Role-Based Access Control model 

CATRAC, for access control in composite web services. The assigned roles must be validated by 
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a third party (role authority) and the trust levels are vectors from 0 to 10 and the new clients have 
a level of 5. The trust is based on the user’s access history to special resources. 

 

In [18], a secure, automated PrBAC architecture and prototype system referred to as the Context-

Aware System to Secure Enterprise Content (CASSEC) is introduced. It dealt with two proximity 
scenarios usually encountered in enterprise: Separation of Duty (SoD) and Absence of Other 

Users (AOU). A geo-spatial RBAC is used in a monitored space to localize persons using a 

wireless infrastructure. However, a malicious actor can grant privileges by manipulating the 
sensors in the monitored space, thus perverting control access decisions. To avoid this scenario, 

sentience-like constructs have been added to the geo-spatial RBAC, to emulate the confidence in 

the proximity evaluation as degrees of reliability in extracted context, thus allowing CASSEC to 
make more inferable decisions. Continuous authentication based on co-proximity is performed 

using PMs and users Bluetooth Low Energy (BLE) capabilities. To guarantee the safety of the 

client localization with a certain degree of confidence, despite multiple PMs detection, the system 

uses BLE beacons transmitted during this authentication.  The role is constructed such that an 
access control policy is specified to grant with high confidence that the current devise user is the 

true owner of the device.  

 
It is clear that context and context awareness must be included in any access control to a service. 

Access control can be based on context, role and trust and/or a combination of these. The solution 

we propose is in the last class. 
 

3. PROPOSITION 
 

With the needs of ubiquity and mobility, users can access anywhere and at any time to data from 

diverse and heterogeneous sources. Thus, access control must take into account the context of the 
user to manage access and preserve the confidentiality of data. 

 

The concept of role is used as an intermediary between users and permissions. These are granted 
to roles activated by users during a session, following the RBAC model. However, new 

requirements for applications in ubiquitous environments are driving us to review and improve 

the access control system. Indeed, relying solely on the role to make a decision for an access 

request is not always convincing. In this respect, we add to this concept the notion of trust. Thus, 
each service will have a level of confidence that the user according to his assigned role can reach 

or have access to it. 

 
But, the level of trust may be influenced by other types of contexts in this case, the temporal 

context and the spatial context being of prime importance. Indeed, when a user accesses the same 

service from two geographically distant locations during a short period of time it is understood 

that it is not the same person. The trust level becomes low and the system in this case must 
automatically lock access. The social context can also influence the system decision. If the user is 

in the right place at the right time but surrounded by unfamiliar people, his confidence level 

decreases, and access may be denied. Given that the concept of context is dynamic, taking into 
account the three contexts already mentioned would further strengthen the concept of access 

control. 
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We propose a system that establishes a trust relation in the user according to the role and the three 
contextual constraints and according to this trust the system decides to grant or refuse the request 

for access. Thus, our system will be classified in the fourth class.  

 

3.1. Case Study 
 

We present in the following our model applied to an access control at the level of a request for a 
bank service.  

 

The banking system is an important element of the economic life of a country. Banks play a 

major role in the daily lives of households and businesses: ensuring the fluidity of transactions by 
providing economic agents with fast, convenient and secure means of payment. For this purpose, 

the aim of access control systems is to reduce the risk of interference with managed data. 

 
Our work is to propose a system for controlling access to context-aware services. The example of 

the banking system to validate our proposal is adequate given its required high level of security. 

We propose a role-based access control, where access rights are assigned to users based on the 
role they play in the system, and based on trust, where the level of trust varies upon the user’s 

history and context. 

 

3.2. Operations 
 

Users of a system are associated with a defined role in advance. When they want to perform an 
operation, they will activate a role during a session and they are supposed to be able to perform 

all the operations allowed by the role during this session, thanks to the privileges with which they 

are associated. In our example we define three roles: the client, the counter agent and the bank 

administrator. For each role we associate the following services (assuming that users are already 
authenticated): 

 

A client can: 
• Consult his account balance. 

• Transfer money. 

• Remove / deposit money on his account. 

An agent can: 
• Open / Close a client account. 

• Make a transfer on the client behalf. 

• Retrieve / deposit the client's money. 
An administrator can: 

• Open / Close a client account. 

• Make a transfer on the client behalf. 
• Retrieve/ deposit money from a client's account. 

• Check transactions made during a day. 

• Confirm opening of a new account of a client. 

 
The services of the bank are classified into groups each having a minimum confidence threshold 

to authorize access, this confidence threshold is determined according to its sensitivity based on 

one or more contextual constraint(s). The user's access request is checked according to their level 
of confidence, the confidence value, is determined by: 
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• A client access history and his behaviour, this level of trust, is used to differentiate 
between a proven client and an untested client. 

• As the client is mobile, hiss context is dynamic. Indeed the context influences the 

confidence and thus makes it variable, the level of trust as well, can increase or decrease 

depending on the contextual constraints. 
The level of service access requester confidence is determined in real time, according to 

the following set of contexts: location context, social context and time context. 

• Location context 
 

The location context is an important context in a ubiquitous environment. We note TL (Loc) is 

the degree of confidence in an access location. By hypothesis, home and workplace are familiar 
locations for a client or administrator. To determine the degree of access requester trust, table 1 is 

proposed: 
Table 1. Description of Location Context Trust Level 

 

TL(Loc) Description 

Level 0 If the user requests access from two locations very distant geographically and this 

in a very short period of time. 

Level 1 If the user requesting access to the service is not in a location defined as familiar. 

Level 2 in the case where a user requesting the service is in a location defined as familiar 

 

• Social Context 
 

We define the social context as being all connected people surrounding the user when the user 

accesses the service. Once a user logs in, the context manager detects people around him through 
their login device. All the people familiar with the user are defined when opening a bank account. 

TL (Social) is the level of trust in the user according to his social context. Table 2 determines the 

level of trust in the user according to his social context: 

 
Table 2. Description of social context trust level 

 

TL(Social) Description 

Level 0 In the case where the persons surrounding the access requester are foreign 

people (are not defined as familiar). 

Level 1 In the case of the existence of at least one familiar person between those 

surrounding the access requester. 

Level 2 If the user is surrounded only by familiar people. 

 

• Context of time 

 
The context of time is defined by the work hours of the requester of access to the service in the 

bank, in our case the context of time is taken into account if the role of the user, is an agent at the 

counter or an administrator. We note TL(Time) the trust level in user according to the context of 

time. These trust level of trust are defined in table 3: 
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Table 3. Description of trust level for context of time 
 

TL(Time) Description 

Level 0 If the counter agent requests access to an out-of-hours working service. 

Level 1 If the administrator requests access to the service outside work time. 

Level 2 In the case the user requests access during working hours. 

 

3.3. Trust Manager 
 

After all types of context are identified as well as their trust levels, we proceed to determine the 

total value which is the value of the level of trust of an access requester based on the trust level of 

the different contexts. The value of the Total Trust Level (TTL) will be calculated as follows: 
 

TTL = min(TL(Loc), TL(Social), TL(Time))                                (1) 

 
where min is the function that returns the minimum value between these parameters. 

 

3.4. Proposed System Architecture 
 

Figure 1 presents the proposed architecture of the role and trust -based access control system.  

This implementation includes the following components: 
 

• Context manager: Captures the context of the user to know its location, its social context and its 

time context, and stores it in a database "user’s context". The context manager is not part of our 
work. 

• User Context: Contains the user's contextual information. This context is dynamic, so when the 

context manager captures the same context with 3 different accesses of a user, this context is 

therefore defined as familiar and is updated by the context manager. 
• Service Context: Contains the different contextual constraints for each service. Contexts for 

each service are defined according to each role as shown in Table 4. 

• Role / permission: Contains all the permissions associated with user roles. 
• Trust evaluator: Calculates the access requester's trust value based on his behavior after 

completing his operations and updating the reports. 
 

 
 

Figure 1. Proposed control access system architecture and operation 
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• Access control manager: When sending an access request, the access control manager retrieves 

the user's contexts from the context manager, the role from the database, the user’s trust level 

from the trusted evaluator and finally the contextual constraints for each service registered in the 

service context database. Based on these information’s, the access control manager decides 
whether or not to accept the access request. 

 
Table 4. Contexts assigned to roles and services 

 
Services \Role client Agent at counter Administrator 

 Context 

Account balance 

consulting 

no context 

consideration 

No access No access 

Make a transfer Familiar location + 
surrounded by familiar 

persons 

To be in the bank 
during working hours 

+ client presence 

Familiar location + 
surrounded by familiar 

persons 

money retrieval Familiar location + 

surrounded by familiar 

persons 

To be in the bank 

during working hours 

+ client presence 

To be in the bank 

during working hours 

money deposit Familiar location + 

surrounded by familiar 

persons 

To be in the bank 

during working hours 

To be in the bank 

during working hours 

Check transactions 

made during a day 

No access No access Familiar location + 

surrounded by familiar 

persons 

Confirm new account 

opening/closing 

No access No access Familiar location + 

surrounded by familiar 

persons 

Open a new account  No access To be in the bank 

during working hours 

+ client presence 

Familiar location + 

surrounded by familiar 

persons 

 

3.5. Case Study Scenarios 

 

In this section we used this terminology and assume some hypothesis: 

 
• U: User of a service whose access to the service is controlled. 

• Client: The role is a client.  

• Agent: The role of the user is an agent at the counter. 

• ADmin: The role is an administrator.  
• RR: Role of the user. Can take three values: Client, Agent, Admin. 

• SRi: The set of services provided by the bank. 

• TLU: System trust level in client. This trust level is calculated at each session and varies mainly 
according to parameters related to the client behavior. TLU is a real belonging to the interval [0, 

0.5]. 

• TTL: The instant trust level of the system in the client. This trust level is calculated at each 

session and varies according to parameters related to the context. 
• C: The user’s trust level, it is the sum of the two TTL and TLU levels. 

• STi: Service i threshold, each service has a minimum trust threshold from which the service can 

be provided to the user if the trust level TL is greater than or equal to STi. 
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• It is assumed that the user is already authenticated. 
• Initially the level of trust of the service in user is equal to 0.3 (half of the interval).  

• If the trust level (TLU) is zero then the user U is malicious. In this case, the user must approach 

the bank for a reset of his profile and verification of past transactions (client history). 

 
In the following scenarios, we will consider that web services have in their databases user 

identifiers, their role, contextual constraints and trust levels. 

 

3.5.1.  Scenario 1: When The User’s Role Is A Client 

 

After being authenticated, the user sends an access request request to the banking service. The 
access control manager obtains user information including its role in the (role / Permission) 

database and its contextual information through the context manager and its trust level. 

 

The system first checks whether its trust level according to behavior is different from level 0. In 
case the condition is not satisfied, access is denied. Otherwise, the system checks whether the 

client contextual information such as its location and the people around him at a given time, are 

appropriate for those existing in the database (service context). Following this audit, the trust 
level by location is determined from Table 4.1, and the social context trust level is determined 

from Table 4.2. Then the access control manager determines the client trust level as follows: 

 
TTL = min(TL (Loc), TL (Social))                         (2) 

 

The total trust value is converted from level to a rate (weight) using the following: 

 
• Level 0 = 0 

• Level 1 = 0.33 

• Level 2 = 0.5 
 

The access control manager adds the two TTL and TLU values to obtain a trust level C which is 

compared with the requested service trust level STi. When the trust value C in a client is not 

lower than the confidence threshold STi predefined to a service SRi, the access is then granted to 
the client.  

 

In the opposite case a subtraction is performed between the service confidence threshold STi and 
the new trust value C: DIF = STi - C. Access in this case is granted to the client if the result is 

less than 0.1, otherwise the request for access to the service is refused. 

 
The following algorithm summarizes the access rules for the client. 
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Algorithm1 : Algorithm of processing a client service request 

Service request (ID, SR) 

SELECT role 

WHERE ID=ID // retrieve the role according to the identity from the database 

SELECT TLU 

WHERE ID=ID // retrieve the trust level depending on the behavior. 

if TLU≥0 then  
 // retrieve client location and social context 

 TTL=min(TL(Loc), TL(Social)) ;  

 C=TTL+TLU ;  

 if C≥ST then access granted ; 

 else  

  DIF←STi-C ; 

  if DIF≤0.1 then access granted ; 

  else access denied ; 

  endif ; 

 end if; 

end if 

end. 

 

3.5.2. Scenario 2: When The User’s Role Is The Counter Attendant 

 

The agent at the desk supposed to be in the bank only during his working hours sends a request 

for access to the banking service. The access control manager obtains user information including 
its role in the (role / Permission) database and its contextual information through the context 

manager and its confidence level determined by the trust evaluator. 

 

First, the system checks if its trust level, according to the client behaviour, is different from level 
0. If it is the case, the access is refused. Otherwise, the system checks whether the contextual 

information of the user such as its location and the time context of his access request are 

appropriate to those existing in the database (service context). Following this verification, the 
trust level of the location is determined from Table 4.1 and the time context trust level is defined 

in Table 4.3. Then the access control manager determines the user’s trust level as follows: 

 
TTL = min(TL (Loc), TL(Time))                   (3) 

 

The total trust value is converted from level to a rate (weight) using the following: 

 
• Level 0 = 0 

• Level 1 = 0.33 

• Level 2 = 0.5 
 

The access control manager adds the two TTL and TLU values to obtain a trust level C which is 

compared to the requested service confidence threshold STi. When the trust value C in a user is 

not lower than the confidence threshold STi predefined to a service SRi, the access is then 
granted to the client. 
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In the opposite case, a subtraction is performed between the service confidence threshold STi and 
the new trust value C: DIF = STi - C. Access in this case is granted to the user if the result is less 

than 0.1, otherwise the request for access to the service is refused. 

 

If the user is outside his working hours and / or outside the bank, his request for access is 
automatically refused. 

 

The following algorithm summarizes the access rules for the counter attendant. 
 

Algorithme2: Algorithm for processing the counter attendant service request 

Requête de service (ID,SR) 

SELECT role 

WHERE Id=ID // retrieve the role according to the identity from the database 

SELECT TLU 

WHERE ID=ID // retrieve the trust level depending on the behavior. 
if TLU≥0 then  

 // retrieve client location and time context 

 TTL=min(TL(Loc), TL(Time));  

 C=TTL+TLU 

 if C≥ST then access granted; 

 else 

  DIF←STi-C; 

  if DIF≤0.1 then access granted; 

  else access denied; 

  endif 

 endif 
endif 

end. 

 

3.5.3. Scenario 3: When The User’s Role Is An Administrator 
 
An administrator, after being authenticated, sends an access request to the banking service. The 

access control manager obtains user information including its role in the (role / Permission) 

database and its contextual information through the context manager and its trust level. 
 

As before, first, the system checks whether its trust, according to the behavior, is different from 

level 0, and if it is the case, the access is refused. Otherwise, the system checks whether the user's 
contextual information such as location, social context, and time context of the access request 

matches the existing information in the database (service context). According to this verification, 

the trust level of the location is determined according to Table 4.1, the social context trust level is 

defined in Table 4.2 and the time context trust level is defined in Table 4.3. Then the access 
control manager determines the user’s trust level as follows: 
 

NCT = min(NC (loc), NC(Social), NC (temps))                 (4) 
 

The total trust value is then converted from level to a rate (weight) using the following: 
 

• Level 0 = 0 

• Level 1 = 0.33 

• Level 2 = 0.5 
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The access control manager adds the two TTL and TLU values to obtain the trust level C which 

he compares with the requested service confidence threshold STi. When the trust value C in a 

user is not lower than the confidence threshold STi predefined to a service SRi, the access is then 

granted to the user. 
 

In the opposite case, a subtraction is performed between the service confidence threshold STi and 

the new trust value C: DIF = STi - C. Access in this case is granted to the user if the result is less 
than 0.1, otherwise the request for access to the service is refused. 

 

An administrator is both a client and / or a counter attendant. He plays the role of a client when he 
confirms an account or checks transactions and acts as a counter attendant in other cases. 

The following algorithm summarizes the access rules for the administrator. 

 
Algorithme3: Algorithm for processing the administrator service request 

Requete de service (ID, SR) 

SELECT role 

WHERE ID=ID // retrieve the role according to the identity from the database 
SELECT TLU 

WHERE ID=ID // retrieve the trust level depending on the behavior. 

if  TLU≥0 then 

 //retrieve client location, social and time context  

 TTL=min(TL(Loc), TL(Social), TL(Time) ; 

 C=TLU+TTL ; 

 if C≥ST then access granted ; //  

 else 

  DIF←STi-C; 

  if DIF≤0.1 then access granted; 

  else access denied 

  endif 
 endif 

endif 

end 

 

3.6. Generalization 
 

In this paper we proposed a new access control approach for ubiquitous systems. In order to 
highlight the dynamic changes in the environment, the proposal, is based on the RBAC model 

and employs the notion of trust evaluated by measuring environmental context and social context. 

When the access requester trust value is not less than the predefined trust threshold, the user can 

then execute the permissions associated with his role. In this way we retain the administrative 
benefits of RBAC and at the same time mitigate the inflect ability and static nature of the RBAC 

by exploiting dynamism through context awareness in the access control decision. 

 
Our context-aware access control approach for banking services has major implications for other 

context-aware services. For example, it treats contextual attributes as access decision parameters 

to provide effective and more appropriate security. In addition to location and time, we have 
taken into account other context that can be used in other context-aware services such as health 

services, education services and the military. 
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The proposal is valid for any system where users are identified and the three contexts are 
paramount. If a system does not meet so many contexts the case study has a situation where two 

contexts are taken into account. Our example is based on a banking system, but the general 

architecture can be applied to other systems that have similar context constraints. 

The access authorization process is summarized below: 
 

Step 01: After a session is started, a user requests access to a service. 

 
Step 02: The access control manager retrieves the role of the user and the trust value in the 

database (Role / permission) and in trust Evaluator respectively. 

 
Step 03: This manager verifies the level of trust if it is greater than 0, otherwise access is denied. 

 

Step 04: It calculates the trust value according to the context after the user's context recovery and                         

the service context. 
 

Step 05: The access control manager adds up the two trust values, if the result is greater than or 

equal to the confidence level then access is granted. Otherwise a subtraction is made between the 
confidence level and the trust value, if the result is less than 0.1 then access is granted, otherwise 

access is denied. 

 
The general operation of the access control process is illustrated by the flowchart of figure 2. 
 

 
 

Figure 2. The access control process 

 

4. SYNTHESIS 

 

Our proposal retains the idea of considering the context parameters because it will allow us to 
have a dynamic access control system, context aware and which adapts the permissions according 

to current context. We also retain the notion of trust for our system, where we will establish a 
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relationship of trust with the user according to the contextual constraints and it is with respect to 
this trust that we will decide to grant or refuse access. 

 

In order to offer a better adapted access control, we include other concepts. Indeed, in addition to 

the concept of predefined role three types of contexts will be used to enrich the access control 
system with context-aware access control. The contexts taken into account in our approach are 

the temporal context, location and social context. Enriching an access control system with 

different types of contexts makes it more adaptable for any situation and also more flexible. 
 

1) Context-aware access control models:  

 
In [4], only time and location is taken into account in access control. Quality of context is an 

interesting parameter to be considered in the future, and CoDRA [5] takes into account time and 

location, but we think that energy and connectivity are not useful for granting or denying access.  

 

2) Role-based context-aware access control models: 

 

RBAC only proposes the consideration of functional roles in access control, but not contextual 
roles, even if they evoke the usefulness of temporal authorizations. Note that this allows ordering 

the roles between them, but not to model constraints involving the time explicitly compared to the 

proposed model where the time context is taken into account. In other words, our approach 
essentially implements context awareness. In this way, we retain the administrative benefits of 

RBAC and, at the same time, mitigate the inflexibility and static nature of RBAC by the 

dynamism exploited through context awareness in access control decision making. 

 
In the SRBAC solution [8], roles / permissions are granted to a user in specific time intervals and 

/ or if the user is in a particular location. But SRBAC does not support the use of a defined role in 

a limited geographic space. On the other hand, our proposed model allows it thanks to the 
determination of the familiar places for example, the workplace, the house and the bank in our 

case study. DRBAC [7] dynamically adjusts the authorization assignment as well as the role 

assignment based on contextual information of a subject. DRBAC does not really meet our 

requirements for a context-aware access control solution. But once the roles are determined, 
which is the case in our proposal, significantly reduces the complexity of managing security. 

The rest of the cited models [6, 9, 10, 11] have as inconvenient the fact that only time and 

location are used to define context. We think that social feature is an important context parameter 
in access control.  

 

3) Trust-based context-aware access control models:  
 

ConXsense [12] defines familiar locations as user’s trusted environment but do not manage trust. 

Trust is a dynamic relative parameter, and CloudFile [13] considers social context through social 

networks, but trust is determined only on this social context. In [14], the author’s contribution is 
to consider two trust levels based only on communications behaviour. The trust management is 

complex and not refined. 

 
TIRIAC [15] takes into account risky accesses and trust is given degrees of confidence which 

enriches the access control. The advantage of TIRIAC is that it is a framework for grid access 

control and so the level of security must be as refined as that. 
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4) Hybrid access control based on role, trust and context awareness models: 
 

The proposed solution belongs to this class, where the models are complete. In[16], the authors 

consider confidence in the user (trust) as context information and so manage context information 

to decide on access control. The two managers, trust and context, should be separated for more 
strongness. CATRAC [17] uses a role authority to assign roles which is not very relevant in our 

case (roles are fixed), and levels of trust based on user’s access history, which limits context. 

CASSEC 2.0 [18] extends a geo-spatial RBAC by adding degrees of reliability (or trust) in the 
contextual information to confirm the user’s location. Other context features would have been 

necessary. 

 
Table 4. summarizes the previous comparison based on context role and trust. 

Table 4.  Context-aware access models comparison 

 
Model Role Time Location Social Trust Other 

S-RBAC [8] X X X    

GEO-RBAC [9] X X X    

ST-RBAC [11] X X X    

D-RBAC [7] X X X    

C-RBAC [10] X X X    

RFID-RBAC [6] X X X    

Fine-grained Access Control [16] X X X  X  

CATRAC [17] X X X  X  

ConXsense  [12]   X X X  

Context Quality-Aware [4]  X X   Quality of context 

General Trust/Local Trust [14]     X  

CoDRA [5]  X X   Energy/ Bandwidth 

TIRIAC [15]   X  X Risk management 

CASSEC 2.0 [18] X  X  X Confidence 

specifiers 

CloudFile [13]    X X  

Proposed approach X X X X X  

 

As mentioned earlier, previous systems check if the client has the proper role to access a 
particular web service. However, the verification of the client reliability gives more assurance to 

the provider. Our work has similarities to trust-based access control models. Indeed, the trust 

level of the client is verified during each access attempt to ensure that it is high enough to access 
the requested service while being based on contextual constraints. This is what makes our 

approach more efficient and reliable. 
 

Our model has the following advantages: 

 In addition to role concept, a set of three contextual attributes: Time, Location and Social 

has been taken into account. 

 The presence of a correlation between the three contexts. 

 Trust is dynamic. 

 The role-based policy analysis concludes that they are relatively easy to administer and 
flexible enough to adapt to each organization. 
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5. CONCLUSIONS 
 

Using context information is an asset for creating access control models. We focused on context-

aware access control in ubiquitous systems.  Entities operate in environments that are dynamic 

and unpredictable, forcing them to be able to guarantee security. In particular, banking systems 

are complex, feature-rich systems that are becoming more and more demanding in terms of 
security: confidentiality, integrity, availability and accountability. Therefore, it is essential to first 

define a security policy that is robust, efficient, flexible, generic and easy to verify. 

 
Our context-aware access control model is based on a cross-use of role; contextual constraints 

and trust, as flexible enough structuring tools that complement the gaps presented by some 

models. In the same way that the role binds the users to the privileges, the trust according to the 

contextual constraints makes it possible to establish a relation between the operations and the 
objects to be protected. We also frame the concept of context awareness to allow access control 

respecting the principle of least privilege while ensuring flexibility favoring the user’s profit. We 

have detailed the operation of our system by applying it on a bank where we presented a case 
study with service, entities, roles and contextual constraints for each service and entity. 

 

Like any research, our model has some limitations. The main thing is that we have not been able, 
yet, to perform a simulation to highlight the real benefits of this mechanism. So, it would be 

opportune to pursue research along several lines. First, it would be wise to study the integration of 

a mechanism to deal with attacks. Indeed, some attacks aim to oppose traditional systems of 

blocking or protection. It is thus necessary to be able to quickly detect the intrusion to reduce the 
damage which can be caused by the hacker or the steal of data that it can realize. So the proposed 

access control system should deflect known attacks, detect ongoing attacks, including those 

coming from within, and react quickly. 
 

Then, in order to be able to test our mechanism in real size, it is necessary to have realistic 

context information, through context simulators and also direct captures on a physical 
environment. The next step is to create a realistic map representing the environment of our case 

study, in other words, to reproduce a realistic plan of a banking space, then to: 

 

 Simulate the behavior of clients accessing a banking service and carrying out different 
activities. 

 

 Periodically retrieve the contextual information (Time, location and people around) from 
the user and send this information periodically to the context manager.  

 

 Implement and deploy a prototype of the proposal in the appropriate environment. 
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ABSTRACT 

 

Oral cancer is one of the most widespread tumors of the head and neck region. An earlier 

diagnosis can help dentist getting a better therapy plan, giving patients a better treatment and 

the reliable techniques for detecting oral cancer cells are urgently required. This study 

proposes an optic and automation method using reflection images obtained with scanned laser 

pico-projection system, and Gray-Level Co-occurrence Matrix for sampling. Moreover, the 

artificial intelligence technology, Support Vector Machine, was used to classify samples. 

Normal Oral Keratinocyte and dysplastic oral keratinocyte were simulating the evolvement of 

cancer to be classified. The accuracy in distinguishing two cells has reached 85.22%. 

Compared to existing diagnosis methods, the proposed method possesses many advantages, 

including a lower cost, a larger sample size, an instant, a non-invasive, and a more reliable 

diagnostic performance. As a result, it provides a highly promising solution for the early 

diagnosis of oral squamous carcinoma. 

 

KEYWORDS 

 

Oral Cancer Cell, Normal Oral Keratinocyte (NOK), Dysplastic oral keratinocyte (DOK),Gray-

Level Co-occurrence Matrix (GLCM), Scanned Laser Pico-Projection (SLPP), Support Vector 

Machine (SVM), Machine-Learning. 

 

1. INTRODUCTION 
 

Oral cancer is a common neoplasm worldwide. Over the past decades, it shows a progressive 

increment in its incidence and mortality. Though there’are some surgical and radiotherapeutic 

improvements, it still shows a poor prognosis and also low survival rate. As the development of 

oral cancer, the cell will first become dysplastic,  a pre-cancerous stage. Later, the cells will turn 

into carcinoma in situ, that is, the cells are abnormal cells, which might have a high speed of 

DNA/RNA duplication and undergo ultimate replication out of control. Most importantly, the 

cells are still in place, an indication of high curabilty after removal and a smaller excition area for 

faster recovery. Finally, the cells become cancerous, not only carcinomatous, but also gains the 

ability to move and invade into other tissues, more precisely, metastasis. Earlier detection of the 
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abnormal growth of oral tissue can provide a promising future for a better therapy planing and a 

higher survival rate.  

 

For many years, many non-invasive imaging techniques have been proposed for the clinical 

diagnosis of cancers, including X-rays, computed tomography (CT), positron emission 

tomography (PET), ultrasonography (US), magnetic resonance imaging (MRI), and tissue 

polarimetry. For oral cavity, Dental Cone Beam CT, and impression scan with CAD/CAM is also 

a new era of making a computed 3D oral model. Recently, due to the higher computing power 

and smarter artificial intelligence, many computing techniques are now adding to help analyzing 

the medical images and aid the doctors in diagnosing diseases. Therefore, an urgent requirement 

exists for more timely, non-invasive, and quantitative system for detecting the presence of 

abnormal cells and classification of the different stage of oral cancer. 

 

With the scanned laser pico-projection (SLPP) system, Chuang[1]et al. put out a method for 

extracting the two-dimensional (2-D) nanoparticle concentration of solid and liquid solutions 

through an inspection of the speckle contrast of the images obtained. The feasibility of the 

proposed approach was demonstrated by measuring Type I collagen concentrations ranging from 

0.025 ~ 0.125%.There are many practical benefits, such as infinite focus, inherent high image 

contrast and also good power efficiency thatSLPP systems can provide in optical diagnosis[2]. 

 

Gray-Level Co-occurrence Matrix (GLCM) functions characterize the texture of an image by 

adding up how often pairs of pixel with specific values and in a specified spatial relationship 

occur in an image, creating a GLCM, and then extracting statistical measures from this matrix. D. 

Molina et al.[3] used GLCM to analyze the medical imaging on brain tumor heterogeneity 

obtained from magnetic resonance images (MRI) and find its potential relationship with tumor 

malignancy. In the past years, the author has proved that image obtained with SLPP and process 

with GLCM can successfully provide a great discrimination between low metastatic cancer cells 

and high metastatic cancer cells[4], and the combination of the two techniques is also useful in 

distinguishing oral pathological sections[5].  

 

Machine-Learning is a part of Artificial Intelligence (AI) that the computer learns without 

manifestly programmed. With the data inputted and the task set, as the computer programmed 

learned, the performance of the program is said to be improved as the data increased. In other 

words, the program optimizes itself to reach a higher performance, that is, accuracy in classify 

tasks. Support Vector Machine (SVM) is a basic yet clever script used in machine-learning. With 

label assigned, and data taken as vectors, the SVM is solving the following mathematic problems 

to find the greatest margin when classify each labels and thus creating a classify model. For the 

past decades, many more optimization options occured to strengthen the SVM, including the 

kernels and cross-validation. Kernels are ways to project the data into a higher dimensional space, 

creating a better distribution for classification. The most common ones are the linear, the 

polynomial, the radial basis function (RBF), and the sigmoid kernels. Due to the parameters 

inside the kernel, it needs to be optimized for a better projection. Cross-validation devides the 

data into several groups, and use one as a testing set, the re 

 

mainings as the training set each time. It is a method for the computer to test itself, and eliminate 

the effect of some unusual data’s. Otherwise, it will create a over-fitted model. 
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In our study, we will use 2 cell lines to verify the validity of our system. The system is first 

comprised of a SLPP technique to obtain image, then with GLCM to process the image, 

extracting some figures out, finally the SVM calculation to create a classification model to 

achieve the detection of oral cancer. Compared to the existing diagnostic process, the proposed 

method provides a highly promising solution for the faster, non-invasive, and early diagnosis of 

oral cancer. 

 

2. MATERIALS AND METHODS 
 

2.1 Sample Preparation 
 

Cell lines were incubated at 37°C with 5% CO2, and cultured in 2 well silicone separator 48hrs 

before taking image. Each well was filled with 3x104 cells to form a uniform monolayer. While 

taking images, the separator is pulled off, forming a blank region on the slide. Then, the samples 

were washed twice using phosphate buffered saline solution (PBS, 0.1 M, pH = 7.4) or Hank's 

Balanced Salt Solution (HBSS, no calcium, no magnesium) depending on the cells. The details of 

each cell line are described in the following. 

 

1. NOK, Normal Oral Keratinocyte: The cell line was established from human normal oral 

mucosa and grown in keratinocyte serum-free medium (KSFM) with low calcium.  

2. DOK, Dysplastic Oral Keratinocyte: When normal oral keratinocytes go wild and 

becoming cancerous,  it first turn dysplastic, or pre-malignant. This cell line, DOK, was 

obtained from heavy smoker’s dysplastic dorsal tongue epithelium and cultured in 

Dulbecco's Modified Eagle Medium (DMEM), with 2mM Glutamine, 5μg/ml 

Hydrocortisone, and 10% Foetal Bovine Serum (FBS). 

 

2.2 Experimental Setup 
 

The optical diagnosis system used in this study comprised a SLPP (SONY; Model: MP-CL1A; 

Resolution: 1920 × 720; Aspect Ratio: 16:9 Widescreen; Contrast Ratio: 80,000:1; Image Size: 

40 inch @ 1.15 m) and a microscope (Nikon Eclipse TS-100). In accordance with the findings of 

a previous study, the samples were illuminated using a green laser source (wavelength = 532 nm) 

in order to enhance the sensitivity of the reflection image measurements. In obtaining the 

transmitted images of the cells, the samples were illuminated using a halogen lamp. The cell 

images and speckle images were captured using a CCD camera (Model: PMD-500) with IS 

Capture and View image acquisition software. To calibrate the background noise of different 

image, we calculate SNR (Signal to Noise Ratio). The images (2592×1944 pixels, about 5 

megapixels) were partitioned into 2 files, one with cells is regarded as ‘Signal’ and the other 

without cell (the blank area caused by the silicone separator) is regarded as ‘Noise’. Thus, the 

image captured can now stand on the same point for comparison. 

 

The GLCM image-processing and SVM model generation is all coded on Matlab R2018a. For 

each image, it’ll first turned into 8bit gray level image, and crop into several sub-images, size 150 

× 150 pixels for better performing speed. Then, we use GLCM to gain the pattern of each sub-

image, calculate the SNR and written it into the file. After that, we use LIBSVM[6], a SVM 
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toolbox developed by National Taiwan University, Department of Computer Science, which 

provide many useful SVM functions together. Originally written in C+, the LIBSVM toolbox can 

be translated into Matlab for us to compile everything together. To find the best classify model, 

we perform cross-validation for self

better data distribution, we also added some kernels to projec

distribution for better solving the non

 

3. RESULTS AND DISCUSSION

 

Figures 1 shows the transmission and reflection images of these two cell lines (NOK and DOK). 

As Figure 1 shows, all cells are appeared in squamous shape and firmly attach to their 

neighbouring cells. Compared to NOK, the normal one, DOK cells become more 

The reflection images were taken from SLPP system. In this study, we try to use a new light 

source system, SLPP, to provide a routine quality assurance for imaging. The SLPP system can 

decrease the light intensity with Gaussian distribution

laser pico-projection technique for wide screen. Moreover, SLPP system is a commercial 

projection device for wide screen and enhance the usability for imaging. We also do the effort in 

the case of biopsy from the patients, such as characterization for oral cancer by pathological 

images. SLPP system with GLCM image processing can differentiate normal & cancerous 

pathological sections and it works on both full field analysis and specific tissue analysis. The 

discrimination of normal and cancerous tissues depends on the disorder caused by unusual 

proliferation and division of the chromosomes and nuclei. Compared to existing methods, the 

proposed method approach has many advantages, including a lower cost, a larger sa

a more reliable diagnostic performance.

 

Figures 1. Transmission

 

In the subsquent step, we run the classify machine for artificial intelligence to distinguish the 

NOK and the DOK cells. We use 4 transmission image, 3 reflection image of NOK and 8 

transmittion image, 8 reflection image of DOK. For each image, we randomly

to go under the GLCM analyzing. Totally, 115 datas, each with 4 features, are sampled and 
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toolbox developed by National Taiwan University, Department of Computer Science, which 

provide many useful SVM functions together. Originally written in C+, the LIBSVM toolbox can 

lab for us to compile everything together. To find the best classify model, 

validation for self-testing of the machine and prevent over-fitting problems. For 

better data distribution, we also added some kernels to project the data into a higher dimensional 

for better solving the non-linear separable problems. 

ISCUSSION 

Figures 1 shows the transmission and reflection images of these two cell lines (NOK and DOK). 

As Figure 1 shows, all cells are appeared in squamous shape and firmly attach to their 

cells. Compared to NOK, the normal one, DOK cells become more 

The reflection images were taken from SLPP system. In this study, we try to use a new light 

source system, SLPP, to provide a routine quality assurance for imaging. The SLPP system can 

decrease the light intensity with Gaussian distribution from central to the margin via the scanning 

projection technique for wide screen. Moreover, SLPP system is a commercial 

projection device for wide screen and enhance the usability for imaging. We also do the effort in 

e patients, such as characterization for oral cancer by pathological 

images. SLPP system with GLCM image processing can differentiate normal & cancerous 

pathological sections and it works on both full field analysis and specific tissue analysis. The 

mination of normal and cancerous tissues depends on the disorder caused by unusual 

proliferation and division of the chromosomes and nuclei. Compared to existing methods, the 

proposed method approach has many advantages, including a lower cost, a larger sa

a more reliable diagnostic performance. 

 

Transmission and reflection images of these two cell lines (NOK and DOK).

In the subsquent step, we run the classify machine for artificial intelligence to distinguish the 

NOK and the DOK cells. We use 4 transmission image, 3 reflection image of NOK and 8 

transmittion image, 8 reflection image of DOK. For each image, we randomly 

to go under the GLCM analyzing. Totally, 115 datas, each with 4 features, are sampled and 

toolbox developed by National Taiwan University, Department of Computer Science, which 

provide many useful SVM functions together. Originally written in C+, the LIBSVM toolbox can 

lab for us to compile everything together. To find the best classify model, 

fitting problems. For 

t the data into a higher dimensional 

Figures 1 shows the transmission and reflection images of these two cell lines (NOK and DOK). 

As Figure 1 shows, all cells are appeared in squamous shape and firmly attach to their 

cells. Compared to NOK, the normal one, DOK cells become more spindle-shaped. 

The reflection images were taken from SLPP system. In this study, we try to use a new light 

source system, SLPP, to provide a routine quality assurance for imaging. The SLPP system can 

from central to the margin via the scanning 

projection technique for wide screen. Moreover, SLPP system is a commercial 

projection device for wide screen and enhance the usability for imaging. We also do the effort in 

e patients, such as characterization for oral cancer by pathological 

images. SLPP system with GLCM image processing can differentiate normal & cancerous 

pathological sections and it works on both full field analysis and specific tissue analysis. The 

mination of normal and cancerous tissues depends on the disorder caused by unusual 

proliferation and division of the chromosomes and nuclei. Compared to existing methods, the 

proposed method approach has many advantages, including a lower cost, a larger sample size and 

 

cell lines (NOK and DOK). 

In the subsquent step, we run the classify machine for artificial intelligence to distinguish the 

NOK and the DOK cells. We use 4 transmission image, 3 reflection image of NOK and 8 

 cropped out 5 areas 

to go under the GLCM analyzing. Totally, 115 datas, each with 4 features, are sampled and 
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imported into the SVM. The results are shown below. Table 1 shows the use of different SVM 

kernels for projecting the data into a higher dimension distribution, except the linear one. 

Accuracy is from the cross-validation, a self-testing method when forming a classify model. 

Figure 2 shows the optimization of RBF kernel. When optimized, we add a Cost (C) parameter as 

penalty of the mis-classified points in the original script, and the RBF kernel uses a gamma(γ) as 

a parameter in its exponential function. Due to previous studies, the most efficient way to 

optimized the two parameters is to test it exponentially. Therefore, we briefly searched it once 

using a bigger grade(as shown in figure 2a) and search it again using a smaller grade in a more 

targeted range(as shown in figure 2b). Accuracy do raised after the optimization. 

 
Table 1.The classify accuracy of NOK and DOK according to the different SVM kernel. 

 

Kernels Linear Polynomial RBF Sigmoid 

Parameter 

number 
1 3  2 3 

Accuracy 77.3913% 69.5625% 69.5625% 69.5625% 

Note: all the samling steps in GLCM is (x,y)=(1,0). 

 

 
 
 

Figure 2a(left)& 2b(right) Optimization of RBF kernel with the Cost parameter and gamma 

optimization. 

 

4. CONCLUSIONS 
 

As the cancer developed, the cells became dysplastic first, turned carcinoma later, and finally 

invasive. The morphology change of the cells is corresponding to the transformation of cell 

function. With the aid of SLPP for obtaining a high-resolution image, and the GLCM for better 

sampling the pattern of the image. With the help of SVM of machine-learning, the system can get 

the accuracy around 70% in classifying the NOK and DOK. After adding a brief optimization, 

altering the parameters inside the RBF kernel and the SVM scripts, the classify machine can now 

reaching 85.22% accuracy, compared to 69.525% without optimization. The result gives out that 

our method can help to distinguish NOK and DOK, the normal oral keratinocyte and the 
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dysplastic one, providing a promising future of an instant, non-invasive, and early diagnosis of 

the existing of pre-cancerous cells. 
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ABSTRACT 
 

We designed and implemented an efficient tough random symmetric 3-SAT generator. We 

quantify the hardness in terms of CPU time, numbers of restarts, decisions, propagations, 

conflicts and conflicted literals that occur when a solver tries to solve 3-SAT instances. In this 
experiment, the clause variable ratio was chosen to be around the conventional critical phase 

transition number 4.24. The experiment shows that instances generated by our generator are 

significantly harder than instances generated by the Tough K-SAT generator. The difference in 

hardness between two SAT instance generators exponentiates as the number of Boolean 

variables used increases. 

 

KEYWORDS 
 
3-SAT, Satisfiability, Efficient Tough Random Symmetric 3-SAT Generator, Critical Phase 

Transition 

 

1. INTRODUCTION 
 

The 3-satisfiability problem (3-SAT) can be succinctly summarized as follows: find an n-binary-

variable configuration to satisfy a conjunction of clauses with each being a disjunction of three 
literals. It is a widely studied problem for several reasons. First, it plays a crucial role in the 

historical development of theoretical computer science. For instance, it was the first identified 

NP-complete problem, [ [1], [2]] and one of the most well-studied examples in the inter-
disciplinary research program involving computer science, combinatorial optimization [ [3], [4]] 

and statistical physics [ [5], [6]]. Besides these interesting developments on the theoretical front, 

the 3-SAT problem also plays a critical role in many applications such as model checking, 

planning in artificial intelligences and software verifications. Hence, for both theoretical and 
practical reasons, there are many strong motivations to devise more efficient algorithms to attack 

such a problem. 

 

2. PROBLEM STATEMENT & MOTIVATION 
 

The inter-disciplinary approach (especially invoking statistical physics methods and concepts) has 

certainly helped us to build a comprehensive picture of the complex structures of the 3-SAT 
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problem. For instance, the concept of phase transitions in statistical physics has been adopted to 

elucidate the SAT-UNSAT phase transition of 3-SAT problems. In this statistical framework, the 

ratio parameter, (𝛼 ≡ 𝑚/𝑛)) for the phase transition is taken to be the ratio of the number of 

clauses (𝑚) to the number of variables (𝑛). The critical value of this order parameter is 𝛼𝑐 = 4.2 

[ [7],  [8]] which clearly draws a boundary in the space of all 3-SAT instances. We explore 3-

SAT problems with a critical value of 4.2 in comparison to 3-SAT problems generated by a 
Tough Random K-SAT Generator to better understand how the critical value effects solvability of 

3-SAT Problems. Studying this specific subset of 3-SAT problems will enable further research 

into solving SAT problems more efficiently. 
 

3. BACKGROUND 
 

In various SAT solvers/generators, the commonly used parameters are: 𝑛: the number of 

variables, 𝑚: the number of clauses, 𝛼: the ratio, which is determined by 𝑚/𝑛. For an efficient 

tough random symmetric 3-SAT generator, a formula F is of 𝑛 variables with the ratio number α 

that should have 𝛼 ∗ 𝑛 clauses. In this work, we choose the ratio number close to the phase 

transition number 4.24. Particularly in 3-SAT, since each clause has 3 literals, each variable is 

expected to appear approximately 3 ∗  𝛼 times in F.  

 

Tough SAT Generator is one of the competitive generators out there for generating tough SAT 

instances. We would like to compare the toughness of instances generated by our generator and 
TSG in the following categories: (a) frustrations caused by the generator to the SAT solver and 

(b) probability of generating instances that are solvable (that is there is at least one solution). The 

frustration rate can be quantified by the resources used by the solver, such as CPU time, restarts, 
conflicts and decisions. The probability can be quantified by the ratio between instances with 

solutions and the total instances generated by the generator.  

 

The contribution of this work is to devise a way to generate harder instances and verify their 
hardness. We aim at generating those harder instances more efficiently and reliably. The hardness 

is quantified by the measures given in the solver that the instances require the solver to consume 

more resources and make more modifications. Our algorithm is more reliable as it generates with 
a higher probability of instances that have solutions. Our algorithm is also efficient as the 

generation process is almost linear time. With a verified efficient reliable algorithm that generates 

harder instances, in a later study we can characterize harder instances in another dimension, in 
addition to the conventional critical phase transition number. 

 

3.1. Algorithms 
 

In following paragraph, we describe the TSG algorithm (alg 1) and our efficient tough random 

symmetric 3-SAT generator (ETRSG) algorithm (alg 2). They can both generate SAT instances 
efficiently in almost linear time.  

 



Computer Science & Information Technology (CS & IT)                               43 

 

 
 

The TSG algorithm basically generates 𝑚 clauses sequentially. In the 3-SAT case, each clause is 

generated by randomly picking 3 variables from the variable list and with 0.5 probability, the 
chosen variable is then assigned an negation operation. With the disjunction of the literals, a 

clause is formed. 

 

The ETRSG algorithm generates 𝑚 clauses sequentially. But initially it must generate a big 

sequence 𝑠𝑓 that is of 3𝛼 subsequences. Each subsequence is a random arrangement of 𝑛 

variables. To avoid adjacent subsequences from forming an invalid clause, that is duplicated 
variables or literals, we must call the RndGen-Verif subroutine (alg 3) to ensure its validity. If 

two adjacent sequences are jointly required to produce a particular clause, the ETRSG algorithm 

checks the adjacent subsequences 𝑠𝑖 and 𝑠𝑖+1to make sure a variable would not appear more than 
once in that particular clause. 
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Once 𝑠𝑓 , of length ⌈3𝛼⌉𝑛, is generated, each variable appears ⌈3𝛼⌉ times and then we can 

generate 𝑚 clauses sequentially from position 1 until position 3𝑚 of 𝑠𝑓 . For each position we 

also randomly assign the negation operation. 
 

 
 

3.2. Choice of Recurrence Number 
 

The recurrence number r in ETRSG determines the number of times each variable must appear in 
the formula. In this paper, r is chosen based on selecting the ratio number α close to the well-

known phase transition number. A phase transition [[5], [6]] is a concept utilized in statistical 

physics but it can also be used to better explain satisfiable and unsatisfiable transitions in 3-SAT 
problems. In reality, even instances with the critical phase transition number might be easy to 

solve for a modern solver. The 4.24 phase transition could be where more tough instances exist. 

In comparison to all possible instances with a critical phase transition number 4.24, this subset of 

tough instances might be exponentially rare among 3-SAT instances[9]. One of the major goals of 
this experiment is to figure out some of those exponentially rare instances and characterize them. 

The critical phase transition number is one of the characters for hard instances. In this 

experiment, we chose α= 4, 4.24 and 5. The rationale is that SAT instances with a ratio number 
greater than the critical phase transition number will almost always be rejected as there is no 

solution. SAT instances with a ratio number smaller than the critical phase transition number will 

likely have many solutions and therefore the SAT solvers can easily find the solution. 
 

4. TOOLS AND EXPERIMENTS 
 

4.1  Tools 
 

4.1.1 Generators 
 

The baseline generator is the Tough Random K-SAT generator [10] that generates random K-
SAT instances, which is built upon latest techniques up to 2017. The other generator is our 

ETRSG algorithm. Both algorithms are explained in section 3.1. 
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4.1.2. Solver and Platform 

 
MiniSAT is a minimalistic, open-source SAT solver, developed to help researchers and 

developers alike get started on SAT. It is released under the MIT license. MiniSAT deploys the 

Conflict Driven Clause Learning (CDCL) SAT solver with several other features such as clause 
deletion and dynamic variable ordering [[11], [12]]. A small glimpse into the inner workings of 

Minisat is provided as a basic introduction to conflict clause learning and to establish a small 

foothold on the basic idea of SAT solvers. 

 
MiniSAT measures CPU time which, while valuable, is inconsequential as CPU time can change 

accordingly with better or worse hardware. It also provides other important measures. It stores the 

number of times the solver was forced to restart, conflicts, decisions, propagations, inspections 
and conflict literals deleted, which are all machine independent. The mechanism for the MiniSAT 

solver is as follows. When MiniSAT is given a SAT problem, it solves the problem by choosing a 

variable to begin propagation of other variables. When a conflict occurs, as in one literal is 

assigned both a positive and negative value, the solver will store this conflicting clause and begin 
propagation again from an older assignment but will avoid generating the prior conflicting clause. 

If the solver moves back to the original chosen variable, it is then restarted with a different 

variable and propagation begins again. This is redone until a satisfying assignment is found and 
the problem is deemed satisfiable or until it is shown that no satisfiable solution can be made, 

deeming the problem unsatisfiable. These are the results on which we will gauge the relative 

difficulty of the SAT instances. 
 

The ETRSG algorithm was implemented in Python. The testing environment was created in 

cloud9, which is a cloud based ubuntu IDE. The environment has 512MB of available memory, 

2GB of disk space which was more than enough for development and testing. In the case of 
MiniSAT, the CDCL algorithm used is ultimately machine independent because only CPU time 

will get better or worse with better or worse hardware respectively. Although, the times between 

the better and worse hardware can differ the algorithm will function the same way and have 
similar occurrences for restarts, conflicts, conflict literals, propagations, inspects, decisions and 

the rate of generating satisfiable instances. 

 

4.2. Experiments 
 

To compare the toughness of instances generated by TSG and ETRSG, we generate 3-SAT 

instances with test cases where 𝛼 = 4, 4.24 and 5. With each 𝛼, the number of variables 𝑛 is set 

as 100, 150, 200, 250, 300 and 350. With each (𝑎, 𝑛) pair we generate 400 instances for both 

TSG and ETRSG. 

 
All the test problems were solved using the C instance of MiniSat V 1.4.1 and TSG version 1.1 

K-SAT generator was used to generate the control problems. 

 

5. RESULT 
 

The experiment results were summarized in Figure 1 for 𝛼 = 4 case, Figure 2 for 𝛼 = 4.24 case 

and Figure 3 for 𝛼 = 5 case. What is worth noting is that the performance of TSG and ETRSG 

are almost similar when 𝛼 = 4. This could be explained that those instances are much easier to 
solve since there might exist multiple solutions. ETRSG remains a very stable high probability, 
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almost 1, of generating solvable instances while TSG gradually catches up, from 0.925 to 1, as 

the number of variables increases. When we compare with the 𝛼 = 4.24 case and 𝛼 = 5 case, it is 
obvious the hardness measures, such as restart, conflict and decision, increase a couple orders of 

magnitude as 𝛼 increases. 

 

The experiment also yielded similar results for the 𝛼 = 4.24 and 𝛼 = 5 cases overall. Simply 

looking at each 𝛼 case, we can conclude that ETRSG instances are more difficult than the TSG 

instances. The order of magnitude increases as 𝛼 increases. 

 
The more interesting phenomena we observed was that ETRSG problems retained their difficulty 

and overall solvability over their randomly generated counterparts. This implies there could exist 

a different phase transition number for ETRSG problems which can lead to further development 

of difficult symmetric 3-SAT problems. However, this result leads us to the conclusion that our 
ETRSG is more efficient in generating more difficult problems while maintaining solvability. 

 

6. DISCUSSION 
 

6.1. Critical Zone Exploration for ETRSG 
 

With the speculation that the critical phase transition zone might be different for ETRSG 
problems, it might be worth discussing the exploration of this new hot and cold zone of 

satisfiability. Since when 𝛼 = 4, it yielded highly satisfiable problems as seen in Figure 1, we 

speculate the critical phase transition zone might lie beyond this point. Furthermore, with 
evidence from Figure 2, we speculate the crucial phase transition zone for ETRSG could be even 

beyond 𝛼 = 4.24 as the ETRSG problems were all still highly satisfiable. The critical zone must 

occur before 5 as nearly all symmetric and TSG problems were unsatisfiable. In short, this new 

number must occur after 4.24 but before 5 and the problem of searching for this number can be  
approached in a multitude of ways. This could be investigated in another study. 

 
Figure 1: 𝛼 = 4, 400 instances, Red: ETRSG, Blue: TSG. ETRSG problems and the TSG problems began 

to relate more directly to each other, and the advantageous difficulty of the ETRSG problem was deemed 

inconsequential. 
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6.2. Toughness 
 

As pointed out earlier, problems that occur with the typical critical phase transition number 4.24 

might turn out to be easy to solve [9]. We might need a finer characterization for harder instances. 

As shown in this experiment, it is clear that an equal recurrence number for all variables could be 
one character that can be used to describe this set of harder problems. As described previously 

when 𝛼 = 4.24 ETRSG still generates with an increasingly high probability (0.75 to 1) solvable 

hard instances while TSG has a decreasing probability (0.63 to 1). The success rate drops almost 

to 0 when 𝛼 = 5. As for other measures, such as CPU time, restart, conflict and decision (and so 

on), are of a higher order of magnitude. A follow up study would focus on scaling 𝛼 between 4.24 

and 5 for ETRSG while keeping solvable probability high and the magnitude of difficulty 

increasing. Another investigation is needed to determine the cause of success probability dip for 

only 100 and 150 variables when 𝛼 = 4 transitions to 𝛼 =  4.24. It could be due to numerical 

fluctuation or some hidden factors to be discovered. 
  

 

Figure 2: 𝛼 = 4.24, 400 instances, Red: ETRSG, Blue: TSG. When more than 250 variables, ETRSG 

instances significantly outperform TSG instances in all aspects, except with slight outperformance in 

restart. ETRSG has a higher probability of generating solvable instances. 

 

7. CONCLUSION AND FUTURE WORK 
 
As it shows in the experiment ETRSG 3-SAT problems tend to have a higher level of difficulty. 

This leads us to believe that the landscape of this type of problem might have many local 

minimums and only one unique global minimum. With such a landscape, a regular solver using 

Heuristics might be deceived to believe the local minimum is the global or it would take much 
more resources (time, space) for the solver to attack. To avoid bias, that is difficulty that has some 

solver dependency, we should translate the numerically-verified difficult problems into landscape 

problems. 
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Studying the landscape problem will allow us to better understand the difficulty of symmetric sat 

problems when compared to the relative ease of TSG 3-SAT problems. Also, as stated prior in 
section 5 a new phase transition number might exist for symmetric 3-SAT problems as the 4.24 

ratio only applies to general 3-SAT problems. This new phase transition number will also help to 

shed light on difficulty and satisfiability bounds. Finally, a new partition-based solver that we are 
developing (for another study) can be used to tackle symmetric problems as it would be blind to 

the constraints of the problem as they would be broken down into smaller and more manageable 

problems. 
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Figure 3: 𝛼 = 5, 400 instances, Red: ETRSG, Blue: TSG. Similar to 𝛼 = 4.24, but more significant in 

restart. The probability of generating solvable instances drops quickly to 0 for both since 5 is greater than 

the critical phase transition number. 
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ABSTRACT 
 
In the last decade, there has been a great technological advance in the infrastructure of mobile 
technologies. The increase in the use of wireless local area networks and the use of satellite 
services are also noticed. The high utilization rate of mobile devices for various purposes makes 
clear the need to track wireless networks to ensure the integrity and confidentiality of the 
information transmitted. Therefore, it is necessary to quickly and efficiently identify the normal 
and abnormal traffic of such networks, so that administrators can take action. This work aims to 
analyze classification techniques in relation to data from Wireless Networks, using some classes 
of anomalies pre-established according to some defined criteria of the MAC layer. For data 
analysis, WEKA Data mining software (Waikato Environment for Knowledge Analysis) is used. 
The classification algorithms present a success rate in the classification of viable data, being 
indicated in the use of intrusion detection systems for wireless networks. 
 
KEYWORDS 
 
Wireless Networks, Classification Techniques, Weka 

 
1. INTRODUCTION 

 
Over the past decade a great technological advance was seen, especially regarding mobile 
technologies and its infrastructure. The increase in the use of wireless local area networks and 
also the use of services from satellites, both in organizational and residential environments, is 
identified. This allows information to be created, transmitted and accessed faster and anywhere at 
any time by simply having access to the mobile network infrastructure. According to Anatel 
(Telecommunication National Agency), in January/2016 Brazil registered 257.248 million active 
lines in mobile telephony, with pre-paid accesses corresponding to 71.45% (183.80 million) of 
total accesses, while post paid accesses correspond to 28.55% (73.45 million).  
 
The consequence of this scenario is perceived when the use of computational devices used by 
both individuals and companies are verified. This scenario can be verified through the research 
conducted by IDC Brasil, which states that in the last quarter of 2014 Brazil had 1,637 million 
computers, of which 600 thousand are desktops and 1,037 million are notebooks. An unpublished 
survey by the Brazilian Institute of Geography and Statistics (IBGE) reveals that 57.3% of homes 
access the internet through cell phones and tablets in 2013. 
 
People are getting used to technologies such as smart phones and tablets with Internet access. 
Most of these devices are equipped with capabilities based on the IEEE 802.11 standard. Using 
these wireless networks, users are often able to gain access to the Internet much cheaper than 
using cellular networks. 
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Currently these mobile devices basically act as a small computer, being possible to perform all 
actions, among others commonly performed on a Personal Computer. Some of these actions are: 
sending of E-mail to any computational device; use of an operating system; video viewing; 
execution of Web Systems; content servers; financial transactions; online shopping.  
 
These mobile devices are also part of Wireless Networks as well as wireless actuators offering 
communication technologies for automation tools built into the Internet of Things in various 
environments [23]. 
 
The high rate of use of mobile devices for various purposes explains the importance of 
monitoring this infrastructure, since it presents the large-scale transmission of information, which 
at certain times may be restricted. To the set of this mobile system, determined by both the 
software and the hardware used, it is relatively fragile with regard to security, mainly due to the 
characteristic of its transmission medium, but also by the dynamism of access to this system. So 
there is a need to try to identify the normal and abnormal traffic of these wireless networks so that 
their administrators can take action. 
 
With increased interconnection between networks, structured and wireless, information security 
has become a challenge. Networks are subject to various types of attacks that may have internal 
or external sources, some with the goal of paralyzing services, others with the intention of 
stealing information and in other cases, just for the amusement of the attackers. In addition, until 
recently, the networks were restricted to computers, now accept various types of equipment: 
sensors, smart phones, cell phones, among others. Therefore, security enhancement proposals 
should consider the technological evolution that is taking place. 
 
The Wireless Networks environment, as well as the environment of Ad Hoc Wireless Networks 
or Wireless Sensor Networks, has in its characteristic a dynamicity in relation to the composition 
of the network members, that is, for these types of networks users often enter and leave the 
network. This feature makes it necessary to manage these environments quickly. This scenario 
becomes, however, quite vulnerable to attempts to approach the anomalies present in the system 
as a whole. Anomalies such as EAPOL Start, Beacon Flood, Deauthentication, RTS Flood [1][2]. 
However, the techniques and tools adopted by network managers in the framework of structured 
computer networks do not always meet these needs in a timely manner. In this sense, the use of 
intelligent algorithms for classification becomes a great option to minimize these difficulties, in 
order to identify anomalies more effectively. 
 
The high rate of use of mobile devices for various purposes makes clear the need to monitor this 
infrastructure, since it presents the large-scale transmission of information, which at certain 
moments may be confidential. The set of this mobile system, determined by both the software and 
the hardware used, is relatively fragile regarding security, mainly due to the characteristic of its 
transmission mean, but also due to dynamic access it. So, there is a need to try to quickly and 
effectively identify the normal and abnormal traffic of these wireless networks so that 
administrators can take action. This work aims, from a database of wireless networks [1], to 
evaluate the classification of these data for some classification techniques. The data is formed by 
MAC layer information, which will be shown later. 
 
The structure of this article is organized into sections. In section two will be presented some 
works that have the characteristic of identification of wireless networks traffic using algorithms of 
learning. In section 3, the theoretical basis for Wireless Networks is presented, while section 4 
deals with Classification Techniques. Section 5 will present the methodology of experimentation 
and results. In Section 6 we present the case studies used to analyze the results. In section 7 will 



Computer Science & Information Technology (CS & IT)                                   53 
be performed the quantitative and qualitative analysis of the results. Section 8 presents the 
conclusion of the work and future work. 
 
2. RELATED WORKS 

 
The large increase in the use of mobile computing resources both in public environments, both in 
private environment has aroused the great use of Ad Hoc Wireless Networks, mainly due to the 
ease of deployment of these networks. This, in turn, favors the large-scale development of 
malicious applications in Wireless Networks. It can be said that the number of attacks on 
Computer Networks, with wireless and structured architecture, has grown in recent years, with the 
incidents reported in the Brazil exceed 700,000, according to the Center for Studies and 
Responses to Security Incidents in Brazil [19]. Thus, there is a need to provide resources capable 
of guaranteeing the minimum authenticity of the services provided by the Computer Networks. 
Intrusion Detection Systems are tools that contribute to guarantee the security in the Computer 
Networks, and its implementation is based on the policy of security of the environment with the 
objective of keeping active the services made available by the Computer Networks. 
 
In addition, it is necessary to take into account the characteristics of the Ad Hoc Wireless 
Networks, which make it difficult to monitor the services and components of the Network, since 
they are constituted by autonomous nodes with mobility and without centralized management. Ad 
Hoc Wireless Networks rely on direct peer-to-peer communication, which is established without 
the need for centralized infrastructure. The Ad Hoc Networks are composed of devices that have 
the cooperative characteristic, being able to establish a direct communication with the devices that 
are within their reach. In this network there is centralized administration and each device can have 
the functionalities of station and router. The communication between the stations is called 
storage-forwarding, that is, the station that wishes to forward a message accesses the transmission 
medium and forwards the information to the neighboring station, which stores the information 
until the optimal time to forward the station other than the destination station. In this way, the 
formation of a multi-hop link between the information source and the destination of the 
information is identified, making network services such as routing and access control to the 
medium performed in a distributed way by all the components belonging to Ad Hoc Wireless 
Network [20]. 
 
There are several proposals of Intrusion Detection System in Wireless Networks [2, 5, 7, 21, 22] 
where the main obstacle is the durability of the energy of the computational resource, being 
frequently used in these technical proposals of computational intelligence capable of analyzing, 
learning and identifying anomalies. These proposals are based on the use of classification 
techniques, either in a single or joint approach, aiming increasingly to better use the mobile 
computing resource. The result of the use of classification techniques has contributed with the 
Computer Networks analysts in the choice of security policies with the purpose of nullifying or 
minimizing the damages caused by the anomalies in Wireless Networks environments. 
 
It is possible to find in the literature some works of Wireless Networks traffic classification, 
which can be applied in Intrusion Detection Systems. These proposals make use of supervised 
and unsupervised learning methods. The proposal [2] provides a general approach to the various 
classification methods, using high-dimensional data and a variable selection technique aiming to 
reduce computational time and improving the learning rate. 
 
Govindarajan presents a proposal [3] of two classification methods involving multilayer 
perceptron and Basis function Networks. This work proposes a hybrid architecture involving both 
classifiers for intrusion detection systems. Ed Wilson presents a proposal [4] of Hybrid Intrusion 
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Detection System, in which signal processing is performed using the Wavelet transform and then 
the classification of the anomalies using Artificial Neural Networks. 
 
Ed Wilson[1] proposes the elaboration of a real database of Wireless Network traffic, which will 
be used in the evaluation of Intrusion Detection Systems (IDS). This data undergoes a pre-
processing to later be classified by techniques of standards recognition, such as Artificial Neural 
Networks and following formatting rules that must be strictly followed.   
 
The proposal [5] uses a combination of selection methods to classify Denial of Service anomalies 
in Computer Networks, showing the efficiency of the process selection process for DoS detection. 
Vo [6] applies supervised and unsupervised machine learning techniques to predict the time series 
trend by using the K-Means algorithm to group data with similarity and vector machine to train 
and test the data.  
 
In [7] the most relevant models for the construction of Intrusion Detection Systems are presented, 
incorporating machine learning in the scenario of Ad Hoc Wireless Networks. Machine learning 
methods perform classification approach, association rule mining, Artificial Neural Networks and 
instance-based learning. 
 
Work [21] also uses unsupervised and supervised classification methods to classify a collection of 
packet data from the Internet. 
 
Gogoi presents the proposal [22] of a multi-level hybrid intrusion detection method that uses a 
combination of supervised, unsupervised and discrepant-based methods to improve the efficiency 
of detecting new and old attacks. 
 
3. WIRELESS NETWORKS 

 
The IEEE 802.11 standard defines a structure for the Wireless Local Area Network that covers 
the physical and link levels present in the reference OSI communication model. For the physical 
level only, radio frequency (RF) and infrared (IR) transmissions are treated, but other forms of 
wireless communication such as microwave and visible light can also be considered. For the link 
level, the access control to the medium is addressed through the definition of the MAC protocol 
(Medium access Control). 
 
Taking into account the main characteristics of the IEEE 802.11 standard, such as 
interoperability, low cost, high market demand, reliability of project execution, there is a great 
growth in the use of Local Area Networks of Wireless Computers, also known as Wireless 
Networks, in public and private environments. This makes Wireless Networks a priority resource 
in environments where it is most often possible to access the Internet, whether inside 
corporations, in homes or in public environments, such as shopping malls, airports and so on [1]. 
The architecture of Wireless Networks according to the IEEE 802.11 standard is based on the 
division of the area covered by the Wireless Network into cells, these cells being called BSA 
(Basic Service Area). The size of the coverage of each BSA will depend exclusively on the 
characteristics of the environment itself and the power of transmitters and receivers used in the 
computational devices. The other components of the Wireless Networks architecture are listed 
below[1]: 
 

I. BSS (Basic Service Set): Which is the set of computational devices that communicate by 
broadcasting (BC) or infrared (IR) within a Basic Service Area; 
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II. AP (Access Point): Specific computational devices, which have the purpose of 

capturing the transmissions made by computational devices belonging to its BSA 
(Basic Service Area) and are destined to stations belonging to another Basic Service 
Area. The Access Point, in turn, will perform the retransmission using a distribution 
system; 

III. Distribution System: Communication infrastructure, which has the purpose of 
performing the interconnection of several Basic Service Area to allow the construction 
of networks, which have covers larger than one cell; 

 
IV. ESA (Extended Service Area): Service Area that has the purpose of interconnecting 

several BSAs, through the Distribution System using the Access Point; 
 
V. ESS (Extended Service Set): Which is intended to represent a set of computational 

devices consisting of the union of several BSSs (Basic Service Set) connected by a 
Distribution System. 

 
The IEEE 802.11 standard also defines a medium access protocol, which is present in a MAC 
sublayer of the data link level. This protocol is called DFWMAC (Distributed Foundation 
Wireless Medium Access Control), which has two access methods, one of which is a distributed 
and mandatory feature. The other access method of the DFWMAC protocol is optional, having a 
centralized feature, and according to the IEEE standard, both the distributed method and the 
centralized method in the communication system can coexist. The medium access protocol also 
has the property of treating problems related to computational devices that try to move from one 
cell to another, a process called roaming. It is also related to the protocol of access to the medium 
of property to treat problems of lost computational devices, being able to be denominated of 
hidden node [1]. 
 
4. CLASSIFICATION TECHNIQUES 

 
Classification is one of the Data Mining techniques that is mainly used to analyze a given dataset 
and takes each instance of it and assigns this instance to a particular class, thus granting a low 
error of classification. It is used to extract models that accurately define important data classes 
within the given dataset. Classification is a two-step process. During first step the model is 
created by applying classification algorithm on training data set then in second step the extracted 
model is tested against a predefined test dataset to measure the model trained performance and 
accuracy. So classification is the process to assign class label from dataset whose class label is 
unknown. 
 
The dataset evaluation relied on the following classifiers: Bayesian networks, decision tables, Ibk, 
J48, MLP and NaiveBayes. The main criteria used were the popularity of such classifiers. 
Bayesian networks have been used in many approaches to IDS, as in UMER (2017) [8]. These 
networks are directed acyclic graphics for representing a probability distribution on a set of 
random variables. Each vertex represents as random variable and each node represents a 
correlation among the variables [1] [9]. 
 
The decision table classifier works representing a set of conditions needed to determine the 
occurrence of a group of actions by means of a table format [10]. This technique has also been 
used in IDS approaches [1][11]. 
 
The IBk algorithm refers to a way of implementing the kNN (k-nearest neighbor) clustering 
method, which is used for classification and regression toward finding the closest neighbors of a 
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given instance. In the IBk, three neighbors, the ones closest to the search standard neighbors, are 
used. This is a relatively simple technique that has been used in IDS approaches as well [1][12]. 
The J48 algorithm relies on decision tree classifications. By this technique, the classification of a 
new item depends on the prior creation of a decision tree which uses attributes obtained from the 
training data. By computing the information gain of each of these attributes, J48 can optimize 
classification mechanisms in IDS [1][13]. 
 
The MLP is an artificial neural network that maps input parameters to proper outputs. It consists 
of many layers of nodes in a directed graphic. Several IDS approaches have used MLP [1][14]. 
 
5. METHODOLOGY 

 
This work aims to apply classification techniques to identify anomalies especially in wireless 
network traffic. As mentioned in the previous section, the techniques adopted for this work are: 
Bayesian Networks, Decision Tables, Ibk, J48, MLP and NaiveBayes. 
 
In order to achieve the proposed aims, the following activities were performed in accordance with 
the chronological order of execution. 
 
We use a database with examples of specific anomalies in wireless networks. This base in turn is 
the final product of the work entitled A Methodology for building a Dataset to Assess Intrusion 
Detection Systems in Wireless Networks [1]. 
 
The next step is to perform a pre-processing in the database so that two new databases are 
obtained. One of the databases is composed of only 10% of the data from the original database 
and is destined for the test step in the selected algorithms. The other database is composed of 90% 
of the data from the original database and is destined for the training step of the selected 
algorithms. Both databases are stored in the Database Manager System named PostgreSQL, and 
are accessed by the Weka software (Waikato Environment for Knowledge Analysis)[15]. 
 
Finally, the results of each selected algorithm are analyzed and formatted through tables. In 
relation to the results, the following information is presented for analysis: Percentage of 
Classification, relation of correctness and errors. 
 
6. CASE STUDY 

  
The case study chosen to analyze the results of the application of classification techniques 
presented in previous sections uses data from real wireless networks [1] and the data mining 
software, Weka [15]. 
 
6.1. DATABASE 
 
The database defined for the execution of this case study is a real collection of network traffic 
captured in the Wireless architecture. This data, in turn, is obtained by the behavior of users to 
access different information as well as for the use of the Internet. According to the authors [1], the 
network traffic obtained by students and employees of the institution in which the experiment was 
performed was used for this database. 
 
The database chosen for the experimentation of this work made use of two different scenarios. 
The scenarios discussed have their own configuration and topologies, being a scenario of home 
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environment typical of wireless networks, while the other is a more complex environment, being 
a corporate environment. 
 
This database is composed of a total of 616,047 records, each record being composed of 16 
variables that are characteristics of the wireless network traffic itself. Also in each record of the 
database is defined a last variable the class to which belongs certain registry, classification is 
realized taking into account the values of the sixteen variables referring to the obtained wireless 
network traffic. In this way the data are classified in: 
 

  Normal: Acceptable wireless network traffic; 
 

 EAPOLStart: Traffic using the Extensible Authentication Protocol (EAP), which aims to 
perform an authentication method in both the Wired Equivalent Providence (WEP) 
protocol, both Wi-Fi Protected Access (WPA) protocol, commercial versions for wireless 
network access; 

 

 Beacon Flood: Management type requests, which are intended to transmit millions of 
invalid Beacons, resulting in the difficulty that a certain Wireless network device will 
have in identifying a legitimate Access Point [16]; 

 

 Deauthentication: It also represents management-type requests, which are injected from 
the Wireless Network. The frames belonging to this anomaly are transmitted as fictitious 
requests, which requests the deactivation of a device that is authorized in the Wireless 
Network; 

 

 RTSFlood: Also called Request-to-Send Flood is a control-type frame. This anomaly is 
based on the large-scale transmission of RTS frames or frames for a short period of time 
[16]. 
 

The database for the experimentation process of this work is divided into two distinct bases, in 
order to meet the requirements of each defined intelligent algorithm. In this way a training 
database is generated respecting the characteristics of each algorithm, being composed by 
554,442 registers, which corresponds to 90% of the complete database. Also, the test database is 
generated, being composed by 61,604 records that correspond to 10% of the complete database, 
respecting the characteristic of each algorithm. In order to optimize the experimentation process 
and to provide better data manipulation, the training and test databases for each defined 
computational intelligence technique are stored in the PostgreSQL Database Management 
System. 
 
6.2. DATASET EVALUATION 

 
The data coming from Wireless Network are evaluated through the classification techniques 
mentioned in the previous section. To evaluate each of the classification techniques, the error 
parameters, the percentage of classification and the Kappa coefficient are used, which will be 
explained later. 
 
The Mean Absolute Error (MAE) is defined as the average of the difference between and 
computed and measured results. The closer to zero the better the classification is. On the other 
hand, the Root Mean Square Error (RMSE) is computed as the average of the error square root. A 
minimum MAE does not imply necessarily in a minimal variation. Thus, it is more effective to 
use both MAE and RMSE in the evaluations [17]. 
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The MAE and RMSE parameters are a simple way of measuring the effectiveness and efficiency 
of the classification techniques used, thus they are incentive of more advanced techniques. 
The Kappa coefficient, in turn, is initially used by observers in the field of psychology as a 
measure of agreement-induced [18]. This metric shows the degree of acceptance or agreement 
among a group of judges. Equation 1 shows the agreement of the Kappa coefficient, with the 
observed agreement Po and the coincidence by chance Pa. 
 

k= Po− Pa
1− Pa                                                 (1) 

 
The result of k = 1 means that the classification was correct, while k = 0 indicates that the 
classification is entirely by chance. However, the best classifiers are those in which the value of k 
is close to one. 
 
As previously shown, the classification techniques to be evaluated for the Wireless Networks 
database are: Bayesian networks, decision tables, Ibk, J48, MLP and NaiveBayes. 
 
6.3. RESULTS AND DISCUSSION 
 
The evaluation of the classifiers is performed using the Weka [15] tool, using the set of 
data obtained from Wireless Network [1] in which they are classified with the following 
anomalies: EAPOLStart, Beacon Flood, Deauthentication and RTSFlood. This database 
is composed of 17 variables per record, 16 MAC layer attributes and an identification 
attribute of the class to which a particular record belongs. 
 
Experimentation with the chosen classification techniques makes use of 90% of training data and 
10% of data for testing. The results of the mean and quadratic errors for the same, during the 
training are shown in Figure 1. These are relatively small, and it can be deduced that the 
classifiers have good performance for the data set of Wireless Networks. 
 

 
 

Figure 1.  Errors in the training phase 
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Table 1 presents the simulation results, after the training of the classification techniques in 
relation to the Wireless Network data. The values obtained in percentage of correctly classified 
instances are relevant, being superior to some found in literacy. It should be considered that the 
proposal is to evaluate the performance of the classification techniques for the application of 
Wireless Networks data, without customizing them. 
  
 Table 1.Results for the testing phase of the data set 

 
Classification 
Techniques 

Correctly 
Classified 
Instances 
(%) 

Incorrectly 
Classified 
Instances 
(%) 

Kappa 
Coefficient 

Bayes Network 76 24 0,42 
Decision Tree  98 2  0,91 
Ibk 98 2 0,91 
J48 98 2 0,91 
MLP 75 25 0,4 

 
The evaluation of the data set represents an important research phase in the area of Wireless 
Networks, as it allows verifying the adequate response of the classification techniques commonly 
used in Intrusion Detection Systems proposals. 
 
The use of the classification techniques adopted showed good results. The average errors, as 
shown in Figure 1 are relatively low. It is observed that the absolute mean error as well as the 
mean square error followed the same trend, proving the actual behavior of the data of Wireless 
Networks. 
 
Table 1 shows that there is no difference for similar classification algorithms such as Bayes 
Network and MLP, in which it obtained a rating of 75%, while the other classification algorithms 
reached 98% of classification with low average errors. Therefore, it is possible to affirm that the 
use of classification techniques are effective for Wireless Network environments and can be used 
in Detection and Anomaly Classification Systems for Wireless Networks. It is also noticed that 
the selection of variables is fundamental for the classification to reach satisfactory levels and 
optimize the processing of these algorithms. 
 
7. CONCLUSIONS AND FUTURE WORK 

 
The results show that the data used to evaluate the classification techniques are viable and can be 
components in the evaluation of Intrusion Detection Systems in Wireless Networks. However, 
despite being preformatted with labels, where each record is identified as normal or with some of 
the predefined anomalies, it becomes valuable because it is collected directly from a Wireless 
Network. 
 
The errors found in the training phase of the classification algorithms are low, being below 0.25, 
confirming that the selected classification techniques are adequate and that the data collected 
from Ad Hoc Wireless Networks are efficient for the analysis of the same ones. 
 
The Kappa Coefficient results follow the same characteristics of the errors in the training phase of 
the classification algorithms in relation to the correct and incorrectly classified data, thus 
confirming their integrity. 
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Future work can be done in several ways: applying these classification techniques to a wireless 
network, online detection and classification on the network, and comparing with other existing 
approaches. 
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ABSTRACT 
 
In the past few years, Generative Adversarial Networks (GANs) have received immense 

attention by researchers in a variety of application domains. This new field of deep learning has 

been growing rapidly and has provided a way to learn deep representations without extensive 

use of annotated training data. Their achievements may be used in a variety of applications, 

including speech synthesis, image and video generation, semantic image editing, and style 
transfer. Image synthesis is an important component of expert systems and it attracted much 

attention since the introduction of GANs. However, GANs are known to be difficult to train 

especially when they try to generate high resolution images. This paper gives a thorough 

overview of the state-of-the-art GANs-based approaches in four applicable areas of image 

generation including Text-to-Image-Synthesis, Image-to-Image-Translation, Face Aging, and 

3D Image Synthesis. Experimental results show state-of-the-art performance using GANs 

compared to traditional approaches in the fields of image processing and machine vision. 

 

KEYWORDS 
 

Conditional generative adversarial networks (cGANs), image synthesis, image-to-image 

translation, text-to-image synthesis, 3D GANs. 

 

1. INTRODUCTION 
 

The task of image synthesis is central in many fields like image processing, graphics, and 

machine learning. This is done by computing the correct color value for each pixel in an image 
with desired resolution. Although various approaches have been proposed, image synthesis 

remains a challenging problem. Generative Adversarial Networks (GANs), one of the most 

interesting ideas in recent years, have made a breakthrough in Machine Learning applications. 
Due to the power of the competitive training manner as well as deep networks, GANs are capable 

of producing realistic images, and have shown great advances in many image generations and 

editing models. 

 
Generative adversarial networks (GANs) were proposed by I. Goodfellow et al. (2014) [1] is a 

novel way to train a generative model. GANs are an advanced method for both semi-supervised 

and unsupervised learning. They consist of two adversarial models: a generative model G that 
captures the data distribution, and a discriminative model D that estimates the probability that a 

sample came from the training data rather than G. The only way G learns is through interaction 

with D (G has no direct access to real images). In contrast, D has access to both the synthetic 
samples and real samples. Unlike FVBNs (Fully Visible Belief Networks) [2] and VAE 

(Variational Autoencoder) [3], they do not explicitly model the probability distribution that 

generates the training data. In fact, G maps a noise vector z in the latent space to an image and D 
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is defined as classifying an input as a real image (close to 1) or as a fake image (close to 0). The 
loss function is defined as: 
 

                  𝑚𝑖𝑛 𝑚𝑎𝑥 𝐸𝑥∈𝑋 [log 𝐷(𝑥)] + 𝐸𝑥∈𝑋 [log (1 − 𝐷(𝐺(𝑧)))]                                                          (1)

                            𝐺        𝐷                                                                                                                                                              
 

 
Images generated by GANs are usually less blurred and more realistic than ones produced with 

other previous generative models. In an unconditioned generative model, there is no control on 

modes of the data being generated. Conditioning the model on additional information will direct 

the data generation process. This makes it possible to engage the learned generative model in 
different “modes” by providing it with different contextual information. Conditional Generative 

Adversarial Networks (cGANs) was introduced by M. Mirza and S. Osindero [4]. In cGANs, both 

G and D are conditioning on some extra information (c) that can be class labels, text or sketches. 
Providing additional controls on the type of data being generated, makes cGANs popular for 

almost all image generating applications. The structure of GANs and cGANs are illustrated as 

Figure 1. 
 

 
 

Figure 1.  Structure of GANs (left) and cGANs (right) 

 

In this survey, we discuss the ideas, contributions and drawbacks of state-of-the art models in four 
fields of image synthesis by using GANs. So, it is not intended to be a comprehensive review of 

all image generation fields of GANs; many excellent papers are not described here, simply 

because they were not relevant to our chosen subjects. This survey is structured as follows: 
Sections2 and 3 provide state-of-the-art GAN-based techniques in text-to-image and image-to-

image translation fields, respectively, then section 4 is related to Face Aging. Finally, Section 5 is 

relevant materials to 3D generative adversarial networks (3GANs). 

 

2. TEXT-TO-IMAGE SYNTHESIS 
 

Synthesizing high-quality images from text descriptions, is one of the exciting and challenging 

problems in Computer Vision which has many applications, including photo editing and 
computer-aided content creation. The task of text to image generation usually means translating 

text in the form of single-sentence descriptions directly into prediction of image pixels. This can 

be done by different approaches. 

 
One of difficult problems is the distribution of images conditioned on a text description is highly 

multimodal. In other words, there are many plausible configurations of pixels that correctly 

illustrate the description. For example, more than one suitable image would be found with “this 
small bird has a short, pointy orange beak and white belly” in a bird dataset. S. Reed et al. [5] 

were the first to propose a CGAN-based model (GAN-CLS), which successfully generated 

realistic images (64 × 64) for birds and flowers that are described by natural language 
descriptions. By conditioning both generator and discriminator on side information (also used 

before by Mirza et al. [4]), they were able to naturally model multimodal issue since the 

discriminator plays as a “smart” adaptive loss function.  Their approach was to train a deep 
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convolutional generative adversarial network (DCGAN) conditioned on text features encoded by 
a hybrid character-level convolutional recurrent neural network. The network architecture follows 

the guidelines of DCGAN [6]. Both the generator G and the discriminator D performed feed-

forward inference conditioned on the text feature. The architecture can be seen in Figure 2. 

 

 
 

Figure 2.  DCGANs architecture: Text encoding 𝜑(t) is used by both G and D. It is projected to a lower-

dimension and depth concatenated with image feature maps for further stages of convolutional processing 

[5] 

 

They improved their model to generate 128 × 128 images by utilizing the locations of the content 
to draw (GAWWN) [7]. Their methods are not directly suitable for cross-media retrieval, but their 

ideas and models are valuable because they use ten single-sentence descriptions for each bird 

image. In addition, each image marked the bird location with a bounding box, or key point’s 
coordinates for each bird’s parts as well as an extra bit used in each part to show whether or not 

the part can be visible in the each. Both G and D are conditioned on the bounding box and the text 

vector (represents text description). The model has two branches for G: a global stage that apply 

on full image and local stage which only operates on the inside of bounding box. Several new 
approaches have been developed based on GAN-CLS. In a similar way, S. Zhu et al. [8] presented 

a novel approach for generating new clothing on a wearer based on textual descriptions. S. 

Sharma et al. [9] improved the inception scores of synthesis images with several objects by 
adding a dialogue describing the scene (ChatPainter). However, a large text input is not desirable 

for users. Z. Zhang et al.’s model [10](HDGAN) was a multi-purpose adversarial loss for 

generating more effective images. Furthermore, they defined a new visual-semantic similarity 

measure to evaluate the semantic consistency of output images. M. Cha et al. [11] extended the 
model by improving perceptual quality of generated images. H. Dong at al. [12] defined a new 

condition (the given images) in the image generation process to reduce the searching space of 

synthesized images. H. Zhang et al. [13] followed Reed’s [5] approach to decompose the 
challenging problem of generating realistic high-resolution images into more manageable sub-

problems by proposing StackGAN-v1 and StackGAN-v2. S. Hong [14] designed a model to 

generate complicated images which preserve semantic details and highly relevant to the text 
expression by generating a semantic layout of the objects in the image and then conditioning on 

the map and the caption. Y. Li et al. [15]did similar work to generate video from text. J. Chen et 

al. [16] designed a Language-Based Image Editing (LBIE) system to create an output image 

automatically by editing the input image based on the language instructions that users provide. 
Another text-to-image generation model (TAC-GAN) was proposed by A. Dash et al. [17]. It is 

designed based on Auxiliary Classifier GAN[18] but uses a text description condition instead of a 

class label condition. Comparisons between different text-to-image GAN-based models are given 
in Table 1. 

 

Although, the application of Conditional GAN is very promising in generating realistic nature 
images, training GAN to synthesize high-resolution images using descriptors is a very difficult 

task. S. Reed et al. [5] succeeded to generate reasonable 64 × 64 images which didn’t have much 
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details. Later, [7] they were able to synthesize higher resolution (128 × 128) only with additional 
annotations of objects. Additionally, the training of their CGANs was unstable and highly related 

to the choices of hyper-parameters [19]. T. Xu et al. [20] proposed an attention-driven model 

(AttnGAN) to improve fine-grained detail. It uses a word-level visual-semantic that 

fundamentally relies on a sentence vector to generate images.  
 

TABLE 1. Different text-to image models. 

 
Model Input Output Characteristics Resolution 

GAN-INT-CLS [5] text image --------- 64 × 64 

GAWWM [7] 
text + 

location 

image  location-controllable 128 × 128 

StackGAN [13] text image high quality 256 × 256 

TAC-GAN [17] text image diversity 128 × 128 

ChatPainter [9] text + 
dialogue 

image high inception score 256 × 256 

HDGAN [10] text image high quality and resolution 512 × 512 

AttnGAN [20] text image high quality and  

the highest inception score 

256 × 256 

Hong et al. [14] text image Second highest inception score 

and complicated images 

128 × 128 

 

T. Salimans et al. [21] defined Inception Scores as a metric for automatically evaluating the 
quality of image generative models. This metric was shown to correlate well with human 

judgment of image quality. In fact, inception score tries to formalize the concept of realism for a 

generated set of images. The inception scores of generated images on the MS COCO data set for 

some different models is provided in Table 2. [9] 
 

TABLE 2. Inception scores of different models. 

 
Model Inception 

Score 

GAN-INT-CLS [5] 7.88 ± 0.07 

StackGAN [13] 8.45 ± 0.03 

Hong et al. [14] 11.46 + 0.09 

ChatPainter (non–current) [9] 9.43 ± 0.04 

ChatPainter (recurrent) [9] 9.74 ± 0.02 

AttnGAN [20] 25.89 ± 0.47 

 

3. IMAGE-TO-IMAGE-TRANSLATION 
 

Many visual techniques including in painting missing image regions (predicting missing parts in a 

damaged image in such a way that the improved region cannot be detected by observer), adding 

color to grayscale images and generate photorealistic images from sketches, involve translating 

one visual representation of an image into another. Application-specific algorithms are usually 
used to solve these problems with the same setting (map pixels to pixels). However, applying 

generative modeling to train the model is essential because some translating processes may have 

more than one correct output for each input image. Many researchers of image processing and 
computer graphic area have tried to design powerful translation models with supervised learning 

when they can have training image pairs (input, output), but producing paired images can be 

difficult and expensive. Moreover, these approaches are suffering from the fact that they usually 

formulated as per-pixel classification or regression which means that each output pixel is 
conditionally independent from all others in the input image.  
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P. Isola et al. [22] designed a general-purpose image-to-image-translation model using 
conditional adversarial networks. The new model (Pix2Pix), not only learned a mapping function, 

but also constructed a loss function to train this mapping. In particular, a high-resolution source 

grid is mapped to a high-resolution target grid. (The input and output differ in surface appearance, 

but both are renderings of the same underlying structure). In Pix2Pix model, Dlearns to classify 
between fake (synthesized by the generator) and real {input map, photo} tuples. G learns to fool 

D. G and D can access to the input map. (Figure. 3) 

 
 

 
 

Figure 3. Training a cGANs to map edges to the photo. (Here, input map is map edges) [22] 

 

The Pix2Pix model has some important advantages: (1) it is a general-purpose model which 

means it is a common framework for all automatic problems defining as the approach of 
translating one possible instance of an image into another(predicting pixels from pixels) by giving 

sufficient training data; and (2) instead of hand designing the loss function, the networks learn a 

loss function sensitive to data and task, to train the mapping. Finally (3), by using the fact that 
there is a lot of information sharing between input and output, Pix2Pix model takes advantages  

of them more directly by skipping connections between corresponding layers in the encoder 

following the general shape of a “U-Net” to create much higher quality results. The main 

drawback of Pix2Pix model is that it requires significant number of labeled image pairs, which is 
generally not available in domain adaptation problems. Later, they improved their method and 

designed a new model (CycleGAN) to overcome to this issue by translating an image from a 

source domain to a target domain in the absence of paired examples using combination of 
adversarial and cycle-consistent losses. [23]. A comparison against other baselines (CoGAN) 

[24], BiGAN [25]/ALI [26], SimGAN [9] and CycleGAN for mapping aerial photos can be seen 

in Figure 4. To measure the performance of photo↔ 𝑙abels, the standard metrics of the Cityscapes 
benchmark is used that includes per-pixel accuracy, per-class accuracy, and mean class 

Intersection-Over-Union (Class IOU) [27]. Comparison results are provided in Table 3 [10]. 

  

 
  

Figure 4.  Different methods for mapping labels ↔ photo on Cityscapes images. From left to right: input, 

BiGAN/ALI, CoGAN, SimGAN, CycleGAN, Pix2Pix trained on paired data, and ground truth. [23] 
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TABLE 3. Classification performance for different models on images of the Cityscapes dataset. 

 
Model Per-pixel 

Accuracy 

Per-class Accuracy Class IOU 

CoGAN [24] 0.45 image 0.08 

BiGAN/ALI [25, 26] 0.41 image  0.07 

SimGAN [9] 0.47 image 0.07 

CycleGAN [23] 0.58 image 0.16 

Pix2Pix [22] 0.85 image 0.32 

 

Later, Q. Chen and V. Koltun [28] suggest that because of the training instability and 
optimization issues of CGANs, it is hard and prone to failure to generate images with high 

resolution. Instead, they used a direct regression objective based on a perceptual loss and 

produced the first model that can generate 2048 × 1024 images. However, their results often don’t 

have fine details and realistic textures [29]. Following the Pixt2Pix model’s architecture, Lample 
et al. [30] designed Fader Networks, with G and D competing in the latent space to generates 

realistic images of high resolution without needing to apply a GAN to the decoder output.  Their 

model provided a new direction towards robust adversarial feature learning. D. Michelsanti and 
Z.-H Tan [31] used Pix2Pix to create a new framework for speech enhancement. Their model 

learned a mapping between noisy and clean speech spectrograms as well as to learn a loss 

function for training the mapping. 
 

4. FACE AGING 
 
Face aging, age synthesis or age progression (refers to future looks) and regression (refers to 
previous looks), are different names for a simple concept that is rendering of facial images with 

different ages with the same facial recognition features. It has many applications such as finding 

lost children and wanted person or entertainment. There have been two main traditional face 

aging methods: prototyping and modeling [32]. Prototyping methods transform an input face 
image into target age group by computing the average faces within age groups and using them as 

the aging patterns. They are simple and fast, but mostly unable to create realistic face images. On 

the other hand, molding techniques simulate the age effects on muscles and skin by employing 
parametric models. Both need to have variant images of a same person in different ages that is a 

very difficult and nearly impossible task. The first GAN–based architecture for automatic face 

aging (Age-cGAN) was introduced by G. Antipov et al. [32] Since the introduction of GAN 
networks, many GAN- based methods have been proposed to do modifications on human faces 

(changing the hair’s colour, adding sunglasses, designing younger or older faces). These methods’ 

results are more plausible and realistic than previous ones, but most of their generating results 

suffer from the fact that original person’s identity is lost in the modified image. The Age-cGAN 
had the ability to preserve the identity information. Moreover, the model was able to generate 

high quality and incredibly realistic results. Age-cGAN is consisted of cGANs networks 

combined with an encoder. After training cGAN networks, mapping an input face image to a 
latent vector is done by the encoder, then generator maps the latent vector conditioned on age 

number to produce new face image. (An optimal latent vector is approximated by using an input 

image and a specific age). Finally, a reconstructed face image is generated. In the next step, the 
resulting face image is generated by providing the age at the input of generator (Figure 5).  
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Figure 5.  (a): Approximation of the latent vector to reconstruct the input image, 
(b): Switching the age condition at the input of the generator to perform face aging [32] 

 

Even with promising results that Age-cGAN provides, there are still some problems. In term of 

time efficiency because it must apply L-BFGS-B optimization algorithm [33] for each image, the 
performance is not reasonable [34]. Besides, the model cannot preserve the original identities in 

age’s faces perfectly that makes it unsuitable for cross-age verification. Later, to improve the 

model, they proposed a Local Manifold Adaptation approach [35]. Combined with Age-cGAN 
model to design a new model Age-cGAN+LMA to boost the accuracy of cross-age face 

verification via age normalization. A comparison between two models is shown in Figure 6 and 

based on Face Verification (FV) score on the LFW dataset [36] measured with an open-source 

face verification software [37] in Table 4. 
 

 
 

Figure 6. Face reconstruction with and without Local Manifold Adaptation (LMA)  
For LMA-enhanced reconstructions, the impact of the learning rate μ is illustrated. [35] 

 
TABLE 4. FV scores calculation on the LFW dataset by using open-face software [32]. 

 
Tested Pairs FV Scores on LFW dataset 

Original 89.4% 

Age-cGAN [32] 82.0% 

Age-cGAn + LMA [35] 88.7% 

 

Another important age modeling approach was introduced by Z. Zhang et al. [38] by using a 
conditional adversarial auto-encoder (CAAE) .At first, the encoder mapped a face image to a 

vector z (personal features), then the output vector (the new latent vector) and a label l (new age) 

were concatenated to be used as an input of the generator to synthesis new face image. The 
success of their model is related to the availability of a large database with different ages, so for a 

small amount of training data, the model’s performance is not reasonable.  Age-cGAn and CAAE 

independently model the distribution of each age group, so they are unable to capture the 
transition patterns (the gradual shape and texture changes between adjacent age groups). S. Liu et 

al. proposed a novel Contextual Generative Adversarial Nets (C-GANs) to specifically take it into 
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consideration [39]. The C-GAN model is consisted of a conditional transformation network and 
two discriminative networks (an age discriminative network and a transition pattern 

discriminative network) which are collaboratively contributing to generates promising results. 

Another main problem of both Age-cGAN and CAAE is that they first map the face image into a 

latent vector and then project to the face manifold model conditioned on age, while the effect of 
conditioned on the generated face image is not always guaranteed. In other words, in the training 

step, the face images are constructed with the same age condition as the input, however in the 

testing step, face images are generated by combining an input face image with different age 
conditions that in the worst case, if the age doesn’t have any effect on the synthesized face 

images, so it is impossible to generate face aging changing the age condition of the trained 

network. To solve this problem, J. Song et al. [40] designed, a dual conditional GANs (Dual 
cGANs) which had the ability that face aging and rejuvenation were trained from multiple sets of 

unlabelled face images with different ages. In this model, the cGAN transforms a face image to 

other ages based on the age condition, while the dual conditional GAN learns to invert the task.  

 
Preserving the personal identity is done with definition of loss function that is the reconstruction 

error of images. On the other hand, the discriminators can learn the transition patterns (the shape 

and texture changes between different age groups) from generated images, so the final outputs are 
age-specific photo-realistic faces. Another GAN- based model with pyramid architecture is 

designed by H. Yang et al. [39]. Their model is benefited from most of the image generation 

ability of GAN, by using a multi-pathway discriminator to refine detailed aging process. This 
model has stronger ability to handling the identity performance and aging accuracy, comparing 

with previous models. Although aging is usually reflected in local facial parts (wrinkles and the 

eye corner), face aging models usually ignore them. To address this issues, P. Li et al. [42] 

proposed a Global and Local Consistent Age Generative Adversarial Network (GLCA-GAN) for 
age progression and regression. The generator is consisted of one global network and three local 

networks to learn the whole facial structure and imitate subtle changes of crucial facial subregions 

simultaneously.  Instead of the learning the whole face, the generator uses the residual face to 
preserve most of the details and increases the speed of learning. Later, they extended their model 

to a Wavelet domain Global and Local Consistent Age Generative Adversarial Network 

(WaveletGLCA-GAN) [43] that one global specific network and three local specific networks are 

integrated together to capture both global topology information and local texture details of human 
faces. New model can generate higher-resolution age synthesis with more accuracy. 

WaveletGLCA-GAN’s performance comparison with three of previous models is shown in Table 

5. (Faces under 30 years old called AG0are chosen as the input test images to synthesize faces in 
31-40 years old (AG1), 41-50 years old (AG2) and 51-77 years old (AG3), then the average age are 

calculated). 

 
TABLE 5. The Age estimation results of different methods on  

CACD2000 (Cross- Age Celebrity Dataset) and Morph datasets [32]. 

 
 

Methods 

CACD2000 Morph 

AG1 AG2 AG3 AG1 AG2 AG3 

CAAE [38] 31.32 34.94 36.91 28.13 32.50 36.83 

Yang et.al [39] 44.29 48.34 52.02 42.84 50.78 59.91 

GLCA-GAN [42] 37.09 44.92 48.03 43.00 49.03 54.60 

WaveletGLCA-GAN [43] 37.56 48.13 54.17 38.36 46.90 59.14 

Real Data 39.15 47.14 53.87 38.59 48.24 58.28 
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5. 3D IMAGE SYNTHESIS 
 

3D object reconstruction of 2D images has always been a challenging task that try to define any 

object’s 3D profile, as well as the 3D coordinate of every pixel. It is generally a scientific 

problem which has a wide variety of applications such as Computer Aided Geometric Design 

(CAGD), Computer Graphics, Computer Animation, Computer Vision, medical imaging etc. 
Researchers have done impressive works on 3D object synthesis, mostly based on meshes or 

skeletons. Using parts from objects in existing CAD model libraries, they have succeeded to 

generate new objects. Although the output objects look realistic, but they are not conceptually 
novel. J. Wu et al. [44] were the first that introduced 3D generative adversarial networks (3D 

GANs). Their state-of-the-art framework was proposed to model volumetric objects from a 

probabilistic domain (usually Gaussian or uniform distribution) by using recent progresses in 

volumetric convolutional networks and generative adversarial networks. They generated novel 
objects such as chairs, table and cars. Besides, they proposed a model which mapped 2D images 

to images having 3D versions of objects. 3DGAN is an all-convolutional neural network, showing 

in Figure 7.  
 

 
 

Figure 7.  3DGAN generator. The Discriminator mostly mirrors the generator 

 

The G has five volumetric fully convolutional layers with kernel sizes of 4 × 4 × 4 and strides 2. 
Between the layers, batch normalization and ReLU layers have been added with a Sigmoid layer 

at the end. Instead of ReLU layers, The D uses Leaky ReLU while it is basically like the G. 

Neither pooling nor linear layers are used in the network. The 3DGAN model has some important 

achieving results comparing with previous 3D models: (1) It samples objects without using a 
reference image or CAD model; (2) It has provided a powerful 3D shape descriptor that can be 

learned without supervision that makes it widely applicable in many 3D object recognition 

algorithms; (3) Having comparable performance against recent surprised methods, and  
outperforms other unsupervised methods by a large margin; (4) They have the capability to apply 

for different purposes including 3D object classification and 3D object recognition. However, 

there are significant limitations in using 3DGANs: (1) Their using memory and the computational 
costs grow cubically as the voxel resolution increases which make them un usable in generating 

high resolution 3D image as well as in interactive 3D modelling (2) They are largely restricted to 

partial (single) view reconstruction and rendered images. There is a noticeable drop in 

performance when applied to natural (non-rendered) images. Later, they proposed a new 3D 
model called MarrNet by improving the previous model (3DGANs) [45]. They enhanced the 

model’s performance by using 2.5D sketches for single image 3D shape reconstruction. Besides, 

in order to have consistency between 3D shape and 2.5D sketches, they defined differentiable loss 
functions, so MarrNet is an end-to-end fine-tuned on real images without annotations. At first, it 

returns objects from an RGB image to their normal, depth, and silhouette image, then from the 

2.5D sketches, regresses the 3D shape. It also applies an encoding-decoding nets as well as 
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reprojection consistency loss function to ensure the estimated 3D shape aligns with the 2.5D 
sketches precisely. The whole architecture can be trained end-to-end. (Figure 8) 

 

 
 

Figure 8.  Components of MarrNet: (a) 2.5D sketch estimation, (b) 3D shape estimation, 

and (c) Loss function for reprojection consistency [45] 

 

There are other 3D models that have been designed based on the 3DGAN architecture. 
Combining a 3D Encoder-Decoder GAN(3D-ED-GAN) with a Long term Recurrent 

Convolutional Network (LRCN), W. Wang et al. [46] proposed a hybrid framework. The model’s 

purpose is in painting corrupted 3D objects and completing high-resolution 3D volumetric data.  
It gets significant advantage of completing complex 3D scene with higher resolution such as 

indoor area, since it is easily fit into GPU memory. E. J. Smith and D. Meger [47] improved 

3DGAN and introduced a new model called 3D-IWGAN (Improved Wasserstein Generative 

Adversarial Network) to reconstruct 3D shape from 2D images and perform shape completion 
from occluded 2.5D range scans. Leaving the object of interest still and rotating the camera 

around it, they were able to extract partial 2.5D views, instead of enforcing it to be similar to a 

known distribution. P. Achlioptas et al. [48] explored AAE variant by using a specially-designed 
encoder network for learning a compressed representation of point clouds before training GAN on 

the latent space. However, their decoder is restricted to be MLP that generates m pre-defined and 

fixed number of points. On the other hand, the output of decoder is 3m (fixed)for 3D point clouds, 
while the output of the proposed Gx is only 3 dimensional and it can generate arbitrarily many 

points by sampling different random noise z as input. The new model (MarrNet) has the ability to 

jointly estimates intrinsic images and full 3D shape from a color image and generates reasonable 

results on standard datasets [49]. It has the ability to recover more details compared to 3D GAN 
(Figure 9). A comparison between different 3D models can be shown in Table 6. 

 

 
 

Figure 9.  3D construction of chairs on IKEA dataset.  From left to right: input, ground truth, 

3D estimation by 3DGAN and two view of MarrNet. [45] 
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Table 6. Classification results on ModelNet dataset [46]. 

 
Model ModelNet40 ModelNet10 

3DGAN [44] 83.3% 91.0% 

3D-ED-GAN [46] 87.3% 92.6% 

VoxNet [50] 92.0% 83.0% 

DeepPano [51] 88.66% 82.54% 

VRN [52] 91.0% 93.6% 

 

6. CONCLUSION 
 

In this study, we presented an overview of state-of-art approaches in four common fields of 

GANs-based image generation including text-to-image synthesis, image-to-image translation, 
face aging and 3D image generation. We have reviewed pioneering models in each mentioned 

field with all advantages and disadvantages. Moreover, we have discussed some improved models 

which are designed based on predecessor model’s architecture with their applications. Among 
mentioned fields, 3D image synthesis approaches face several limitations even despite the 

advancements. Face aging filed has been the most attractive area due to their promising results. 

While as text-to-image synthesis and image-to-image translation have been the fields with most 
different proposed models and still have potential for improvement and expansion improved. 
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ABSTRACT 
 
Internet of Things is the next big thing, as almost everything developed now has an extensive use 

of data which is then used to get the daily statistics and usage of every individual. The work 

mainly consists of constructing a screen where the parking space will be shown, and a camera 

module will be set up, and PIR (Passive Infrared Sensor) will be at the entrance to detect the 

entrance of a car or any vehicle eligible to park at the lot. The vehicle will be scanned for its 

registration number in to provide a check whether the vehicle is registered to park or not. This 

also acts as the security of the parking lot. Moreover, a viable sensor will be placed at each 

parking slot through which the vacancy of each parking slot will be shown to determine the 

exact spot available to the user. In order to surpass the project completion, we will be using 
Raspberry Pi 3 with camera module mounted on it and by using Tensorflow, Node-Red we 

would be able to identify the car and the license number and also infrared sensor to detect the 

parking availability which would be displayed on the screen. 
 

KEYWORDS 
 
IoT, Node-Red, Tensor Flow, smart, parking   

 

1. INTRODUCTION 
 

The project proposal is initiated due to the current issues that are being faced by some regular 

people every day, i.e., to find a parking spot. The idea is mainly to create a device with a camera 
module mounted on it which will help to scan only the cars entering and exiting a parking lot and 

will display the appropriate space remaining in the lot. As it has been known that 20% of the 

drivers are getting irritated by driving the whole block to look for vacancy spot to park the car 
[12]. People are getting dependent upon the app which can help them get proper information 

about the parking lot occupancy, but inevitable due to the improper implication of GPS and other 

sensors [1]. The micro-controllers are used since they are battery-operated platform and costs 
very less with quite big life expectancy and also has numerous numbers of configuration options 

with a deployable architecture to run any application [2]. Another approach will show if the 

system is working according to the setup, if there are sufficient sensor network with whom the 

system is going to interact and process data that will help in showing the status i.e. 
occupied/vacancy of the parking lot [11]. If applied through IoT devices all the technological 

limitations can be portrayed as storage, processing and energy and the cloud will be able to deal 

with all the computation and real applications [7]. 
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Some extra features have been added, and that is, the camera module will also scan the vehicle 
license number in order to determine whether the vehicle is registered for that space or not, this 

will help the authority to track down unregistered vehicle taking up space in the lot. Every system 

is not properly designed, as in terms of real-time detection some incorrect parking might lead to 

costly parking charges [3]. Through this system, time consumption will be minimized to find an 
available parking slot. The system can be applied in a different way, one is to create an algorithm 

and recognize the difference in walk-in state and drive state through which the state change will 

trigger the detection [4]. Another feature that can be added is with a viable sensor on each parking 
space, which will basically feed information to the cloud whether that space is empty in the lot or 

not and hence, a display of all the available space will be provided through which the vehicle 

entering can easily track down the space without wasting any time. As, it is known that the range 
of the sensor, for example, infrared lies from 20 to 4000 mm which will help us deduce the actual 

vacancy of the parking area [10]. 

 

Some previous work entitles as to use the visual sensor network in order to determine the parking 
space automatically and in order to do that encrypting of images or videos are being sent to the 

central controller which deals with all the decrypting and analyzing the contents that have been 

sent over. Implementing few techniques like detecting character recognition by OpenCV which 
stands for Optical Character Recognition and reading out the number plate number [8]. Using 

machine learning has been the next thing in today’s world, which implies to unusual pattern in 

recognizing the parking spaces being allocated and dynamically checking out the vacancy in the 
parking lot area [9]. The sensors that can be used to achieve the task and get back with the 

information on the parking lot area are, ultrasonic, inductive loops, infrared sensors as the sensors 

tend to be very reliable but for huge parking lots the cost can be huge and hence using 

convolutional neural network can be an option to get the desired output [13]. The process and 
other related measures take enough power and capacity, but this can be resolute by connecting the 

network in the hub which in here acts in the cloud [14]. Another work relates to real-time 

detection of a vehicle entering and an automatic collection of parking fees which somehow gets 
declined if the real-time feature is not being focused on, as there have been already several 

literature reviews on the smart-parking system, hence other features are mostly being focused in. 
 

2. METHODOLOGY 
 

Two ways will be applied to make the work successful: 

• Vehicle Recognition via Cameras: Multiple cameras will be installed in the parking lot to 

monitor all parking space and then accumulate their conditions. 

 

• Viable Sensor: Each parking space is equipped with a viable sensor, which will basically feed 
information to the cloud whether space is empty or not. 

 

• Provide any kind of warning or notification when any car is about to reserve the spot. 

 Ultimately, a device with data receiver inside will be installed in the entrance to properly 
convert the information and present it to users in a straightforward way. 

 

 The challenges that can be faced while doing the project would be, mounting the cameras and 

getting proper feeds in the cloud and making a detection about vehicle’s registration is also 

another challenge that needs to get overcome. 
 

3. RELATED WORKS 
 

The paper [5] illustrates the use of a smart parking facility with a few standard methods that are 

also IoT related and also for the ease of people in everyday life. Through an app, the registration 
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and issuing of parking slip and vacancy are denoted and will be updated in the app through cloud 
mechanism. The sensors are used in an appropriate spot for the collection of data as per needed 

for the system to make necessary actions. It only deals with the space being empty and issuing the 

ticket as applicable. 

 
The paper [6] discusses comparing two different paradigms: Compress-Then-Analyze (CTA) and 

Analyze-Then-Compress (ATC) when using a visual sensor system to analyze parking lot 

occupancy. CTA paradigm is to capture an image in real time and sending it to a processing unit 
to obtain information; ATC paradigm requires the visual content to be processed locally on the 

camera module itself before sending it off to be processed. The comparison is done to mainly 

compare energy consumption, bandwidth usage and, the accuracy of data of both paradigms. ATC 
method was much more effective on that when deploying in the real-world examples. 

 

4. IMPLEMENTATION 
 

A list of supplies that are needed for the smart parking lot are, Raspberry Pi 3 to convolute the 
results as per required, the Camera to scan the license plate number and recognizing the vehicle, 

OpenALPR to help in getting the correct the license plate number by using it’s set of libraries, set 

of Wires for sensor connectivity, Toy Cars for the purpose of the real-time scenarios, Infrared 
Sensors for detecting the incoming vehicle approaching, LCD Screen for showing the exact spot 

to park the vehicle, PIR Sensor for detecting the motion of approaching car and working along the 

proposed way and lastly the LED to show that the oncoming vehicle is allowed to park in the 

available spot as it is registered in the system. 
 

A Raspberry Pi 3 with camera module is mounted on the Pi (shown in Fig: 1) and connected with 

a display to helps us configure the related software and build-ups required in order to process the 
object identification with TensorFlow and the color of the object and also the model of the car 

will be identified. The Node-Red platform has been deployed which will focus on the checking of 

the license plate number and extracting the whole license number and then the number will be 
passed on to the cloud server which then will be used to check for the registration of the vehicle 

and through the check, if the license plate number matches up then the entrance gate will open up 

to let the vehicle in otherwise, it will stay close. In Fig 2, it has been shown how the Node-Red 

dashboard looks like after deployment. On another note, an offline process has also been applied 
which has been done by using the OpenALPR (open Automatic License Plate Recognition) which 

will in thus help to not rely on the internet as sometimes there might be delay or loss of 

connection. The code has been done on the Python platform and will help us determine the 
license plate number by using machine learning coding. The whole set up makes the work a pretty 

drastic since it takes a lot of time to configure the set of libraries and other related operations to 

make the Raspberry Pi suitable to detect the objects as per described in the tensorflow 

terminologies. There were few challenges that were faced while doing this, and it has been listed 
at a later stage in the paper. 

 

The first step was to set up the tensorflow in the Pi and make it detect objects which later on we 
are going to focus on making it restricted to focus on only one object which is known as the 

single object detection. Fig 3 shows pictures of the data that we have collected, and which also 

shows a percentage of assumption of the object that the Pi was able to detect. In Fig 3, it can be 
seen that at the top-left corner of the detection frame, the accuracy of the object being detected 

and the object itself is illustrated. 
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Fig 1: Raspberry Pi with the camera module 

 

 
 

Fig 2: The Node-Red terminal where the action has been shown and the results  

received are displayed on the right-hand side. 

 

 
 

Fig 3: (a) a person with 95% accuracy. (b) A clock with 95% accuracy. (c) A car with 97% accuracy. (d) A 

toy car with 98% accuracy. 
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Fig 4 evaluates the flow of the process through multiple scanning and sensor reading and thus the 
results will be displayed on the screen as a vehicle approaches and try to get in the parking area. 

 

 
 

Fig 4: The flowchart describing te overall process. 

 

Fig 5, shows the overall schematic diagram which had been hooked up on the breadboard using 

the sensor mentioned previously. This will be set up at the front gate in a box which in thus helps 
to resonate the program being deployed. 

 

 
 

Fig 5: The schematic hook-up of the process. 

 

In Fig 6, the flowchart depicts the use of the parking lot assignment and the screen demonstrates 

which parking area is vacant and where the vehicle can go and park, which is also in turns can be 

set as reserved for that vehicle. 
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 Fig 6: The flowchart representing the parking lot assignment. 

 

5. RESULTS 
 

As the process has been deployed, we started to get data from the system. At first, we tried the 
license plate detection, and the results are shown in Fig 7, which portrays both the registered and 

unregistered car after reading the license plate number through the raspberry pi camera. 

 

 
 

Fig 7: The picture illustrated the car license number detection and the license being recognized. 
 

 
 

Fig 8: The picture shows the license of a different car and the license being recognized as unregistered. 
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The hookup diagram and the LCD screen has been shown in Fig 8, which will save the user time 
to look for parking as it will automatically display which parking area to go in to since each 

parking slot is equipped with an infrared sensor and feeds information to the LCD. 

 

 
 

Fig 9: The hookup diagram and the anticipated output to be displayed. 

 
 

6.  CONCLUSION AND FUTURE WORK 
 

The parking lot assignment has been the new thing which automatically tells users which parking 
slot to place their vehicle, as it has been one of the many concerns that everyone has nowadays, 

and everyone wants to park their vehicle more effectively and efficiently. The setup and 

everything else were done to ensure the ease of set up each parking lot equipment. The 
introduction of machine learning will help in determining the collection of vehicles coming in and 

will take less time in the future to detect the objects coming in. 

 

Our future work lies in applying this to the real parking lot as this is just a prototype and there 
would be latency and power consumption, which we need to focus on making this embedded 

system further proceed. 
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ABSTRACT 
 

Organizations maintain different databases to store and process big data which is huge in 

volume and have different data models. Querying and analysing big data for insight is critical 

for business. The data warehouses built should be able to meet the ever growing demand of 

data. With new requirements it is important to have near real times response from the big data 

gathered. All the data cannot be fit in to one particular database “One Size Does Not Fit All” 

since data originating from sources have different formats. The main focus of our research is to 

find an adequate solution using optimized data created by data engineers to improve the 

performance of query execution in a big data ecosystem. 
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1. INTRODUCTION 
 

Big data enables organizations to analyze data which is immense in volume, variety and velocity 
for decision making and take appropriate actions. There are different databases with varied data 

models to store and query big data: Columnar databases are used for read heavy analytical 

queries; online transactional processing databases are used for quicker writes and consistency; 
NoSQL data stores are used to process large volume of data and for horizontal scaling; HTAP 

databases are hybrid of both OLTP and columnar databases [1]. 

 

There are various data stores been designed and developed for specific needs and for optimal 
performances. Relational databases can store and process structured data efficiently but its 

performance decreases with read heavy queries. Similarly columnar databases are used for 

analytical query processing and NoSQL data stores are specialized to handle unstructured data. 
The processed data is stored in different databases to be used by analysts [1].   

 

Performance optimization and different data models are important for data intensive applications. 

The main challenge is to build data pipelines that are scalable and efficient. Data engineers 
optimize and maintain these data pipelines which are crucial for the performance of the 

applications. Data pipelines process, transform and load the data in to the data warehouse which 

are used by data analysts and data scientists for research. Big data platforms which use different 
databases continue to be challenging with regard to improvement of query performance and also 

added complexity due to different data models used in these databases. 

 
Data engineers primary job is to partition, normalize, index the base tables in order to improve the 

performance of the queries which are used for dashboards and reports. These optimized copies 

would be stored in different databases based on their data models for querying and quicker 

response. In this research we want to automate this process where if data analysts or data 
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scientists issues a query against any desired database the query framework should be able to 
detect the optimized copies created and stored by data engineers and execute the query against 

optimized copy rather than the base table which would improve the performance of the query 

response.   

 

2. BACKGROUND 
 

There are several techniques to improve query performance and response time like partitioning 

the base table, indexing on required columns, materialization and creating OLAP cubes. Indexing 
helps in faster reads and retrieval of data. It is similar to dictionary data lookup, B-tree indexing 

keeps the data sorted and allows for sequential access of the data [2]. Consistency and freshness 

of the optimized copies is maintained by updating them whenever the base table changes. 

 
BigDAWG is a polystore framework implemented to support multiple databases. The main 

feature of BigDAWG is to provide location independence which routes the queries to the desired 

databases and semantic completeness which lets the queries to make use of the native database  
features effectively. Location independence is implemented using island concept where databases  

with similar data models are grouped together. Shim component is used to translate the incoming 

query into their respective native database queries to take the advantages of the database features. 
One of the important features provided by BigDAWG is casting where data from one format is 

been converted in to another and queried [3]. 

 

Apache Kylin is an open source distributed analytical engine that supports SQL interface and 
multi-dimensional analytics on Hadoop for large datasets originally been developed by eBay inc.  

OLAP cubes are built offline using map reduce process. Recently Apache Spark is been used to 

speed up the cube build process which is stored in HBase data store. When users issue a query 
they are routed to be executed against the prebuilt cubes for quicker response, if the desired cube  

does not exists then the query would be executed against the Hadoop data [4].  

 
Myria is an  academia analytical engine been developed and provided as a cloud service. MyriaX 

is the analytical engine which efficiently executes the queries. MyriaL is the query language 

supported by Myria for querying [5].  

 
Apache Hive is used for batch processing of big data. It coverts SQL-like queries in to map 

reduce jobs and executes the queries. HiveQL is the query language used for processing of the 

data [6]. 
 

Kodiak is an analytical distributed data platform which uses materialized views to process 

analytical queries. Various levels of materialized views are created and stored over petabytes of 

data. Kodiak platform can maintain these views efficiently and update them automatically. It 
shows that query execution was three times faster and also used less resources [7]. 

 

Apache Lens is another open source framework which tries to provide a unified analytical layer 
of Hadoop and databases ecosystem using a REST server and query language CubeQL to store 

and process data cubes [8]. 

 
Analytical queries whose aggregates have been stored as OLAP cubes are used in reports and 

dashboards. These cubes often need to be updated with latest aggregates. Multiple databases are 

used within an organization for various tasks to store and retrieve the data. Data engineers 

implement data pipelines to optimize datasets which would be later used by data analysts and data 
scientists for research. Creating optimized copies involves partitioning and indexing of the base 

tables. These optimized copies would later be stored in different databases for querying.  
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Our research focus and solution is to implement a query framework that routes the data analysts 
and data scientists queries to the optimized copies created by data engineers which are stored, 

maintained, updated automatically to achieve better query performance and reduce response 

time. 

 

3. QUERY OPTIMIZER 
 

Apache calcite framework is an open source database querying framework which uses relational 

algebra for query processing. It parses the incoming coming query and converts them to logical 
plans and later various transformations would be applied to convert this logical plan into 

optimized plan which has low cost in execution. This optimized logical plan would be converted 

in to physical plan to be executed against the databases by using traits. Query optimizer 
eliminates logical plans which increase cost of the query execution based on cost model been 

defined. Apache Calcite Schema contains details about the data formats present in the model 

which is used by schema factory to create schema [9]. 

 
The query optimizer applies the planner rules to the relational node and generates different plans 

with reduced cost by retaining the original semantics of the query. When a rule matches a pattern 

query optimizer executes the transformations by substituting the sub tree in to the relation 
expression and also preserves the semantics of it. These transformations are specific to each 

databases. The metadata component provides the query optimizer with details of the overall cost 

of the execution of the relational expression and also the degree of parallelism that can be 

achieved during execution [9]. 
 

The query optimizer uses cost-based dynamic programming algorithm which fires rules in order 

to reduce the cost of the relational expression. This process continues until the cost of the 
relational expression is not improved subsequently. The query optimizer takes in to consideration 

CPU cycles, memory been used and IO resource utilization cost to execute the relational 

expression [9].  
 

One of the techniques which is used to improve query processing is to use the optimized copies 

been created by data engineers in big data analytics. The query optimizer needs to have the ability 

to make use of these optimized copies to rewrite the incoming queries to make use of them. 
Optimizer does this by substituting part of the relational expression tree with optimized copies 

which it uses to execute query and return the response. 

 

Algorithm 
 

 Optimization of relational expression R: 

 

1. Register the relational expression R. 
a. Check for existence of appropriate optimized copy which can be used to substitute 

      relational expression R. 
b.  If optimized copy exists, then register the new relational expression R1 of the 

       optimized copy. 

c.  Trigger the transformation rules on relational expression R1 for cost optimization. 
d.  Obtain the best relational expression R1 based on cost and execute it against the       

database. 

2. If the relational expression R cannot be substituted with an existing optimized copy 
a. Trigger the transformation rules on relational expression R. 

b. Obtain the best relational expression based on cost and execute it against the database. 
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4. ARCHITECTURE 
 

 
 

Figure 1. Architecture of the SQL Framework 

 

The analytical queries been executed would be parsed and different logical plans would be 
generated. The query parser determines if the parsed relational expression can be substituted with 

the registered optimized copies been created by data engineers automatically. It executes various 

rules to obtain relational expression with minimal cost. The query would then be rewritten to be 
executed against the optimized copy and the results would be returned. 

 

SQL-Tool: Includes any tool which can be integrated using JDBC connection and execute SQL 

analytical queries. 
 

Query Engine: Apache Calcite open source framework that includes query optimizer been 

extended to include optimized copies. 
 

Metadata: Contains information about the schema and the features of the native databases. 

Optimized copy: Optimized tables created by the data engineers.  
 

RDBMS: Includes any relational database to store structured data. 

HTAP: Hybrid database which has the scalability of NoSQL data stores. 
 

5. EVALUATION 
 
Analytical queries helps in data driven decision making. In this paper we used NYC Taxi and 

Limousine Commission (TLC) datasets provided under the authorization of Taxicab & Livery 

Passenger Enhancement Programs consisting of the green and yellow taxi data [10].  
 

These datasets help in answering questions regarding the passenger drop-pick, drop-off, how 

Uber ride sharing affect taxi services, do passengers use ridesharing or taxi services to reach 
common public places, the average time taken to reach the destination, the payment mode used by 

passengers and other such queries. 
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The following experimentation setup was made to benchmark and evaluate the query optimizer 
performance to find the optimized copy of the data and substitute it in the query plan during run 

time and execute it against the optimized copy Data engineers usually store these optimized 

copies in the columnar database for faster read access. The tables and data used for the query 

evaluation was obtained from NYC taxi dataset [10]. Data was stored in Mysql [11], Splice 
Machine [12] and Vertica database [13].  

 

Evaluation was obtained based on the following setup 
a.) Base tables had rows ranging from  ~10,000,000 to ~20,000,000 

b.) Optimized copy tables had rows ranging from  ~1,000 to ~4,000,000 

c.) Mysql, Splice Machine and Vertica database were running on single node instance with 
2X Intel Quad Core Xeon 3.33GHz, 24 GB RAM and 1TB HDD. 

d.) Base table data been stored in HDFS [14]. 

e.) Optimized copies been stored in Vertica database. 

f.) SQL query optimizer used cost based dynamic algorithm to substitute optimized in the 
query plan. 

 

 
 

Figure 2. Query Response Time 

 

The two bar graphs show the analytical queries been executed by the query optimizer against the 
base table and the optimized copy. The query optimizer was successfully able to substitute the 

optimized copy in the query plan when it existed and improve the performance of the query and 

its response time. 
 

6. CONCLUSION 
 

In this research we were able to make extensions to cost based query optimizer to make use of the 
optimized copies to obtain an improved query response time and performance. Various analytical 

queries were executed to measure the results obtained. The query optimizer was successfully able 

to substitute the optimized copies when existed during the runtime and modify the incoming 

query to execute against it. Part of the future work is to extend this query optimizer to the cloud 
databases. 
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MAXIMIZING THE TOTAL NUMBER OF ON 

TIME JOBS ON IDENTICAL MACHINES 
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ABSTRACT 
 
This paper studies the job-scheduling problem on m ≥ 2 parallel/identical machines.There are n 

jobs, denoted by Ji,,1 ≤ i ≤ n. Each job Ji, has a due date di. A job has one or more tasks, each 

with a specific processing time. The tasks can’t be preempted, i.e., once scheduled, a task 

cannot be interrupted and resumed later. Different tasks of the same job can be scheduled 

concurrently on different machines. A job is on time if all of its tasks finish before its due date; 

otherwise, it is tardy. A schedule of the jobs specifies which task is scheduled on which machine 

at what time. The problem is to find a schedule of these jobs so that the number of on time jobs 

is maximized; or equivalently, the number of tardy jobs is minimized. We consider two cases: 

the case when each job has only a single task and the case where a job can have one or more 

tasks. For the first case, if all jobs have common due date we design a simple algorithm and 

show that the algorithm can generate a schedule whose number of on time jobs is at most (m-1) 

less than that of the optimal schedule.  We also show that the modified algorithm works for the 

second case with common due date and has same performance. Finally, we design an algorithm 

when jobs have different due dates for the second case. We conduct computation experiment and 

show that the algorithm has very good performance. 

 

KEYWORDS 
 

On time job, identical machines, order scheduling 

 

1. INTRODUCTION 
 

This paper studies the job-scheduling problem on m ≥ 2 parallel/identical machines. There are n 

jobs, denoted by Ji,,1 ≤ i ≤ n. Each job Ji, has a due date di. A job has one or more tasks, each with 

a specific processing time. The tasks can’t be preempted, i.e., once scheduled, a task cannot be 

interrupted and resume later. Different tasks of the same job can be scheduled concurrently on 

different machines. A job is on time if all of its tasks finish before its due date; otherwise, it is 

tardy. A schedule of the jobs specifies which task is processed on which machine at what time. 

The problem is to find a schedule of these jobs so that the number of on time jobs is maximized; 

or equivalently, the number of tardy jobs is minimized. The number of on time/tardy jobs is a 

very important criterion since, in many cases, the cost penalty incurred by a tardy job does not 

depend on how late it is, but the fact that it is late. In such cases, an appropriate objective would 

be to minimize the number of tardy jobs. For example, a late job may cause a customer to switch 

to another supplier, especially in the just-in-time production environment. 
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This problem has been studied in many literatures. In the classic model each job has a single task. 

When there is a single machine, i.e., m=1, Moore ([2] ) gave an O(n log n) algorithm (sometimes 

known as Hudgson’s Algorithm) that solves the problem optimally. When m ≥ 2, the problem 

becomes NP hard even if all jobs have the same due date. When m = 2, Leung & Yu [1] gave a 

heuristic, based on Moore’s algorithm, for the multiprocessor case. It is shown that the 

performance ratio of the heuristic is 4/3 for two identical processors, where the performance ratio 

is defined to be the least upper bound of the ratio of the number of on-time jobs in an optimal 

schedule versus that in the schedule generated by the heuristic. Ho and Chang [3] conducted 

extensive simulation experiment to test the effectiveness of the heuristic on multiple machines. 

The simulation results showed that this heuristic is quite effective in most cases. The paper also 

proposed two other heuristics. 

 

The scheduling model where a job can have multiple tasks is called order scheduling in literature 

(see [4] and the references therein). In general order scheduling, a machine may be dedicated and 

can only process one type of tasks; or be flexible and can process multiple types of tasks. In this 

paper, all machines are identical and fully flexible, i.e. every machine is able to process all types 

of tasks and different tasks of an order/job can be processed concurrently. If there is one machine, 

the problem minimizing the number of tardy jobs under this model is reduced to the classics 

model where each job has only a single task. If there are multiple machines, however, the 

classical model is a special case of order scheduling. Some work has been done for this model 

with the objective of total completion time. When the jobs are unweighted, Blocher and Chhajed 

([5]) show that the problem is ordinary NP-hard for any fixed m ≥ 2 and strongly NP-hard when 

m is arbitrary. Then the authors presented six heuristics and performed empirical analysis of the 

heuristics. Two classes of nine heuristics with proven worst-case performance bounds were 

studied by Leung, Li and Pinedo in [6]. To the best of our knowledge, no past work has ever been 

done for the number of on time jobs objective. 

 

In this paper, we are interested in the performance of simple heuristics for both the classical 

model and the order-scheduling model. We first consider the case with common due date, then 

we consider the general case where jobs can have arbitrary due date. For the general case, we 

evaluate the performance of the heuristics by some experimental results. 

 

Note that for the optimal solution, the problem of minimizing the number of tardy jobs is the 

same as maximizing the number of on time jobs. However, all our problems are NP-hard so there 

is no hope to find an optimal schedule in polynomial time. We can only design effective and 

efficient heuristics for large size problems. To evaluate the effectiveness of a heuristic, we could 

use the absolute error, i.e. the difference between the optimal solution and the solution found by 

the heuristic; we may also use relative error, i.e the ratio of the absolute error and the optimal 

solution. In this case, if we use the number of tardy jobs, it is possible that the optimal schedule 

has 0 tardy jobs, and consequently the relative error becomes infinity. It is for this reason; we 

consider the number of on time jobs, instead of tardy jobs in this paper. 
 

2. CLASSICAL MODEL WITH COMMON DUE DATE 
 

In this section, we assume that each job has a single task and all jobs have the same common 

due date. Using the three field notation, the problem of minimizing the number of tardy jobs can 

be denoted as Pm|dj=d |ΣUj where Uj=1 if Jj is tardy. 
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Algorithm1: 

 

Input: 

 

• J= { J1, J2 …, Jn}, a set of n jobs, job Ji in has processing time pi and due date d 

• m machines, M1, M2, …, Mm 

 

Output: 

 

 A non-preemptive schedule of a subset of J where all jobs are on time. 

 

Method: Schedule the jobs in SPT order (Shortest Processing Time first) on M1 before d, if no 

more jobs can be scheduled on M1, and then schedule the jobs on M2 before d, and keep 

repeating this procedure until all jobs have been scheduled or no more jobs can be scheduled on 

Mm before d. 

 

Algorithm1 certainly is not optimal. Consider the example of four jobs and two machines such 

that the processing times are, 1, 2, 3, 4 and the common due date 5. Algorithm1 will schedule the 

first two jobs on M1, and the third job on M2, and the last job is tardy. However, the optimal 

schedule will schedule the first job and the last job on M1, and the second and the third job on M2. 

The absolute error is one. It turns out this is not a coincident. We have the following Lemma. 

 

Theorem1. For two machines, the number of on time jobs of the schedule that is generated 

byAlgorithm1 is at most one less than that of the optimal schedule, i.e. the absolute error of is at 

most 1.  

 

Proof. For convenience, suppose the jobs are numbered in the SPT order. Suppose there are k on 

time jobs in the schedule generated by Algorithm1, then it must be the first k shorted jobs. 

Suppose that the schedule is not optimal. Let I1 and I2 be the length of idle interval on M1 and 

M2, respectively. Then we must have that I1 < pk+1 and I2 < pk+1. Thus, the total processing time 

of on time jobs before d in any schedule is at most  
                              p1 + p2 + .. + pk + I1 + I2 < p1 + p2 + .. + pk + 2 pk+1. 

Since we schedule the jobs in SPT order, in any other schedule, at most k+1 jobs can be 

scheduled before d. 

 

0    d 

J1 J2 … Jx I1 

Jx+1 Jx+1 … Jk I2 

 

Using similar argument, we can prove the following theorem. 

 

Theorem2. For m machines, the number of on time jobs of the schedule that is generated by 

Algorithm1 is at most  (m-1) less than that of the optimal schedule, i.e. the absolute error of 

is at most (m-1). 
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3. ORDER SCHEDULING MODEL 
 

In this section, we consider the case that a job may have one or more tasks. For job Ji, we use, Ji,1, 

Ji,2, … to represent its tasks, and we use pi,1, pi,2, … to represent the length of these tasks. We still 

use pi to represent the total length of the job. Different tasks of the same job can be scheduled 

concurrently on different machines. We consider 2 cases, the jobs have common due date and the 

case each job has their own due date. Without loss of generality, we assume that for each job, pj ≤ 

dj. 

 

3.1. Common Due Date 
 

Modified Algorithm1: We still consider the jobs one by one in SPT order, and for each job, 

schedule the tasks in arbitrary order; for a particular task, first check if it can be scheduled on the 

first machine before the due date, if not, then check if it can be scheduled on the second machine, 

and so on. If the task can’t be scheduled to any machine before the due date, then this job and 

remaining jobs will be the tardy jobs. Otherwise, we repeat this procedure until all jobsare 

scheduled before the due date or until no more jobs can be scheduled on time. 

 

Using similar argument as the proof of theorem1, we can prove the following theorem.Theorem3. 

For m machines, the number of on time jobs of the schedule that is generated by Modified 

Algorithm1 is at most (m-1) less than that of the optimal schedule. 

 

3.2. Different Due Date 
 

Algorithm2: Consider the jobs EDD (Earliest Due Date First) order. For each job, schedule the 

tasks one by one in arbitrary order; to schedule a task Ji,x, choose the machine with the latest 

finishing time such that Ji,x can finish before its due date dj. If there is no such machine, it means 

Ji or one of the jobs that have been scheduled on time has to be tardy.  

 

To find out which one is a better choice for the tardy job, we do the following: 

 

• Restore the schedule by deleting those tasks of Ji that have been scheduled. Let S be the 

schedule, and fmax be the maximum finishing time of the jobs that have been scheduled in 

S.  

 

• Find the job Jk with the largest processing time from those jobs that have been scheduled.  

 

• Deleting job Jk from the schedule, try to schedule job Ji.  

 

• If some of the tasks of Ji can’t be scheduled on time, Ji will be chosen as a tardy job. 

Otherwise, let S’ be schedule obtained, and let  f’max be the maximum finishing time of 

the   tasks of Ji in S’. If fmax ≤ f’max, Ji will also be chosen as the tardy job, else Jk will be 

chosen as the tardy job. 

 

After we choose Jk or Ji as the tardy job, continue to schedule the remaining jobs to S’ if Jk   is 

tardy or S if Ji is on time. We terminate the process until all jobs have been scheduled on time 

or chosen as a tardy job. 
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Following is an example of applying Algoirhtm2. Suppose there are 2 machines, 6 jobs. 

 

J1 has 2 tasks of length 1, 1, and due date 4. J2 and J3 have both single task of length 3, and due 

date 4. J4 has 2 tasks of length 4, 4, and due date 10. J5 and J6 have both single task of length 10, 

and due date 18.  

 

Algorithm 2 schedules J1 J2, J4 and J5 before their due dates, and two other jobs are tardy, as in the 

following figure.    

 

0       1      2  6                 10        13 

J1,1 J1,2 J4,1 J4,2  

J2 J5 … 

 

In the optimal schedule, however, all 6 jobs are on time. 

 

0     

1 6                
 10 

       18 

J1,1 J2 J4,1 J5 

J1,2 J3 J4,2 J6 

 

One can generalize the above example to more jobs, so that the optimal schedule has all jobs on 

time, but the schedule generated by Algorithm 2 has 2/3 of the jobs on time. Thus the absolution 

error can be quite large. 

 

4. COMPUTATIONAL RESULTS 
 

In this section, we want to design experiments to find the performance of Algorithm2 for 

randomly generated large instances. 

 

We choose the number of jobs n = 500, and the number of machines m = 20. Problem instances 

of varying hardness are generated according to different characteristics of the due dates. First of 

all, for each job, the number of tasks is randomly generated from the uniform distribution 

[1,10m]. Then, the length of each task is generated from the uniform distribution [1,100]. Finally, 

after all jobs are generated, for each job, its due date is generated from the following uniform 

distribution: P/m[(1- δ2 - δ1/2), (1- δ2 + δ1/2)] where P is the total processing time of all the 

tasks, δ1 and δ2 determines the range in which the due dates lie and adjusts the tightness of the 

due dates, respectively. We set δ1 = 0.2, 0.4, 0.6, 0.8, 1.0 and δ2 = 0.6, 0.8, 1.0. For each 

combination of δ1 and δ2, 100 instances are generated. Thus, there are 2500 instances in total. 

The algorithms are implemented in Java. 

 

To evaluate the algorithm, for each generated instance Ii (i = 1, 2, . . . , 100), we construct the 

corresponding single-machine instance I’i as described follows: 
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For each job j, construct a job j for I’i with processing time p′j = pj/m and due date d′ = d. 

The instance I’i can be solved optimally by Moore’s algorithm, and one can show that the number 

of on time jobs of I’i, denoted by UB(I’i), is an upper bound of the number of on time jobs of the 

original instance Ii. We compare the number of on time jobs of the schedule found by Algorithm2 

with its corresponding upper bound. 

 

Our result shows that the absolute error in most cases is less than one, i.e. Algorithm 2 finds 

optimal schedule in most cases. We also calculated the average relative error with respect to the 

upper bound, and the result is summarized as follows. 

 

(δ1, δ2) (0.2,0.2) (0.2,0.4) (0.2,0.6) (0.2,0.8) (0.2,1.0) 

relative error  0.10% 0.10% 0.20% 0.20% 0.10% 

(δ1, δ2) (0.4,0.2) (0.4,0.4) (0.4,0.6) (0.4,0.8) (0.4,1.0) 

relative error  0.10% 0.10% 0.10% 0.20% 0.10% 

(δ1, δ2) (0.6,0.2) (0.6,0.4) (0.6,0.6) (0.6,0.8) (0.6,1.0) 

relative error  0% 0.10% 0.10% 0.10% 0.10% 

(δ1, δ2) (0.8,0.2) (0.8,0.4) (0.8,0.6) (0.8,0.8) (0.8,1.0) 

relative error  0.00% 0.10% 0.10% 0.10% 0.10% 

(δ1, δ2) (1.0,0.2) (1.0,0.4) (1.0,0.6) (1.0,0.8) (1.0,1.0) 

relative error  0% 0% 0.10% 0.30% 0.60% 

 

5. CONCLUSIONS 
 

This paper studies the problem of scheduling n jobs to m identical machines with the objective of 

maximizing the number of on time jobs. Each job Ji, has a due date di. A job has one or more 

tasks and the tasks can’t be preempted, but different tasks of the same job can be scheduled 

concurrently on different machines. We considered two cases: the case when each job has only a 

single task and the case where a job can have one or more tasks. We designed a simple and 

effective algorithm when all jobs have common due date. We also designed an algorithm when 

jobs have different due dates for the second case. We conducted computation experiment and 

showed that the algorithm has very good performance. 
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ABSTRACT

Cloud computing environments often have to deal with random-arrival computational workloads that vary

in resource requirements and demand high Quality of Service (QoS) obligations. It is typical that a Service-

Level-Agreement (SLA) is employed to govern the QoS obligations of the cloud computing service provider

to the client. A typical challenge service-providers face every day is maintaining a balance between the

limited resources available for computing and the high QoS requirements of varying random demands.

Any imbalance in managing these conflicting objectives may result in either dissatisfied clients and po-

tentially significant commercial penalties, or an over-resourced cloud computing environment that can be

significantly costly to acquire and operate. Thus, scheduling the clients’ workloads as they arrive at the

environment to ensure their timely execution has been a central issue in cloud computing. Various ap-

proaches have been reported in the literature to address this problem: Shortest-Queue, Join-Idle-Queue,

Round Robin, MinMin, MaxMin, and Least Connection, to name a few. However, optimization strategies

of such approaches fail to capture QoS obligations and their associated commercial penalties. This paper

presents an approach for service-level driven load scheduling and balancing in multi-tier environments.

Joint scheduling and balancing operations are employed to distribute and schedule jobs among the re-

sources, such that the total waiting time of client jobs is minimized, and thus the potential of a penalty to

be incurred by the service provider is mitigated. A penalty model is used to quantify the penalty the service

provider incurs as a function of the jobs’ total waiting time. A Virtual-Queue abstraction is proposed to

facilitate optimal job scheduling at the tier level. This problem is NP-complete, thus, a genetic algorithm is

proposed as a tool for computing job schedules that minimize potential QoS penalties and hence minimize

the likelihood of dissatisfied clients.

Heuristic Optimization,JobScheduling,JobAllocation,LoadBalancing,Multi-TierCloudComputing
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1. INTRODUCTION

The cloud computing is gaining momentum as the computing environment of choice that leverages

a set of existing technologies to deliver better service and meet varying demands of clients. Cloud

services are provided to clients as software-as-a-service, platforms, and infrastructures. Such

services are accessed over the Internet using broad network connections. The success of cloud

computing, in all cases, hinges largely on the proper management of the cloud resources to achieve

cost-efficient job execution and high client satisfaction. The virtualization of computing resources

is an important concept for achieving this goal [1, 2].

Generally speaking, cloud computing jobs vary in computational needs and QoS requirements.

They can be can be periodic, aperiodic, or sporadic [3]. Each job has a prescribed execution

time and tardiness allowance. Typically, an SLA is employed to govern the QoS expectations

of the client, as well as a model to compute penalties in cases of QoS violation [4, 5]. A major

challenge cloud computing service providers face is maintaining a maximum resource utilization

while ensuring adequate resource availability to meet the QoS expectation in executing jobs of

varying computational demands. Failing to meet its clients QoS demands may result into harsh

financial penalties and dissatisfaction of customers. On the other hand, procuring large assets of

computational resources can be prohibitively costly. Thus, it is imperative that jobs are allocated

to resources and scheduled for processing so as to minimize their waiting time in the environ-

ment. The goodness of any scheduling strategy hinges on its ability to achieve high computing

performance and maximum system throughput.

There are two job scheduling categories, namely, preemptive scheduling and non-preemptive

scheduling. Under preemptive scheduling, a running job can be taken away from the server or

interrupted to accommodate a higher priority job. Furthermore, non-preemptive scheduling, in

general, is simpler to implement, no synchronization overhead, minimum stack memory needs.

Under non-preemptive scheduling, a running job cannot be taken away from the CPU or inter-

rupted. While non-preemptive scheduling allows for a predictable system response time, preemp-

tive scheduling, on the other hand, emphasizes real-time response time at the job level.

In this paper, we are concerned with the issue of job scheduling in multi-tier cloud computing

environments. Given a set of client jobs with different computational demands/constraints, to be

executed on a multi-tier cloud computing environment, it is desirable that these jobs are scheduled

for execution in this environment such that the penalty to be incurred by the service provider is

minimized. It is assumed that the environment consists of a set of cascaded tiers of identical

computing resources.
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Emphasizing the notion of penalty in scheduling the jobs allows us to imply job priority of treat-

ment that is based on economic considerations. As such, the service provider is able to leverage

available job tardiness allowances and QoS penalty considerations to compute schedules that yield

minimum total penalty. This strategy is particularly useful in situations of excessive volume of de-

mands or lack of an adequate resource availability that will make it impossible to meet the QoS

requirements.

2. BACKGROUND AND RELATED WORK

The issue of job scheduling has been an active area of research since the early days of computing.

A large body of work exists in the literature about scheduling approaches in cloud computing

environments [6–8]. Such approaches, generally speaking, aim at minimizing the average response

time of jobs and maximizing resource utilization. Schroeder et al. [9] evaluate the Least-Work-

Left, Random, and Size-Interval based Task Assignment (SITA-E) scheduling approaches on a

single-tier environment that consists of distributed resources with one dispatcher. They propose

an approach that purposely unbalances the load between resources. The mean response time and

slowdown metrics are used to assess each approach. The primary drawback in their work is that

they don’t consider migrating jobs between resource queues and as a result fail to produce optimal

schedules.

Liu et al. [10] report a Min-Min algorithm for task scheduling that makes jobs with long times ex-

ecute at reasonable times. Li et al. [11] present a Max-Min scheduling approach that estimates the

total workload and completion time of jobs in each resource, so as to allocate jobs on resources to

reduce their average response time. In both approaches, the scheduling decisions dedicate power-

ful resources to execute specific jobs without accurately considering the different QoS expectations

of jobs. For instance, a Max-Min approach assigns the job with the maximum execution time to

the resource that provides the minimum completion time for the job, yet does not account for the

different job constraints and the impacts of their violations on the QoS. However, states of resource

queues are not considered when the decisions are taken, and accordingly ineffective distribution of

workloads among the resource queues is expected to occur. Furthermore, such approaches tackle

jobs that mainly arrive in batches. When jobs of different constraints and requirements arrive in

a consecutive/dynamic manner to a multi-tier cloud computing environment, the scheduling de-

cisions of such approaches would fail to accurately capture the QoS obligations and economical

impacts of these jobs on the service provider and client.

Some approaches take advantage of the knowledge obtained about the system state to make

Computer Science & Information Technology (CS & IT) 101



scheduling decisions. Examples of these approaches are: Least Connect (LC), Join-Shortest-

Queue (JSQ), Weighted Round Robin (WRR), and Join-Idle-Queue (JIQ). Gupta et al. [12] present

and analyze the JSQ approach in a farm of servers, that is similar in architecture to a single-tier

cloud environment. JSQ assumes the resource of the least number of jobs is the least loaded

resource. In contrast, the weighted algorithms (e.g., WRR and WLC) are commonly used in bal-

ancing the load among resources in cloud environments [13, 14]. Wang et al. [14] effectively

apply the WRR algorithm, by determining weights for resources based on their computational ca-

pabilities, then allocating and balancing the workloads among these resources. Though, powerful

resources would receive extra workloads of jobs. However, the states of the resource queues are

not accurately measured, and thus scheduling decisions taken based on only weights of resources

often lead to load unbalance among the resource queues.

Lu et al. [15] present a JIQ algorithm for large-scale load balancing problems to minimize the

communication overhead incurred between resources and multiple distributed dispatchers at the

time of job arrivals. In the JIQ algorithm, each dispatcher has a separate idle queue to maintain IDs

of idle resources of the tier. An idle resource informs specific dispatcher(s) of its availability to

receive jobs. The primary drawback is that an idle resource might experience significant queuing

bottlenecks when it requests jobs from many dispatchers at the same time. Also, an idle resource

might run the risk of not receiving jobs and thus get under-utilized if its associated/informed

dispatchers are empty of jobs, while at the same time other uninformed dispatchers of the tier might

be holding jobs waiting to get idle resources. Sometimes, low priority jobs might get a dispatcher

that has IDs of idle resources, whilst high priority jobs might be assigned to a dispatcher that has

not yet held signals of idle resources. In this case, the low priority jobs would get scheduled and

executed in idle resources while the high priority jobs are still waiting.

The Round Robin algorithm, which has been popular in process scheduling, has been adopted

in cloud computing to tackle the job scheduling problem. The Round Robin algorithm aims at

distributing the load equally to all resources [16]. Using this algorithm, one Virtual Machine

(VM) is allocated to a node in a cyclic manner. However, the Round Robin algorithms are based

on a simple cyclic scheduling scenario, thus lead to unbalancing the traffic and incur more load

on resources. In general, Round Robin algorithms have shown improved response times and load

balancing.

Some researchers have adopted Bio-inspired meta-heuristic approaches to tackle the scheduling

problem in cloud environments [17–19]. For instance, Nouiri et al. [20] present a particle swarm

optimization algorithm to minimize the maximum makespan. Nevertheless, their bio-inspired job

scheduling formulation makes scheduling decisions to benefit specific jobs at the expense of other
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jobs. Such approaches disregard economical penalties that may result from scheduling decisions.

Instead, they focus on optimizing system-level metrics. Job response time, resource utilization,

maximum tardiness, and completion time are typically used metrics.

Mateos et al. [21] propose an Ant Colony Optimization (ACO) approach to implement a sched-

uler for cloud computing applications, which aims at minimizing the weighted flow-time and

Makespan of jobs. The load is calculated on each resource, taking into consideration CPU utiliza-

tion of all the VMs that are executing on each host. CPU utilization is used as a metric that allows

Ant to choose the least loaded host to allocate its VM. Pandey et al. [22] report a Particle Swarm

Optimization (PSO) algorithm for minimizing the computational cost of application workflow in

cloud computing environments. Job execution time is used as a performance metric. The PSO

based resource mapping demonstrated superior performance when compared to Best Resource

Selection (BRS) based mapping. Furthermore, the PSO based algorithm achieved optimal load

balance among the computing resources.

As a general observation, current cloud computing approaches contemplate single tier environ-

ments and fail to exploit resource queue dynamics to migrate jobs between the resources of a

given tier so as to achieve the optimal job scheduling. Furthermore, schedule optimality is defined

based on job response time metrics. The reality is, the scheduling problem is an NP problem and

there are situations where finding schedules that satisfy the target response times of all jobs is an

impossible task due to resource limitations, even if we are to put the problem complexity aside.

Cloud computing clients are not the same with respect to their QoS expectations.

Furthermore, the impact of the job execution violation on the QoS differs from job to another.

There are computing jobs that can tolerate some degree of execution violation, however, there

are other jobs that are tightly coupled with mission-critical obligations or user experience. These

jobs tend to be intolerant to execution delays. SLAs tend to provide a context based on which

differential job treatment regimes can be devised. The impact of job violation on QoS tends to

be captured in a penalty model. In this work we propose to leverage this model to influence

scheduling in a multi-tier cloud computing environment so as to minimize penalty payable by the

service provider and as a result attain a pragmatic QoS.

3. SLA DRIVEN JOB SCHEDULING

We consider a multi-tier cloud computing environment consisting of N sequential tiers:

T = {T1, T2, T3, ..., TN} (1)
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Figure 1. System Model of the Multi-Tier Environment

Each tier Tj employs a set of identical computing resources Rj :

Rj =
{
R1,j , R2,j , R3,j , ..., RMj ,j

}
(2)

Each resource Rk,j employs a queue Qk,j to hold jobs waiting for execution by the resource. Jobs

with different computational requirements are submitted to the environment. It is assumed that

these jobs are submitted by different clients and hence are governed by various SLA’s. Jobs arrive

at the environment in streams. Job Ji arrives at the environment before job Ji+1. Jobs arrive in a

random manner. Ai,j is the arrival time of Job Ji at tier Tj ; Ei,j is its prescribed execution time at

this tier.

Jobs arriving at tier Tj are queued for execution based on an ordering βj . As shown in Figures 1

and 2, each tier Tj of the environment consists of a set of resources. Each resource has a queue

to hold jobs assigned to it. For instance, resource R1,j of tier Tj is associated with queue Q1,j ,

which consists of 4 jobs (J6, J7, J8, and J10) waiting for execution. A virtual-queue is a cascade

of all queues of a given tier. The total execution time Ei of job Ji is defined as

Ei =

N∑
j=1

Ei,j (3)

Job Ji’s response time Zi is a function of its total execution time Ei and waiting time Wi, which

in turn is dependent on its position in the queues as it progresses from one tier to the next:

Zi =

N∑
j=1

(Ei,j + ω
βj
i,j) = Ei +Wi (4)
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where ωβji,j represents the waiting time of job Ji at tier Tj ; βj is the ordering that governs the order

of execution of jobs at tier Tj . Wi is the total time job Ji waits at all tiers. Job Ji departs Tj at

time Di,j .

We assume a service level agreement that stipulates a penalty amount as an exponential function

of the difference between the prescribed response time and the actual response time.

%i = χ ∗ (1− e−ν(Zi−Ei))

= χ ∗ (1− e−ν(Wi))

= χ ∗ (1− e−ν
∑N
j=1 ω

βj
i,j )

(5)

where χ is a monitory cost factor and ν is an arbitrary scaling factor. The total penalty cost

associated with a set of jobs J1 . . . Jl , across all tiers is defined as:

ϕ =
l∑

i=1

%i (6)

The objective is to find optimal set of orderings β = (β1, β2, β3, . . . , βN ) such that the total

penalty cost ϕ is minimum:

minimize
β

(ϕ) ≡ minimize
β

(

l∑
i=1

N∑
j=1

ω
βj
i,j) (7)

βj is an ordering of the jobs waiting at the virtual queue of tier Tj .

4. MINIMUM PENALTY JOB SCHEDULING: A GENETIC ALGORITHM

FORMULATION

The paper is concerned with scheduling the client jobs for execution on the computing resources.

A job is first submitted to tier-1 for execution by one of the resources of the tier. It is desired that the

jobs are scheduled in such a way that minimizes the total waiting time. Finding a job scheduling

that yields minimum total waiting time is an NP problem. Given the volume of cloud jobs to be

scheduled and the computational complexity of the job scheduling problem, it is prohibitive to seek

an optimal solution for the job scheduling problem using exhaustive search techniques. Thus, a

meta-heuristic search strategy, such as Permutations Genetic Algorithms (PGA), is a viable option

for exploring and exploiting the large space of scheduling permutations [23]. Genetic algorithms

have been successfully adopted in various problem domains [24]. They have undisputed success

in yielding near optimal solutions for large scale problems, in reasonable time [20].
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Figure 2. The Virtual-Queue of a Tier j

Scheduling cloud jobs entails two steps: 1) allocating/distributing the jobs among the different tier

resources. Jobs that are allocated to a given resource are queued in the queue of that resource; 2)

ordering the jobs in the queue of the resource such that their total waiting time is minimum. What

makes the problem increasingly harder is the fact that jobs continue to arrive at the tier, while the

prior jobs are waiting in their respective queues for execution. Thus, the scheduling process needs

to respond to the job arrival dynamics to ensure that job execution at all tiers remains waiting-time

optimal. To achieve this, job ordering in each queue should be treated as a continuous process.

Furthermore, jobs should be migrated from one queue to another so as to ensure balanced job

allocation and maximum resource utilization. Thus, we introduce two operators for constructing

optimal job schedules at the tier level:

• The reorder operator is used to change the ordering of jobs in a given queue so as to find an

ordering that minimizes the total waiting time of all jobs in the queue.

• The migrate operator, on the other hand, is used to exploit the benefits of moving jobs

between the different resources of the tier so as to reduce the total waiting time at the tier

level. This process is adopted at each tier of the environment.

However, implementing the reorder/migrate operators in a PGA search strategy is not a trivial

task. This implementation complexity can be relaxed by virtualizing the queues of each tier into

one virtual queue. The virtual queue is simply a cascade of the queues of the resources of the

tier. In this way we converge the two operators into simply a reorder operator. Furthermore, this

simplifies the PGA solution formulation. A consequence of this abstraction is the length of the
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permutation chromosome and the associated computational cost. This virtual queue will serve as

the chromosome of the solution. An index of a job in this queue represents a gene. The ordering

of jobs in a virtual queue signifies the order at which the jobs in this queue are to be executed by

the resource associated with that queue. Solution populations are created by permuting the entries

of the virtual queue, using the order and migrate operators. The virtual-queue in Figures 2 and 3

of the jth tier has three queues (Q1,j , Q2,j , and Q3,j) cascaded to construct one virtual queue.

4.1. Evaluation of Schedules

A fitness evaluation function is used to assess the quality of each virtual-queue realization (chro-

mosome). The fitness value of the chromosome captures the cost of a potential schedule. The

fitness value fr,G of a chromosome r in generation G is represented by the total waiting time of

jobs that remain in the virtual queue.

fr,G =
l∑

i=1

(ω
βj
i,j) (8)

The waiting time ωβji,j of the ith job waiting in the virtual queue of the jth tier should be calculated

based on its order in the queue, as per the ordering βj .

The normalized fitness value of each schedule candidate is computed as follows:

fr =
fr,G∑n

C=1(fC,G)
, r∈C (9)

Based on the normalized fitness values of the candidates, the Russian Roulette is used to select a

set of schedule candidates to produce the next generation population, using the combination and

mutation operators.

4.2. Evolving the Scheduling Process

To evolve a new population that holds new scheduling options for jobs in resource queues of the

tier, the crossover and mutation genetic operators are both applied on randomly selected schedules

(virtual queues) of the current generation. The crossover operator produces a new generation of

virtual-queues from the current generation. The mutation operator applies random changes on

a selected set of virtual-queues of the new generation to produce altered virtual-queues. These

operators diversify the search direction into new search spaces to avoid getting stuck in a locally
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Figure 3. A Tier-based Genetic Approach on the Virtual-Queue

optimum solution. Overall, the Single-Point crossover and Insert mutation genetic operators are

used in this paper. The rates of crossover and mutation operators are both set to be 0.1 of the

population size in each generation.

Figure 3 explains how each virtual-queue in a given generation are evolved to create a new virtual-

queue of the next generation, using the crossover and mutation operators. Each chromosome

(virtual-queue) represents a new scheduling of jobs. The jobs and their order of execution on the

resource will be reflected by the segment of the virtual queue corresponding to the actual queue

associated with the resource. As a result of the evolutionary process, each segment of the virtual

queue corresponding to an actual queue will be in one of the following states:
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• Maintain the same set and the same ordering of jobs as in the previous generation.

• A new ordering for the same set of jobs as in the previous generation.

• A different set of jobs and their associated ordering.

For instance, queue Q1,j of Chromosome (n,1) in the first generation maintains exactly the same

set and order of jobs in the second generation shown in queue Q1,j of Chromosome (n,2). In

contrast, queue Q2,j of Chromosome (1,1) in the first generation maintains the same set of jobs

in the second generation, yet has got a new order of jobs as shown in queue Q2,j of Chromosome

(1,2). Finally, queue Q2,j of a random Chromosome (C,1) in the first generation has neither

maintained the same set nor got the same order of jobs in the second generation shown in queue

Q2,j of Chromosome (C,2), which in turn would yield a new scheduling of jobs in the queue

of resource R2,j if Chromosome (C,2) is later selected as the best chromosome of the tier-based

genetic solution.

5. EXPERIMENTAL WORK AND DISCUSSIONS ON RESULTS

The cloud environment adopted in this paper consists of two tiers, each of which has 3 computing

resources. The jobs generated into the cloud environment are atomic and independent of each

other. A job is first executed on one of the computing resources of the first tier and then moves for

execution on one of the resources of the second tier. Each job is served by only one resource at a

time, the scheduling strategy is non-preemptive.

Jobs arrive to the environment at the first tier and are queued in the arrival queue (tier dispatcher)

of the environment. The arrival behaviour is modeled as a Poisson process. The running time of

each job in a computing resource is assumed to be known in advance, generated with a rate µ=1

from the exponential distribution function exp(µ=1) [25]. In each tier Tj , job migrations from a

queue to another queue are permitted.

Two experiments are conducted. In the first experiment, we take advantage of the virtualized

queue, and seek optimal schedules that produce minimum total waiting time among all jobs. Thus,

the proposed genetic algorithm operates on all queues of the tier simultaneously. In the second

experiment we apply the genetic algorithm on the individual queues of the tier. The penalty ex-

ponential scaling parameter ν is set to be ν=0.01, it is an arbitrary number used to visualize the

penalty under different scheduling scenarios. In both experiments, we employ 10 chromosomes

populations.
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5.1. Virtualized Queue Experiment

The tier-based genetic solution is applied on the virtualized-queue. The virtual-queue starts with

an initial state that represents an initial scheduling βj of jobs in the tier (initial tier-state), which

in turn yields an initial fitness and penalty of the virtual-queue. The initial fitness of the virtual-

queue represents the total waiting time of jobs in the tier according to their initial scheduling in

the virtual-queue. The tier-based genetic solution shown in Figure 3 is then applied on the virtual-

queue (globally at the tier level of the environment), which after some iterations finds a new

enhanced scheduling of jobs in the virtual-queue (enhanced tier-state) that optimizes the objective

function. The new enhanced tier-state yields a new improved fitness and penalty of the virtual-

queue, which in turn is translated into a new enhanced scheduling of jobs in the resource queues

of the tier that reduces the total waiting time and penalty of jobs globally at the tier level of the

environment.
 

 

(a) Virtual-Queue of 12 Jobs

 

 

(b) Virtual-Queue of 15 Jobs

 

 

(c) Virtual-Queue of 19 Jobs 

 

(d) Virtual-Queue of 31 Jobs

 

 

(e) Virtual-Queue of 32 Jobs

 

 

(f) Virtual-Queue of 27 Jobs

Figure 4. Tier-based Scheduling

The results shown in Table 1 and Figure 4 demonstrate the effectiveness of using the queue virtual-

ization along with the tier-based genetic solution to reduce the total waiting time and thus the QoS

violation penalty. The results of applying the tier-based genetic solution are reported in 6 different

instances. Figures 4a-4c are mapped to their corresponding first 3 instances of Table 1. For the

virtual-queue of 19 jobs shown in Table 1, the results show that the tier-based genetic solution has

improved the fitness of the tier-state by 47.39%, reducing the total waiting time of jobs at each

tier of the environment from 88.0743 time units for the initial tier-state to 46.3381 time units for

the enhanced tier-state. The penalty amount has also been improved by 36.66%, reducing it from

0.586 for the initial tier-state to 0.371 for the enhanced tier-state.
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Table 1. Tier-based Scheduling

Virtual-Queue

Length

1 Initial2 Enhanced3 Improvement

Waiting Penalty Waiting Penalty Waiting % Penalty %

Figure4a 12 47.8462 0.380 30.4821 0.263 36.29% 30.90%

Figure4b 15 50.8813 0.399 41.1748 0.338 19.08% 15.37%

Figure4c 19 88.0743 0.586 46.3381 0.371 47.39% 36.66%

Figure4d 31 126.4679 0.718 94.0426 0.610 25.64% 15.07%

Figure4e 32 217.1755 0.886 164.4844 0.807 24.26% 8.92%

Figure4f 27 63.0545 0.468 51.2031 0.401 18.80% 14.32%

1 Virtual-Queue Length represents the total number of jobs in queues of the tier. For instance, the first entry of the table

(12) means that the 3 queues of the tier all together contain 12 jobs.
2 Initial Waiting represents the total waiting time of jobs in the virtual-queue according to the initial scheduling of jobs

before using the tier-based genetic solution.
3 Enhanced Waiting represents the total waiting time of jobs in the virtual-queue according to the final/enhanced scheduling

of jobs found after using the tier-based genetic solution.

Figure 4c demonstrates the effectiveness of the tier-based genetic solution in reducing the total

waiting time of jobs in the virtual-queue of 19 jobs. The tier-based genetic solution has required

500 iterations, each of which contains 10 chromosomes, to achieve the reported enhancement on

the tier-state. A total of only 5000 global scheduling options for jobs in the tier is effectively ex-

plored in the search space of 19! (approximately 1.22×1017) different global scheduling options

at the tier level of the environment to improve the fitness and penalty of the tier-state by 47.39%

and 36.66%, respectively. Similarly, improvements are achieved with respect to the other 2 in-

stances of the virtual-queue (12 and 15 jobs) shown in Table 1. Figures 4a and 4b, respectively,

depict such improvement.

In contrast, Figures 4d-4f are mapped to the second and third instances reported in Table 1. The

tier-based genetic solution has required 1000 iterations, each of which contains 10 chromosomes,

to obtain the enhancement on the tier-state of each event. In this case, a virtual-queue of a large

number of jobs has required more iterations so as to explore more global scheduling options of

the jobs at the tier level of the environment. For the virtual-queue of 31 jobs shown in Table 1,

the tier-based genetic solution has improved the performance of the tier by 25.64% and 15.07%,

respectively. Figure 4d shows that a total of only 10,000 out of 31! (approximately 8.22×1033)

possible global scheduling options for jobs at the tier level of the environment are effectively

explored to achieve the latter enhancements. Similarly, performance improvements are achieved

with respect to the other 2 instances of the virtual-queue (32 and 27 jobs) shown in Table 1, and

their corresponding performance are depicted in Figures 4e and 4f, respectively.
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5.2. Segmented Queue Experiment

The genetic solution is applied at each individual queue level. Each one of the three queues holds

an initial set of jobs to be executed on the resource associated with that queue. The waiting time

of each job is calculated based on its position in the queue. The proposed genetic algorithm is

then used to seek an optimal ordering of the jobs that are queued for execution by the resource

associated with that queue, such that the total waiting time of these jobs is minimized. The genetic

algorithm in this case seeks an optimal schedule in a reduced search space, since the optimal or-

dering is sought on each queue individually. In other words, a genetic search strategy is performed

on each queue. The total waiting time, of all jobs in the three queues, are computed.
 

 

(a) Resource 1 (Queue of 14 Jobs)

 

 

(b) Resource 2 (Queue of 16 Jobs)

 

 

(c) Resource 3 (Queue of 15 Jobs) 

 

(d) Resource 1 (Queue of 19 Jobs)

 

 

(e) Resource 2 (Queue of 23 Jobs)

 

 

(f) Resource 3 (Queue of 14 Jobs)

Figure 5. Queue-based Scheduling

Table 2 shows the results of applying the genetic algorithm on the three resource queues, in two

different instances. The first instance represents a job allocation whereby resource-1 is allocated 14

jobs, resource-2 16 jobs, and resource-3 15 jobs. The second instance represents a job allocation

whereby resource-1 is allocated 19 jobs, resource-2 23 jobs, and resource-3 14 jobs. Table 2

enumerates the total number of local orderings (schedules) for the first instance. There are 14!

possible orderings for queue-1, 16! for queue-2, and 15! for queue-3.

The table shows a 36.04% improvement from the initial ordering for queue-1, a reduction from

154.1339 time units of total waiting time to 98.5818 time units of total waiting time. The QoS

violation penalty has improved by 20.24%, from 0.786 due to the initial ordering, to 0.627 due to

the improved ordering computed by the genetic search strategy.

Figure 5a depicts the total waiting time of jobs allocated to resource-1 during the search process.
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Table 2. Queue-based Scheduling

Queue

Length

4 Initial5 Enhanced6 Improvement

Waiting Penalty Waiting Penalty Waiting % Penalty %

Resource 1 Figure5a 14 154.1339 0.786 98.5818 0.627 36.04% 20.24%

Resource 2 Figure5b 16 137.3684 0.747 69.4641 0.501 49.43% 32.95%

Resource 3 Figure5c 15 130.0566 0.728 77.3358 0.539 40.54% 25.99%

Resource 1 Figure5d 19 150.8208 0.779 98.1834 0.625 34.90% 19.69%

Resource 2 Figure5e 23 208.596 0.876 87.2667 0.582 58.16% 33.53%

Resource 3 Figure5f 14 145.0253 0.765 63.8502 0.472 55.97% 38.35%

4 Queue Length represents the number of jobs in the queue of a resource.
5 Initial Waiting represents the total waiting time of jobs in the queue according to the initial scheduling of jobs before using

the queue-based genetic solution.
6 Enhanced Waiting represents the total waiting time of jobs in the queue according to the final/enhnaced scheduling of jobs

found after using the queue-based genetic solution.

After 150 genetic iterations, an optimal solution was found. Each iteration 10 chromosomes are

used to evolve the optimal schedule. Thus, 1500 orderings are constructed and genetically manip-

ulated throughout the search process, as apposed to 14!, if we were to employ a brute-force search

strategy. Similar observations are in order with respect to resource-2 and resource-3, as can be

seen in the figure.

Table 2 reveals the magnitude of search space growth as a result of increasing the number of jobs

allocated a given resource. For example, if we consider the impact of increasing the number of

jobs allocated to resource-1 from 14 jobs to 23 jobs. In a brute-force search strategy, the search

space will increase from 14! to 23!. In contrast, the genetic search strategy needed to expand

the search space from 1500 populations to 7500 populations. After 7500 genetic iterations the

waiting time was improved by 58.16% from the initial ordering. The total waiting time of jobs

was reduced from 208.596 waiting time units due to the initial job ordering to 87.2667 waiting

time units due to the genetically improved ordering. Figures 5d-5f demonstrate the effectiveness

of using the queue-based genetic solution to decrease the total waiting time of jobs in the three

resources: resource-1, resource-2, and resource-3, respectively.

Figure 6 and Table 3 contrast the performance of both genetic strategies, i.e, the virtualized queue
search strategy and the individualized queue strategy.  The initial orderings of the three queues,

5.3. Comparison
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Table 3. Total Waiting Time of Jobs in each Approach

Virtualized Queue Segmented Queue WLC WRR

1961.34 2464.61 3001.82 3617.95

and by implication, that of the virtualized queue are the same. WRR’s based ordering entailed

3617 units of total waiting time. WLC’s based ordering entailed 3001 units of total waiting time.

The individualized queue genetic search strategy was produced an ordering that entails 2464 units

of waiting time, a 32% reduction compared to the WRR strategy and 18% reduction compared to

the WLC strategy. The virtualized queue genetic search strategy produced an ordering that entails

1961 units of waiting time. That is a reduction of 46% compared to he WRR strategy and 35%

reduction compared to the WLC strategy.
 

 Figure 6. Maximum Waiting Time Performance Comparison

Figure 6 depicts the average waiting performance of the four scheduling strategies. The virtualized

queue genetic strategy has produced the shortest average waiting time per job, with an average

waiting time of 10 time units. The individualized queue search strategy produced an average

waiting time of 13 time units. The WRR and WLC job ordering strategies delivered inferior

performance.

On the other hand, the individualized queue strategy has yielded a maximum job waiting time of

19 time units. The WRR produced a maximum job waiting time of 32 time units, while in the

WLC produced a maximum job waiting time of 24. The virtualized queue scheduling strategy

delivered a maximum job waiting time of 16 time units. Overall, the virtualized queue scheduling

strategy delivered the best performance in minimizing the total waiting time and thus the lowest

QoS penalty.
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6. CONCLUSION

This paper presents a genetic algorithm for tackling the job scheduling problem in a multi-tier

cloud computing environment. The paper makes the connection between penalties payable due

to QoS violations and job waiting time. This connection establishes a framework for facilitating

penalty management and mitigation that service providers can utilize in high demand/limited re-

sources situations. It is assumed that each tier of the environment consists of a set of identical

computing resources. A queue is associated with each one of these resources. To achieve maxi-

mum resource utilization and minimum waiting time, a virtualized queue abstraction is proposed.

Each virtual queue realization represents an execution ordering of jobs. This virtualized queue

abstraction collapses the search spaces of all queues into one search space of orderings, and thus

allowing the genetic algorithm to seek optimal schedules at the tier level. The paper presented

experimental work to investigate the performance of the proposed biologically inspired strategy

to WRR and WLC, as well as an individualized queue strategy. It is concluded that the proposed

job scheduling strategy delivers performance that is superior to that of both WRR and WLC. The

genetic search strategy when applied at the individual queue delivers performance also superior

to that of WRR and WLC. However, the genetic search strategy applied at the virtual queue still

delivered the best performance compared to all the other search strategies.

7. FUTURE WORK

The proposed scheduling strategy does not contemplate the impact of schedules optimized in a

given tier on the performance of schedules on the subsequent tiers. Therefore, it is the intent of

the authors to expand the work reported in this paper to investigate such impact and to extend the

algorithms proposed in this paper so as to mitigate the impact of tier dependency. Furthermore,

the formulation presented in this paper treats the penalty factor of each job as a function of time

to be identical. Typically, cloud computing jobs tend to vary with respect to the QoS violation

penalties. Therefore, it is imperative to modify the penalty model so as to reflect such sensitivity

so as to force the scheduling process to produce minimum penalty schedules, and not necessarily

minimum total waiting time schedules.
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ABSTRACT 
 
Cloud computing is one of the most smart technology in the era of computing as its capability to 

decrease the cost of data processing while increasing flexibility and scalability for computer 

processes. Security is one of the core concerns related to the cloud computing as it hinders the 

organizations to adopt this technology. Infrastructure as a service (IaaS) is one of the main 

services of cloud computing which uses virtualization to supply virtualized computing resources 
to its users through the internet. Virtual Machine Image is the key component in the cloud as it 

is used to run an instance. There are security issues related to the virtual machine image that 

need to be analysed as being an essential component related to the cloud computing. Some 

studies were conducted to provide countermeasure for the identify security threats. However, 

there is no study has attempted to synthesize security threats and corresponding vulnerabilities. 

In addition, these studies did not model and classified security threats to find their effect on the 

Virtual Machine Image. Therefore, this paper provides a threat modelling approach to identify 

threats that affect the virtual machine image. Furthermore, threat classification is carried out to 

each individual threat to find out their effects on the cloud computing. Potential attack was 

drawn to show how an adversary might exploit the weakness in the system to attack the Virtual 

Machine Image.  
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1. INTRODUCTION 
 

Cloud computing is a paradigm that enable its users to access infrastructure, platform and 
software resources as services without owning, managing or maintaining the resources. 

Infrastructure as a service (IaaS) delivers hardware services to users’ applications such as 

OpenStack, Amazon web services and google cloud platform using virtualization. IaaS provides 

and maintain a catalog that list the available virtual machines images (VMI). The VMI may 
include operating system like windows, Linux or Fedora and might contains other resources like 

applications that are created by organization such as database management system or application 

server[1]. There are some security issues associated with VMI in cloud computing that has 
harmful impact on the security of the cloud and might affect confidentiality, integrity or 

availability[2]. Threat modelling is conducted to identify security threats and draw possible routes 

threats might follow to attack the VMI. Furthermore, threat modelling distinguishes the area 
where the VMI is stored, classify threats based on their unwanted effect and detect the agent of 

the threats which is the objective of this paper. 
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Threat modelling process involves three high-level steps: Firstly, characterizing the system which 
represents cloud computing platform that was used to achieve the threat modelling. Secondly 

identifying threats, which represent threats that identified in the academic literature related to 

VMI. Finally, identifying assets and access point that represent the area threat modelling was 

achieved in the cloud platform. The identified threats were classified based on their effect on 
security. STRIDE model is used to classify the identified threats developed by Microsoft for 

threat modelling [3]. Beside threat modelling, it is essential to take into consideration who is 

conducting the attack and what type of skills is needed to achieve the attack on the identified 
assets. Therefore, threat agent was identified for the context of VMI. Potential attacks was drawn 

to show the possible attacks that an adversary might follow to attack the VMI by exploiting the 

system vulnerabilities. 

 

2. RELATED WORK 
 

There are a number of studies were conducted to detect security threats and draw 

countermeasures to secure the VMI. An image management system (IMS) was designed to 
control the access to the VMI , track its provenance, provides image filters and scanners for both 

users and administrators to detect threats and repair security issues. The drawback of this system 

is that image filters for detecting and fixing security violation was not accurate 100% to remove 

private information like password or illegal software like pirated software from the image before 
publishing it. In addition, the virus scanner does not assure to detect all the malicious software in 

the image. This study identified unauthorized access, leak of sensitive information, malware and 

non-compliance as security threats that need to be considered[4]. 
 

Kazim, Masood and Shibli (2013) suggested Encrypted Virtual Disk Images in Cloud (EVDIC) 

to secure the VMI. Their idea was to encrypt the VMI whenever it is terminated to avoid security 
threats that might attack the VMI when it is dormant. EVDIC could provide security from 

malicious software or malwares. The proposed system EVDIC could identify compromised disk 

image, unauthorized access and data leakage as security threat. 

 
Schwarzkopf et al. (2012) demonstrated a technique to detect outdated software in VMIs and to 

scan for security vulnerabilities. It includes two components: the Updates checker and online 

penetration suite. The Update checker is used to find out Linux based virtual machine who in 
need of update their software. The update checker copy the information about installed packages 

and save them in the database. The checks for software updates is achieve faster compare to other 

techniques as installed package is saved in databased whereas, in other systems need to boot the 
VMI and shut it down after checking for software updates which is time consuming. On the other 

hand, online penetration suite is used to perform periodic or pre-rollout online scanning of virtual 

machine for software vulnerabilities. The periodic scan can be achieved in idle times  

 
whereas the pre-rollout online scanning is accomplished before the machine goes live. The scans 

for software vulnerabilities is accomplished using well know security products. The drawback in 

this system is the update checker works with Linux only. This study could identify non-
compliance as security threats [6]. 
 

An Offline Patching Scheme (OPS) could figure out a method to identify VMI with outdated 

software and patch VMI with latest software update efficiently therefore, it could solve the non-
compliance issue. OPS based on two modules, the Collector and Patcher. Collector is used to find 
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out outdated software in the VMI. Patcher is used to patch the outdated software in the VMI with 
the latest updates and patches. However, the study has limitation to patch outdated VMI with 

Window OS. In addition, the system is unwilling to updates snapshots. OPS could identify data 

leakage and malware as security threats [7]. 
 

Another study by Jeswani et al. (2013) which could present ImageElves to detect out-dated 
software within VMI and patch, install software and check for compliance. This system works in 

two phases. The first phase is to investigate the target VMI and creates manifest and signature 

updates. In the second phase, VMIs are taken offline and apply the manifest. This system has 
advances over other related work as reduce the downtimes due to simultaneously apply the 

updates to all dormant images. The drawback in this system there might be failed for the higher 

level applications to function correctly after applying the updates. Furthermore, applying upgrade 
to VMI files work properly for binary files except there are possibilities to create more equivalent 

classes than it is necessary. Finally, there is no failure recovery capabilities for the current 

implementation of Image Elves in case of the system running. This study could figure out non-

compliance as security threat[8]. 
 

3. THREAT MODELLING 
 

Threat modelling is a procedure used to identify and address security threats associated with 

different assets in the system. Threat modelling is used to locate security threats and identify 
mechanisms to protect the cloud services. Threat modelling is used to study the cloud service and 

classified the potential threats based on their effect on the cloud. To identify security 

requirements for the cloud services, threats need to be analysed based on criticality and 
likelihood. Decisions need to be taken regarding the potential threats related to the cloud services, 

specifically whether to mitigate the threats or accept the risk associated with the threats. Security 

of the cloud services was built based on threat modelling and security requirements. Identifying 

the threats associated with assets in the system helps to develop proper security requirements. 
  

This is essential in case the security requirements are damaged; indeed, this could lead to faults in 

the security system related to the cloud service. Properly addressing the threats and suitable 
countermeasures to said threats reduces the ability of the attacker to misuse the cloud service. 

Threat modelling looks at the cloud services from the attacker  

 

perspective to help the designers to predict the attacker goals or which assets are targeted [9] The 
threat modelling process consists of the following high-level steps, as shown in Figure 1. 
 

 
 

Figure 1 Threat Modelling 
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3.1 Characterizing the System 
 

With regard to the scenario of OpenStack, which is one of the most popular open source cloud 

services, it includes the following components: Nova for computing, Glance for image services, 
Cinder for block storage, Neutron for networking, Keystone for identity services, Swift for object 

storage and Dashboard to access the cloud services. As shown in Figure 2, the physical network 

provides access to cloud administrators and cloud users. Firewalls are used to connect cloud 

administrators to the data centre, as shown in node 17 and node 19. In addition, the cloud 
administrators are connected to the data centre through an authentication server (host 18) and 

Nexus 7000 (node 20). The cloud users are connected to the data centre through the multi-layer 

concept used by Cisco. There are three layers where the cloud users are connected to the data 
centre. These layers are as follows [10]: 

 

 In Layer 1, node 1 is used to establish connection between the cloud and the internet. Node 

2 is used to link the user to the firewall. At the same time, the user, after being connected to 
the firewall, is connected to two different types of servers: the authentication server (host 3) 

as well as the DSN and Neutron server (node 4). These servers provide services to end-

users and tenants. Following this, node 5, which is Cisco Nexen 7000, is used to route the 

request to the destination machines.  
 

 In Layer 2, node 6 is a firewall which is used to connect the first layer to the second layer 

through Nexus 5000 node 7. Nexus 5000 is used to connect the rack server through Nexus 

2000. Nexus 5000 is employed to connect servers inside the rack at compute level (hosts 8, 
9, 10, 11 and 12). 

 

 In Layer 3, another Nexen 7000 node 13 is used to connect layer 2 to the storage. Node 14 

is a firewall which is used to connect Nexus 7000 and MDS 9000. 
 

OpenStack components run on the authentication server in host 3 and host 18. Host 3 is designed 

for tenants and host 18 is designed for the administrators. In the first run the following 

components are working: Dashboard, Nova, Neutron, Keystone, Cinder, Swift, Glance and My 
SQL. In the second run, the same components along with additional components like billing 

system, which is known as Ceilometer. Node 4 represents the DNS server, which runs the 

Neutron components; this server provides the address for the machine running a requested 
service. The Nova is represented by nodes 8, 9, 10, 11 and 12. All physical components run four 

components: Hypervisor, Nova, Glance and Ceilometer. Finally, all physical machines run ssh for 

maintenance [11]. 
 

3.2 Identifying Threats 
 
In the cloud data centre, as shown in Figure 2, attacks surface represent points when exploited by 

an attacker could leak information. Attacks surface can be classified into three types; the first 

attacks surface comes from physical network, which includes the hardware and software 

components such as servers or OS. The second type of attacks surface which are related to 
virtualization, such as an attack on hypervisor or virtual switches. The last type of attack surface 

is related to cloud computing, such as OpenStack components having security issues, e.g. Glance, 

Neutron, Nova, Ceilometer and keystone. It is obvious that the first attack surface is similar to 
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those related to the traditional network. On the other hand, attacks surface on the cloud OS and 
virtualization may also pose new security challenges, as they are unique to the cloud [12]. 

 

Attacks surface may come from two sides: attacks from the user side and attacks from the 

provider side. Let us consider an attack conducted by a user. There are two types of users: first is 
the normal user who is using the cloud service with the intention of attacking the service of the 

cloud tenant and its users or cloud providers. Second is a cloud tenant, who aims to attack another 

cloud tenant and his/her users or cloud provider. 
  

 
 

Figure 2 Cloud Data Center Infrastructure  [11] 

 

On the other hand, the Cloud provider could conduct another attack on the cloud. Cloud provider 

refers to the operator, who has privileged access to certain cloud components for maintenance or 
management, such as routers, switches or firewalls. The Cloud provider could exploit any of the 

aforementioned types of attacks to leak out information [11]. 

 

There are five threats related to the VMI which have been identified in the academic literature 
related to VMI: malware, data leakage, unauthorized access, compromised disk image and risk of 

non-compliance [7–11]. 

 

 Data leakage represents the intentional or unintentional leaking of sensitive information. 
This occurs when a user publishes his/her image without removing personal information. 

Sensitive information could include, for instance, cookies from the internet that can make 

it possible to extract sensitive information related to the image user. 
 

 Malware are  malicious software or virus that is situated inside the memory of VMI. 

Malware could affect the security of the VMI and might cause serious security issues for 
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the cloud. The malicious VMI, which includes malware, helps the attacker to bypass the 
security countermeasures, such as the firewall or the intrusion detection system. 

 

 Unauthorized access is an illegal access to a service without permission. These users 

could bypass the security mechanisms or use illegitimate accounts to access the VMI and 

threaten the confidentiality, availability and integrity of the VMI. 
 

 Compromised disk image could be disclosed during the storage stage due to someone 

installing malicious software on the VMI or someone gaining unauthorized access to the 

VMI. The disk image is vulnerable to outside attackers, and could also be susceptible to 
inside attacks such as malicious users or administrators. 

 

 Non-compliance represents storing in a repository, retrieving from a repository or 

running VMI with expired software or unlicensed Software. This could happen when a 

dormant image is not patched with the latest software updates or is not scanned for 
worms or malicious software. Expired software represents software with an expired 

license and will be detected when the image is active. 

 

3.3 Identifying Assets and Access Point 
 

The identified asset for this research is the VMI. As this research is accomplished on OpenStack, 
the Glance project is used to save and maintain the VMI in the cloud service. In addition, access 

points in the scenario of the VMI are achieved through the Glance project, the Nova project and 

Cinder in OpenStack. The VMI is copied from the Glance project to the local disk inside the 
compute/Nova project for the purpose of lunching an instance from the VMI. In addition, a 

flavour needs to be selected as well as additional attributes for the launching of the VM. Flavour 

represents a set of virtual resources. Flavour identifies the CPU number, RAM amount available 
and disk size. There are predefined flavours, thus allowing the user to choose the suitable option 

for their requested instance. The selected flavour provides root volume, which is labelled vda in 

Figure 3, as well as an additional storage, labelled vdb. Vdb will be deleted once the instance is 

deleted, as it is an ephemeral disk. Vdc is the virtual disk, which is connected to cinder volume. 
 

 
 

Figure 3 Instance Creation from an Image [13] 

 

Cinder volume is a persistent block storage service provided by OpenStack and can replace the 
ephemeral storage provided by the instance flavour vdb. The compute project is connected to the 
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cinder volume through iSCSI. Once the compute node starts to provision the vCPU and memory 
resources, the instance boots up from the vda (OpenStack, 2018; CVE Details, 2016). 

 

4. THREATS CLASSIFICATION 
 

The identified threats are classified into six types based on their effects. This is achieved using 
the STRIDE classification model as shown in Figure 4. STRIDE classification can be broken 

down as follows [18]: 

 

 Spoofing: happens when unauthorised users use the credentials of an authorised user or 
legitimate user with malicious behaviour trying to gain access to inaccessible assets. 

 

 Tampering: refers to changing the data or operation to perform an attack. Users can 

change the data or operation which is delivered to them and return said data, therefore 

manipulating client-side validation. 
 

 Repudiation: pertains to a situation whereby the user could deny his/her activity when 

there is no sufficient monitoring or recording of his/her activity while he/she is working 

on the system. 
 

 Information disclosure: occurs when information is exposed to unauthorised users who 

do not have right to access it. 

 

 Denial of service: a legitimate user is not willing to access a certain service because of 

malicious software, a lack of internet, or power failure. 
 

 Elevation of privilege: unauthorized users or attacker can elevate their role to a higher 

privileged role in the information system. 

 
Based on the definition of the identified threats in previous section and the above threats 

classification, threats are mapped to its equivalent in STRIDE classification model. Data leakage, 

data breaches or data lost is mapped to information disclosure and tampering as it affects data 
integrity and confidentiality[19].  

 

Malware is one of security threat that is used by an adversary to attack the VMI through spoofing 

as the adversary can hide his identity and send malware to victim therefore, malware is linked to 
spoofing category in STRIDE classification model [20]. In addition, tampering threatens the data 

integrity or operation flow. The adversary exploits being an authorized user to attachment 

malware in the system therefore, malware is classified as tampering in STRIDE classification 
model [21]. Furthermore, Malware might cause denial of service as the service is flooded by 

requests to initialize  instances  [22]. Information disclosure is another cause of malware as it is 

an effect of illegitimate user who exposes data  [23]. 
 

Unauthorized access is another security threats to the VMI. Spoofing is a method which can be 

exploited by attacker to perform unauthorized access to the VMI  as spoofing permits attackers to 

hide their identity from the security mechanism and gain unlawful access to the VMI [24].  In 
addition, information disclosure might be caused by unauthorized access to the VMI from an 

adversary which exposes data to unauthorized access and affects data confidentiality [25].   
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Moreover, unauthorized access is mapped to elevation of privilege as an attacker changes the 
users membership or their privileges [26]. 

 

Compromised disk image is a security problem that affects the VMI which is caused by 

tampering with data [27] or information disclosure[28].  
  

Non-compliance is a security issue for the VMI and needs to be considered. Non-compliance is 

mapped to Elevation of privilege in the STRIDE threats classification as if the VMI is not 
updated with latest policies or software updates which might lead to bypass authorization of the 

system [26]. 

 
 

Figure 4  STRIDE Classification for the VMI threats 

 

5. POTENTIAL ATTACK SCENARIOS FOR VMI 
 

There are a number of vulnerabilities in the Glance project, Cinder project and Nova project in 
OpenStack which could be exploited by an adversary to attack VMIs. Attacks might come from: 

 

 An adversary who has access to the Glance project, which is located in node 3 and node 

18. The Glance project represents an entry point. Nova initializes an instance after 

copying a VMI to the Nova local disk. A malicious user can exploit one of the 
vulnerabilities, namely CVE-2016-7498 (OpenStack: List of all products and related 

security vulnerabilities) in Nova; these vulnerabilities are located in nodes 8, 9,10, 11  

and 12 and perform an attack. Nova project represents here exit point to leak of 
information. 

 An adversary could exploit one of vulnerabilities, namelyCVE-2015-5162, CVE-2014-

7231, CVE-2014-7230, CVE-2014-3641 or CVE-2013-4183 (OpenStack : List of all 

products and related security vulnerabilities)  in the Cinder project; these vulnerabilities 
are located in node 3 and 18. Exploiting said vulnerabilities would make it possible to 

perform an attack, as the Cinder volume is used by the Nova project to run an instance. In 

this case, the Nova or Cinder projects represent an exit point for information disclosure. 
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 Another possible attack could happen when the cloud tenant uploads the VMI, alongside 

malicious software, to the Glance project, which is located in node 3 or 18, in order to 
implement an attack. An infected VMI might have security implications for the security 

of the cloud and represents an entry point. The malicious cloud tenant could exploit one 

of the vulnerabilities, namely CVE-2017-7200, CVE-2015-8234, CVE-2015-5163, CVE-

2015-3289 or CVE-2013-1840 (OpenStack : List of all products and related security 
vulnerabilities) in the Glance project to achieve an attack and threaten the security of the 

cloud; the Glance project therefore represents an exit point.   

 The cloud provider can achieve all types of attacks on the VMI as he/she has privileged 

access to resources in the area between the Glance, Nova and Cinder projects, and can 
harm the cloud security. 
 

TABLE 1 shows the severity of the vulnerabilities related to Nova, Cinder and Glance projects 

based on Common Vulnerability Scoring System (CVSS) [30]. In CVSS, the higher score shows 
the greater probability that the vulnerability could be exploited by an adversary. The 0 score 

represent the weak or no chance to conduct an attack whereas, 9.0 or 10.0 is very critical risk and 

can be exploited by an adversary  to perform an attack. 
 

Table 1 Nova, Cinder and Glance projects vulnerabilities with CVSS score 
 

CVE number 
NONE 

 

LOW 

 

MEDIUM 

 

HIGH 

 

CRITICAL 

 

 
0.0 0.1 - 3.9 4.0 - 6.9 

7.0 - 

8.9 
9.0 - 10.0 

Nova project vulnerability cvss score 

CVE-2016-7498 - - √ - - 

Cinder project vulnerability cvss score 

CVE-2015-5162 - - √ - - 

CVE-2014-7231 - √ - - - 

CVE-2014-7230 - √ - - - 

CVE-2014-3641 - - √ - - 

CVE-2013-4183 - √ - - - 

Glance project vulnerability cvss score 

CVE-2017-7200 - - √ - - 

CVE-2015-8234 - - √ - - 

CVE-2015-5163 - √ - - - 

CVE-2015-3289 - - √ - - 

CVE-2013-1840 - √ - - - 

 

6. THREAT AGENT 
 

Threat agent is the player who force a threat on the system. It is trying to expose the integrity and 
confidentiality of the information saved in the system. Threat gent is an act that is made 

intentionally or unintentionally to destroy the system. Threats agents could be result of the 

following [31]: 

 

 Natural disaster which comprises fire, flood, lighting or earthquake.  

 Terrorists are kinds of threat agents which includes political terrorists, religious terrorists 
or anarchists.  

https://www.cvedetails.com/cve/CVE-2016-7498/
https://www.cvedetails.com/cve/CVE-2015-5162/
https://www.cvedetails.com/cve/CVE-2014-7231/
https://www.cvedetails.com/cve/CVE-2014-7230/
https://www.cvedetails.com/cve/CVE-2014-3641/
https://www.cvedetails.com/cve/CVE-2013-4183/
https://www.cvedetails.com/cve/CVE-2017-7200/
https://www.cvedetails.com/cve/CVE-2015-8234/
https://www.cvedetails.com/cve/CVE-2015-5163/
https://www.cvedetails.com/cve/CVE-2015-3289/
https://www.cvedetails.com/cve/CVE-2013-1840/


128 Computer Science & Information Technology (CS & IT) 

 Competitors and organized crime that arise from commercial competitors who compete 

for resources such as a challenger trying to acquire a device firmware to harm its 
competitor’s reputation. 

 Thieves are threat agents who are associated with stealing mostly financial or personal 

data. 

 Hackers cloud be group of malicious individual, employees of an organization who may 

be disgruntled or script kiddies.  Hackers tend to use applications and tools that are 

developed by others such as viruses, worms or phishing.   
 

There are two essential skills which help attackers to achieve an attack: reconnaissance skills and 

arsenal size. The reconnaissance skills represents the ability of an attacker to synthase accurate 
information regarding the target system. High reconnaissance skills expend the likelihood that 

will acquire enough information regards the target system while low reconnaissance skills 

illustrate that the attacker has no sufficient information to perform successful attack. Arsenal size 

represents the number of usable exploits at attacker’s disposal. The strength of an attacker is 
evaluated by their ability to acquire or develop a large arsenal of obtainable exploits and 

reconnaissance skills which help to make a successful attack [32].  

 
In the scenario of VMI, the attacker has sufficient information about OpenStack system. The 

attacker has a clear idea about where VMI is saved, where an instance is initialized which 

represent reconnaissance skills. Whereas, vulnerabilities that could be exploited to perform an 
attack in the projects of Cinder, Nova and Glance projects represents arsenal size. An attacker 

needs to have certain skills to exploit one of the vulnerabilities in Cinder, Nova or Glance project 

to perform the attack on the VMI. 

 
To exploit the vulnerability in Nova project: 

 

 The vulnerability namely CVE-2016-7498 (OpenStack: List of all products and related 

security vulnerabilities) required from the attacker to be logging on the OpenStack 
project as a legitimate user through command line or via desktop session or web 

interface. This vulnerability has very low access complexity to be exploited. In this 

vulnerability, the attacker exploit it to delete the instance while it is in resize state and 
cause denial of service. 

To exploit the vulnerabilities in Cinder project: 

 The vulnerability namely CVE-2015-5162, it is required from the attacker to create and 

upload a crafted disk image with malicious software to cause denial of service.  This 

vulnerability occurs because image parser does not limit the qemu image calls.  

 Another vulnerability in Cinder CVE-2014-7231 causes information disclosure when 
exploited. It is important that the attacker needs to be local user in order to read the log 

file to obtain the password related to in strutils.mask_password function and can leak 

information.  

 For vulnerability CVE-2014-7230 required the same skills needed in the vulnerability 
CVE-2014-7231 but, to obtain the password to read the log is acquired from 

processutils.execute function. This vulnerability causes information disclosure. 

 The vulnerability CVE-2014-3641 required form the attacker to be logged to the system 

through desktop session, command line or web interface. This vulnerability does not 
require sophisticated knowledge to be exploited. The attacker needs to be remotely 
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authenticated to obtain data from cinder volume by cloning and attaching the volume to 
the header of crafted qcow2 header. 

 In CVE-2013-4183, the attacker requires to be a local user to obtain sensitive information 

from snapshot of the VMI. This vulnerability leaks information from clear_volume 

function in LVM Volume Driver in OpenStack Cinder as it does not clear data properly 

when deleting the snapshots. 
 

To exploit the vulnerabilities in Glance project:  

 The vulnerability CVE-2017-7200, masked network port scan is performed by an 

attacker using the image Service API v1. It is possible for an attacker to create an image 
with URL using the v1. The internal network could be monitored by an attacker while 

appearing masked.  

 The vulnerability CVE-2015-8234, it is required from remote authenticated attacker to 

create a crafted image to bypass the signature verification process in order to attack MD5.  

 To exploit the vulnerability CVE-2015-5163, it is required from an attacker to be 

authenticated as local user to read an arbitrary files through crafted backing file for the 
qcow2 image to leak information.  

 Another vulnerability in Glance project CVE-2015-3289 permits an adversary to cause 

denial of service through continuously using import task flow API to create images and 

delete them. 

 The vulnerability CVE-2013-1840 in Glance project allows a remote authentication 
attacker to obtain the operator’s backend credentials via request for a cache image.  

 

Table 2 shows the required skills to exploit a certain vulnerability. 
 

Table 2 Skills required by an attacker to exploit a vulnerability and Vulnerability Type 
 

CVE number 
OpenStack 

Project 
Skills to attack the vulnerability 

Vulnerability 

Type 

CVE-2016-7498 Nova login as authenticated user denial of service 

CVE-2015-5162 Cinder create and upload crafted disk image denial of service 

CVE-2014-7231 
Cinder login as authenticated user to read log 

files 

information 

disclosure 

CVE-2014-7230 
Cinder login as authenticated user to obtain 

password 

information 

disclosure 

CVE-2014-3641 
Cinder access through desktop session, 

command line and web interface 

information 

disclosure 

CVE-2013-4183 
Cinder remotely authenticated information 

disclosure 

CVE-2017-7200 
Glance perfume mask network scan information 

disclosure 

CVE-2015-8234 Glance created crafted image bypass restriction  

CVE-2015-5163 
Glance login as authenticated user information 

disclosure 

CVE-2015-3289 Glance login as authenticated user denial of service 

CVE-2013-1840 
Glance remotely authenticated  information 

disclosure 

 

https://www.cvedetails.com/cve/CVE-2016-7498/
https://www.cvedetails.com/cve/CVE-2015-5162/
https://www.cvedetails.com/cve/CVE-2014-7231/
https://www.cvedetails.com/cve/CVE-2014-7230/
https://www.cvedetails.com/cve/CVE-2014-3641/
https://www.cvedetails.com/cve/CVE-2013-4183/
https://www.cvedetails.com/cve/CVE-2017-7200/
https://www.cvedetails.com/cve/CVE-2015-8234/
https://www.cvedetails.com/cve/CVE-2015-5163/
https://www.cvedetails.com/cve/CVE-2015-3289/
https://www.cvedetails.com/cve/CVE-2013-1840/
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7. DISCUSSION 
 

In the literature review, five security threats have been identified and they are: malware, data 
leakage, unauthorized access, compromised disk image and risk of non-compliance that threatens 

the security of VMI. The identified threats was classified using STRIDE classification model as 

shown in Figure 4. The results of threats classification show that information disclosure is the 
most possible type that might occur as many security threats related to VMI lead to it. In addition, 

the identified vulnerabilities related to Nova, Glance and Cinder projects in OpenStack as shown 

in TABLE 2, it is obvious most of vulnerabilities when exploited by an adversary lead to 
information disclosure therefore, the threats that lead to information disclosure and the 

corresponding vulnerabilities need special attention to provide security for the VMI. 

 

8. CONCLUSION 
 
Threats modelling is the key element to identify security threats related to assets in the system. 

Threat modelling is used to identify security threats related to the VMI in cloud computing. The 

identified threats was classified to its threat type to study the effect of each individual threat that 

might cause when an attack happen on the VMI. Potential attack scenarios were drawn based on 
the vulnerabilities found in projects where the VMI store and launch with the skills required from 

the attacker to perform an attack. In light of the threat classification, the attack scenario and the 

vulnerabilities related to Glance, Nova and Cinder, it can be seen that most of the vulnerabilities 
when exploited by an attacker cloud result in information disclosure which needs to be 

considered. 
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MULTI-TIER DEPENDENCY
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ABSTRACT

For a cloud service provider, delivering optimal system performance while fulfilling Quality of Service
(QoS) obligations is critical for maintaining a viably profitable business. This goal is often hard to attain
given the irregular nature of cloud computing jobs. These jobs expect high QoS on an on-demand fash-
ion, that is on random arrival. To optimize the response to such client demands, cloud service providers
organize the cloud computing environment as a multi-tier architecture. Each tier executes its designated
tasks and passes the job to the next tier; in a fashion similar, but not identical, to the traditional job-shop
environments. An optimization process must take place to schedule the appropriate tasks of the job on the
resources of the tier, so as to meet the QoS expectations of the job. Existing approaches employ scheduling
strategies that consider the performance optimization at the individual resource level and produce opti-
mal single-tier driven schedules. Due to the sequential nature of the multi-tier environment, the impact of
such schedules on the performance of other resources and tiers tend to be ignored, resulting in a less than
optimal performance when measured at the multi-tier level.

In this paper, we propose a multi-tier-oriented job scheduling and allocation technique. The scheduling and
allocation process is formulated as a problem of assigning jobs to the resource queues of the cloud com-
puting environment, where each resource of the environment employs a queue to hold the jobs assigned to
it. The scheduling problem is NP-hard, as such a biologically inspired genetic algorithm is proposed. The
computing resources across all tiers of the environment are virtualized in one resource by means of a single
queue virtualization. A chromosome that mimics the sequencing and allocation of the tasks in the proposed
virtual queue is proposed. System performance is optimized at this chromosome level. Chromosome manip-
ulation rules are enforced to ensure task dependencies are met. The paper reports experimental results to
demonstrate the performance of the proposed technique under various conditions and in comparison with
other commonly used techniques.

KEYWORDS
Cloud Computing, Task Scheduling and Allocation, QoS Optimization, Load Balancing, Genetic Algorithms

1. INTRODUCTION

The advent of cloud computing has emerged as one of the latest revolutions of computing paradigms
[1–4]. It leverages a set of existing technologies and computing resources pooled in a cloud data
center. Clients utilize cloud resources to perform complex tasks that are not easily achievable by
their own infrastructure. Such resources are broadly accessed and provided as a service to clients
on-demand, thus mitigate the complexity and time associated with the purchase and deployment
of a traditional physical infrastructure at the client’s side.

Typically, cloud computing environments experience variant workloads that entail client jobs of
different QoS expectations, tardiness allowances, and computational demands. Jobs can be delay-
sensitive and tightly coupled with client satisfactions, and thus cannot afford SLA violation costs.
Such workload variations often occur within a short period of time and are not easily predictable,
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causing system bottlenecks and thus execution difficulties on cloud resources to fulfill such expec-
tations [5]. It is imperative that a cloud service provider efficiently accommodates and responds to
such demands in a timely manner, so that client experience and system performance are optimized.

Thus, the scheduling in cloud computing has become a driving theme to support a scalable infras-
tructure that formulates optimal workload schedules on cloud resources and mitigates potential
SLA violation penalties [6, 7]. The conundrum of a cloud service provider resolves around concil-
iating these conflicting objectives. A service provider may adopt admission control mechanisms
to drop extra incoming jobs, however the likelihood of SLA violations and thus dissatisfied clients
increase, which thus incurs SLA penalties on the client and service provider. In contrast, a ser-
vice provider may often over-allocate resources to distinctly meet the incremental client demands
and thus alleviate SLA violations, however it runs the risk of increasing the operational cost and
leaving resources under-utilized.

A major limitation in schedulers of existing approaches is that they often optimize the performance
of schedules at the individual resource level of a single-tier environment. However, it is typical
that formulating schedules in a complex multi-tier cloud environment is harder than a traditional
single-tier environment because of dependencies between the tiers. A performance degradation in
a tier would propagate to negatively affect the performance of schedules in subsequent (dependent)
tiers, thus causing the SLA violation penalties and likelihood of dissatisfied clients to increase.

Overall, such schedulers in their optimization strategies fail to capture QoS expectations and their
associated penalties in a multi-tier environment. This paper presents a penalty-based multi-tier-
driven load management approach that contemplates the impact of schedules in a tier on the per-
formance of schedules constructed in subsequent tiers, thus optimizes the performance globally
at the multi-tier level of the environment. The proposed approach accounts for tier dependencies
to mitigate the potential of shifting and escalation of SLA violation penalties when jobs progress
through subsequent tiers. Because the scheduling problem is NP-hard, a biologically inspired
genetic algorithm supported with virtualized and segmented queue abstractions are proposed to
efficiently seek (near-)optimal schedules at the multi-tier level, in a reasonable time.

2. BACKGROUND AND RELATED WORK

Scheduling and allocation of jobs have been presented in the literature among the challenging
problems in cloud computing for the past few years [8–11]. Jobs are to be effectively scheduled
and consolidated on fewer resources to deliver better system performance. Existing approaches
investigate the problem from various perspectives, mostly tackled in a single-tier environment sub-
ject to common conflicting optimization objectives. The makespan and response time of jobs, as
well as the resource utilization are typically the performance optimization metrics used to assess
the efficacy of service delivery in achieving better user experience/satisfaction and SLA guaran-
tees. Because the scheduling problem is NP-hard, the efficacy of scheduling approaches depends
not only on fulfilling client demands and QoS obligations, but also on optimizing system perfor-
mance.

Existing approaches employ different tardiness cost functions to quantify SLA violation penal-
ties, so as to optimize the performance of schedules and mitigate their associated penalties. Chi
et al. [12] and Moon et al. [13] adopt a stepwise function to represent different levels of SLA
penalties. However, the stepwise function does not exactly reflect QoS penalty models required
to tackle SLA violations of real systems. This function would typically incur a sudden change
in the SLA penalty (increment/decrement from a level to another) when a slight variation in the
job’s completion time occurs at the transient-edge of two consecutive steps of the function, which
is inaccurate. In addition, a fixed penalty level would be constantly held for each period of SLA
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violations, which thus inaccurately incurs equal SLA penalties for different service violation times
in the same step-period. Also, formulating the cost value of each penalty level with respect to SLA
violation times is still to be precisely tackled.

In addition, Stavrinides et al. [14] use a linear monetary cost function to quantify multiple penalty
layers (categories) of SLA violations. The tardiness metric, represented by the completion time of
client jobs, is employed to calculate the cost incurred from the different layers of SLA violations.
They investigate the effect of workloads of different computational demands on the performance
of schedules in a single-tier environment, focusing on fair billing and meeting QoS expectations
of clients. However, the linear function would not reflect the monetary cost of SLA violations
in real systems, thus the performance and optimality of schedules formulated based on such cost
calculations would be affected.

Furthermore, improved Min-Min and Max-Min scheduling are widely employed to tackle the
problem by producing schedules at the individual resource level of the tier. Rajput et al. [15] and
Chen et al. [16] present Min-Min based scheduling algorithms to minimize the makespan of jobs
and increase the resource utilization in a single-tier environment. Generally, a Min-Min approach
schedules the job with the minimum completion time on the resource that executes the job at the
earliest opportunity, yet negatively affects the execution of jobs with larger completion times [17].
In contrast, a Max-Min based approach typically utilizes powerful resources to speedup the execu-
tion of jobs with the maximum completion times, however produces poor average makespan [18].

In their optimization strategies, the Min-Min and Max-Min based approaches rely primarily on
the computational demands of jobs to produce optimal schedules at the resource level. They fail
to produce minimum penalty schedules that accurately account for QoS obligations of jobs at
the multi-tier level, which would negatively impact provider’s SLA commitments. In addition,
such approaches do not consider tier dependencies of a multi-tier cloud environment, thus SLA
violation penalties of schedules at the resource level would propagate to escalate in subsequent
tiers, which would negatively impact system performance.

Some approaches focus on balancing the workloads among resources, as well as employing differ-
ent strategies to speedup job executions [19, 20]. Maguluri et al. [21] present a throughput-optimal
algorithm that tackles the execution of jobs with unknown sizes. However, a throughput-based
scheduling generally disregards the actual job running times in resources, and instead, focuses on
queue lengths measured by the number of jobs, which is not necessarily accurate.

Redundancy-based strategies are also adopted and proven to speedup the execution of jobs [22,
23]. For instance, Nahir et al. [24] present a replication-based balancing algorithm that aims
at minimizing the queueing overhead and the job’s response time. Multiple copies (replicas) of
each client’s job are created and distributed on resource queues of a tier. Once a copy of the job
completes the execution from a resource, other copies are deleted from the other resource queues.
In addition, Kristenet et al. [25, 26] present the power of d choices for redundancy to send copies
of a job to only d resources selected at random, so as to reduce the number of duplicated jobs in
resource queues of the tier.

However, the optimization strategy of replication-based approaches does not employ the different
QoS obligations and demands of jobs, thus, would not mitigate SLA violation penalties. If the
mechanisms of admission control and resource over-allocation are not adopted, a replication-based
approach might overload resource queues of tiers with a significant amount of jobs. Thus, the
scheduler would potentially experience difficulties in managing the execution of such workloads
to meet such QoS obligations at the multi-tier level.

Similar balancing approaches are widely adopted such as Least Connection (LC) weighted algo-
rithms, Round Robin (RR) weighted algorithms [27], Random selection, and Shortest-Queue [28,
29]. These balancing approaches are provided as a service by popular cloud providers such as
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Windows Azure, Amazon ELB, and HP-CLB [30]. Also, Wang et al. [31] and Lu et al. [32]
present the Join-Idle-Queue (JIQ) balancing algorithm that assigns incoming jobs to only idle re-
source queues in a single-tier environment. Multiple dispatchers are employed to hold incoming
jobs; each dispatcher keeps IDs of idle resources in the tier.

However, the JIQ-based balancing algorithm does not account for QoS expectations of jobs when
a scheduling decision is made. Thus, high priority and delay-intolerant jobs might have to wait in a
dispatcher to get an idle resource, while simultaneously some other delay-tolerant jobs in another
dispatcher have already got idle resources for execution. In a complex multi-tier environment, the
former balancing approaches would produce schedules that are poor in performance because they
neither effectively reflect the system state nor account for dependencies between the tiers, and thus
would not accurately meet the different QoS obligations of clients.

Furthermore, resource over-allocation is a viable option proven to provide high system perfor-
mance, meet client demands, and mitigate SLA violations. Typically, clients negotiate with the
service provider to submit estimates on the execution/completion times of their jobs. However,
such estimates often tend to be either underestimated or inaccurate. For this purpose, Reig et
al. [33] present an analytical predictor to infer job information and accordingly decide on the
minimum allocation of resources required to execute client jobs before their deadlines; that is, to
avoid inaccurate run-time estimates of clients and thus mitigate SLA violations. The scheduler
policy adopts a job rejection strategy in two different scenarios. A job is rejected when its QoS
obligations cannot be met, or when another higher priority job arrives to the system that negatively
impacts SLA obligations of both jobs. However, such rejection policies would incur harsh SLA
violation penalties on the client and service provider.

In addition, Hoang et al. [34] present a Soft Advance Reservation (SAR) method to meet SLA
requirements and tackle error-prone estimates on job executions provided by the clients. Generally
speaking, an over-sourced environment would reduce the likelihood of SLA violations and thus
dissatisfied clients, however it would be significantly costly to acquire and operate. In contrast, the
cloud service provider may allocate a small number of resources to reduce the operational cost,
but with the expense of rejecting or discarding jobs that the provider would not meet their QoS
expectations.

The meta-heuristic approaches are also presented to tackle scheduling problems in cloud comput-
ing environments [35–37]. Such approaches are adopted to efficiently solve NP-hard computational-
expensive problems, however the approaches deliver a near-optimal performance in a timely man-
ner and potentially reduce the running time of the scheduling algorithms. Goudarzi et al. [38]
present a heuristic-based allocation method to meet client SLAs and maximize the profit of the
service provider in a data center of multiple clusters. However, each cluster adopts a centralized
dispatcher associated with multiple resources comprising together a single-tier environment.

Zhang et al. [39] propose a meta-heuristic scheduling algorithm that provides near-optimal re-
source configurations so as to maximize the profit and minimize the response time of jobs, in a
centralized single-tier environment. Also, Zuo et al. [40] present an Ant Colony Optimization
based scheduling method that finds a balance between the system performance represented by the
makespan of jobs and the budget cost on the client. The former meta-heuristic approaches also
tackle the problem in a single-tier environment and typically aim at optimizing the performance
of schedules locally at the individual resource level of the tier, similar to Min-Min and Max-Min
based approaches. However, they do not support the complexity and obligations of the multi-tier
environment, therefore do not produce job schedules that are optimized at the multi-tier level and
thus would not accurately mitigate SLA penalties.

As a general observation, current scheduling approaches in cloud computing fail to contemplate
the impact of schedules optimized in a given tier on the performance of schedules on the subse-
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quent tiers. Such approaches do not effectively tackle dependencies between tiers of the multi-tier
cloud environment. Instead, the approaches evaluate the optimality of schedules at the individual
resource level of the single-tier environment, therefore SLA violation penalties in a tier would
typically shift to and escalate in subsequent tiers leading to a potential increase in the likelihood
of dissatisfied clients.

Furthermore, the reality is that clients of cloud computing have different computational demands
and strict QoS expectations. Client jobs demand for services from multiple cloud resources char-
acterized by multiple tiers of execution. Such jobs sometimes are delay-intolerant and tightly
coupled with client satisfactions, and thus cannot afford SLA violation penalties. Workload vari-
ations occur within a short period of time and are not easily predictable, thus causing execution
difficulties on the cloud service provider to fulfill such expectations and deliver optimal perfor-
mance. Due to resource limitations and the complexity incurred from the multi-tier dependencies,
formulating optimal schedules to satisfy various QoS obligations of client demands at the multi-
tier level while maintaining high system performance is not a trivial task.

In this paper, a penalty-oriented approach is proposed to influence scheduling in the multi-tier
cloud environment. The proposed approach contemplates tier dependencies to produce minimum-
penalty schedules at the multi-tier level. The SLA violation penalties of job schedules in a tier
are to be alleviated when jobs progress through subsequent tiers, and accordingly the performance
of such schedules is optimized globally at the multi-tier level. Since the problem is NP-hard, a
biologically inspired meta-heuristic approach along with system virtualized and segmented queue
abstractions are proposed to efficiently seek (near-)optimal schedules in a reasonable time.

3. PENALTY-ORIENTED MULTI-TIER SLA CENTRIC SCHEDULING

OF CLOUD JOBS

A multi-tier cloud computing environment consisting of N sequential tiers is considered:

T = {T1, T2, T3, ..., TN} (1)

Each tier Tj employs a set of identical computing resources Rj :

Rj = {Rj,1, Rj,2, Rj,3, ..., Rj,M} (2)

Each resource Rj,k employs a queue Qj,k that holds jobs waiting for execution by the resource.
Jobs with different resource computational requirements and QoS obligations are submitted to
the environment. It is assumed that these jobs are submitted by different clients and hence are
governed by various SLA’s. Jobs arrive at the environment in streams. A stream S is a set of jobs:

S = {J1, J2, J3, ..., Jl} (3)

The index of each job Ji signifies its arrival ordering at the environment. For example, job J1
arrives at the environment before job J2. Jobs arrive in random manner. Job Ji arrives at tier Tj
at time Ai,j via the queue of the job dispatcher JDj of the tier. It has a prescribed execution time
Ei,j at each tier. Each job has a service deadline which in turn stipulates a target completion time
C(t)i for the job Ji in the multi-tier environment.

Ji =
{
Ai,j , Ei,j , C(t)i

}
, ∀ Tj∈T (4)

Jobs submitted to tier Tj are queued for execution based on an ordering βj . As shown in Figure 1,
each tier Tj of the environment consists of a set of resources Rj . Each resource Rj,k has a queue
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Qj,k to hold jobs assigned to it. For instance, resource Rj,1 of tier Tj is associated with queue
Qj,1, which consists of 4 jobs (J6, J7, J8, and J10) waiting for execution. A virtual-queue is a
cascade of all queues of the tier as shown in Figure 2. The total execution time ETi of each job Ji
is as follows:

ETi =
N∑
j=1

Ei,j (5)

The target completion time C(t)i of job Ji represents an explicit QoS obligation on the service
provider to complete the execution of the job. Thus, the C(t)i incurs a service deadline DLi for
the job in the environment. The service deadline DLi is higher than the total prescribed execution
time ETi and incurs a total waiting time allowance ωALi for job Ji in the environment.

DLi = C(t)i −Ai,j
= ETi + ωALi

(6)

Each job Ji has a response timeRT βi that is a function of the total execution time ETi and the total
waiting time ωT βi .

RT βi =

N∑
j=1

(Ei,j + ω
βj
i,j) = ETi + ωT βi (7)

where ωβji,j represents the waiting time of job Ji at tier Tj ; βj is the ordering that governs the order

of execution of jobs at tier Tj . The ωT βi represents the total waiting time of job Ji spends waiting
for its turn to be executed at all tiers T of the environment, according to the ordering β. Each job
Ji has a departure time Di,j from tier Tj , which will be the arrival time Ai,j+1 of the job to the
next tier Tj+1.

β =
N⋃
j=1

βj (8)

As such, the time difference between the response time RT βi and the service deadline DLi repre-
sents the service-level violation time αβi of job Ji, according to the ordering β of jobs in tiers T of
the environment.

(RT βi −DLi) =

{
αβi > 0, The client is not satisfied
αβi ≤ 0, The client is satisfied

(9)

However, the execution time Ei,j of job Ji at tier Tj is pre-defined in advance. Therefore, the
resource capabilities of each tier Tj are not considered and, thus, the total execution time ETi
of job Ji is constant. Instead, the primary concern is on the queueing-level of the environment
represented by the total waiting time ωT βi of job Ji at all tiers T according to the ordering β.

Accordingly, the service-level violation time αβi of job Ji in the environment is subject to an SLA
that stipulates an exponential penalty curve %i:

%i = χ ∗ (1− e−ν(RT
β
i −DLi))

= χ ∗ (1− e−ν(ωT
β
i −ωALi))

= χ ∗ (1− e−ν(α
β
i ))

(10)
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Figure 1. System Model of the Multi-Tier Environment

where χ is a monitory cost factor and ν is an arbitrary scaling factor. As such, the total penalty
cost of stream l across all tiers is given by ϕ:

ϕ =

l∑
i=1

%i (11)

3.1. Multi-Tier Waiting Time Allowance ωALi Formulation
The performance of job schedules is formulated with respect to the multi-tier waiting time al-
lowance ωALi of each job Ji. Accordingly, the SLA violation penalty is evaluated at the multi-tier
level of the environment. The objective is to seek job schedules in tiers of the environment such
that the total SLA violation penalty of jobs would be minimized globally at the multi-tier level of
the environment.

The total waiting time ωT βi of job Ji currently waiting in tier Tp, where p<N , is not totally
known because the job has not yet completely finished execution from the multi-tier environment.
Therefore, the job’s ωT βi at tier Tp is estimated and, thus, represented by ωCX βi,p according to the

scheduling order β of jobs. As such, the job’s service-level violation time αβi at tier Tp would be
represented by the expected waiting time ωCX βi,p of job Ji in the current tier Tp and the waiting
time allowance ωALi incurred from the job’s service deadline DLi at the multi-tier level of the
environment.

αβi = ωCX βi,p − ωALi (12)

where the expected waiting time ωCX βi,p of job Ji at tier Tp incurs the total waiting time ωT βi of
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job Ji at the multi-tier level.

ωCX βi,p =
(p−1)∑
j=1

(ω
βj
i,j) + ωELi,p + ωRMβp

i,p (13)

where ωβji,j(∀j ≤ (p− 1)) represents the waiting time of job Ji in each tier Tj in which the job
has completed the execution in, ωELi,p represents the elapsed waiting time of job Ji in the tier
Tp where the job currently resides, and ωRMβp

i,p represents the remaining waiting time of job Ji
according to the scheduling order βp of jobs in the current holding tier Tp.

βj =

Mk⋃
k=1

I(Qj,k), ∀j∈ [1, N ] (14)

ωRMβj
i,j =

∀∑
h∈I(Qj,k), h precedes job Ji

Eh,j , ∀j∈ [1, N ] (15)

where I(Qj,k) represents indices of jobs in Qj,k. For instance, I(Q1,2) = {3, 5, 2, 7} signifies that
jobs J3, J5, J2, and J7 are queued inQ1,2 such that job J3 precedes job J5, which in turn precedes
job J2, and so on. However, the elapsed waiting time ωELi,j affects the execution priority of the
job. The higher the time of ωELi,j of job Ji in the tier Tj the lower the remained allowed time
of ωALi of job Ji at the multi-tier level, thus, the higher the execution priority of job Ji in the
resource.

The objective is to find scheduling orders β = (β1, β2, β3, . . . , βN ) for jobs of each tier Tj such
that the stream’s total penalty cost ϕ is minimal:

minimize
β

(ϕ) ≡ minimize
β

( l∑
i=1

N∑
p=1

(ωCX βi,p − ωALi)
)

(16)

3.2. Differentiated Waiting Time Allowance ωPTi,j Formulation
The performance of job schedules is formulated with respect to a differentiated waiting time ωPTi,j
of the job Ji at each tier Tj . The ωPTi,j is derived from the multi-tier waiting time allowance ωALi
of job Ji, with respect to the execution time Ei,j of the job Ji at the tier level relative to the job’s
total execution time ETi at the multi-tier level of the environment.

ωPT i,j = ωALi ∗
Ei,j
ETi

(17)

In this case, the higher the execution time Ei,j of job Ji in tier Tj , the higher the job’s differentiated
waiting time allowance ωPT i,j in the tier Tj . Accordingly, the SLA violation penalty is evaluated
at the multi-tier level with respect to the ωPTi,j of each job Ji.

The waiting time ωβji,j of job Ji at tier Tj would not be totally known until the job completely

finishes the execution from the tier, however, it can be estimated by ωPX βji,j according to the

current scheduling order βj of jobs in the tier Tj . As such, the service-level violation time αT βji,j
of job Ji in the tier Tj according to the scheduling order βj of jobs would be represented by the
expected waiting time ωPX βji,j and the differentiated waiting time allowance ωPTi,j , of the job in
the tier Tj .

αT βji,j = ωPX βji,j − ωPTi,j (18)
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αβi =
N∑
j=1

αT βji,j (19)

where αβi is the total service-level violation time of the job Ji at all tiers of the environment ac-
cording to the scheduling order β. The expected waiting time ωPX βji,j incurs the actual waiting

time ωβji,j of job Ji in tier Tj , and thus depends on the elapsed waiting time ωELi,j and the remain-

ing waiting time ωRMβj
i,j of the job Ji according to the scheduling order βj of jobs in the current

holding tier Tj .

ωPX βji,j = ωELi,j + ωRMβj
i,j (20)

The elapsed waiting time parameter ωELi,j of job Ji in tier Tj affects the job’s execution priority
in the resource. The higher the time of ωELi,j , the lower the remained time of the differentiated
waiting allowance ωPTi,j of job Ji in the tier Tj , therefore the higher the execution priority of the
job Ji in the resource, so as to reduce the service-level violation time αT βji,j of the job in the tier Tj
of the environment.

As such, the objective is to find scheduling orders β = (β1, β2, β3, . . . , βN ) for jobs of each tier
Tj such that the stream’s total penalty cost ϕ is minimal:

minimize
β

(ϕ) ≡ minimize
β

( l∑
i=1

N∑
j=1

(ωPX βji,j − ωPT i,j)
)

(21)

4. MULTI-TIER-BASED MINIMUM PENALTY SCHEDULING: A
GENETIC ALGORITHM FORMULATION

This paper is concerned with the SLA-driven, penalty-based scheduling of jobs in a multi-tier
cloud environment. The scheduling tackles tier dependencies by contemplating the impact of
schedules optimized in a given tier on the performance of schedules in subsequent tiers. Thus, the
potential of shifting and escalation of SLA violation penalties of schedules in a tier are mitigated
when jobs progress through tiers of the environment. It is desired to produce job schedules that
are penalty-minimum at the multi-tier level.

However, finding job schedules at the multi-tier level to minimize the SLA violation penalties is
an NP problem. Jobs can be tightly coupled with the client experience and QoS obligations. Given
the prohibitively large number of candidate schedules (permutations) of an excessive volume of
critical jobs with their computational complexity in a multi-tier environment, it is never desirable
to adopt the brute-force search strategy to seek minimum penalty schedules at the multi-tier level.
The dimensionality of the search space of the multi-tier environment demands for an effective
strategy that finds acceptable solutions. Thus, a meta-heuristic search strategy, such as Permutation
Genetic Algorithms (PGA), is a viable option for efficiently exploring and exploiting the large
space of scheduling permutations [41]. Genetic algorithms have been successfully adopted in
various problem domains and shown less computational effort [42]. They have undisputed success
in yielding near optimal solutions for large scale problems, in reasonable time [43].

Scheduling the client jobs entails two steps: (1) allocating/distributing the jobs among the different
tier resources. Jobs that are allocated to a given resource are queued in the queue of that resource;
(2) ordering the jobs in the queue of the resource such that their total SLA violation time is mini-
mal. What makes the problem increasingly hard is the fact that jobs continue to arrive, while the
prior jobs are waiting in their respective queues for execution. Thus, the scheduling process needs
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Figure 2. The System Virtual Queue

to respond to the job arrival dynamics to ensure that job execution at all tiers remains waiting-time
optimal. To achieve this, job ordering in each queue should be treated as a continuous process.
Furthermore, jobs should be migrated from one queue to another so as to ensure balanced job
allocation and maximum resource utilization. Thus, the two operators are employed to construct
optimal job schedules:

• The reorder operator is used to change the ordering of jobs in a given queue so as to find an
ordering that minimizes the total SLA violation time of all jobs in the queue.

• The migrate operator, in contrast, is used to exploit the benefits of moving jobs between the
different resources of the tier so as to reduce the total SLA violation time at the multi-tier
level. This process is adopted at each tier of the environment.

However, implementing the reorder/migrate operators in a PGA search strategy to create job
schedules at the multi-tier level of the environment is not a trivial task. This implementation
complexity can be relaxed by virtualizing queues of the tiers into one system virtual queue. As
shown in Figure 2, the system virtual queue is simply a cascade of the resource queues of the
multi-tier environment.

In this way, the reorder/migrate operators running at the queue/tier level are converged into simply
a reorder operator running at the multi-tier level. This system virtualization simplifies the PGA
solution formulation toward finding schedules that are penalty-minimum at the multi-tier level. A
consequence of this abstraction is the length of the permutation chromosome and the associated
computational cost. This system virtual queue will serve as the chromosome of the solution that
represents the scheduling of jobs on resource queues of tiers. An index of a job in this queue
represents a gene. The ordering of jobs in a system virtual queue signifies the order at which
the jobs in this queue are to be executed by the resource associated with that queue. Solution
populations are created by permuting the entries of the system virtual queue, using the order and
migrate operators. The system virtual queue in Figures 2 and 3 has six queues (Q1,1, Q1,2, Q1,3,
Q2,1, Q2,2, and Q2,3) cascaded to construct one system virtual queue.
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Figure 3. A System Virtualized Queue Genetic Approach

4.1. Evaluation of Schedules
The quality of a job schedule in a system virtual queue realization (chromosome) is assessed
by a fitness evaluation function. For a chromosome r in generation G, the fitness value fr,G is
represented by the SLA violation cost of the schedule in the system virtual queue computed at the
multi-tier level. Two different fitness evaluation functions are adopted in two different solutions:

fr,G =

{∑l
i=1(ωCX

β
i,p − ωALi), ωALi based Scheduling∑l

i=1(ωPX
βj
i,j − ωPT i,j), ωPT i,j based Scheduling

(22)

In both scenarios, the SLA violation cost of job Ji is represented by the job’s waiting time (either
ωCX βi,p or ωPX βji,j) according to its scheduling order β in the system virtual queue and the job’s
waiting allowance (either ωALi or ωPT i,j) incurred from the job’s deadline DLi at the multi-tier
level.

The normalized fitness value Fr of each schedule candidate is computed as follows:

Fr =
fr,G∑n

C=1(fC,G)
, r∈C (23)

Based on the normalized fitness values of the candidates, the Russian Roulette is used to select a
set of schedule candidates to produce the next generation population, using the combination and
mutation operators.
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4.2. Evolving the Scheduling Process
The job schedule of the system virtual queue is evolved to produce a population of multiple system
virtual queues, each of which represents a chromosome that holds a new scheduling order of jobs
in resource queues of the multi-tier environment. The crossover and mutation genetic operators
are applied on randomly selected system virtual queues from the current population to produce
the new population. Such operators explore and exploit the search space of possible scheduling
options without getting stuck in locally optimum solutions. The Single-Point crossover and Insert
mutation operators are used; rates of these operators in each generation are set to be 0.1 of the
population size.

The evolution process of schedules of the system virtual queues along with the genetic operators
are explained in Figure 3. Each segment in the system virtual queue corresponds to an actual
queue associated with a resource in the tier. In each generation, each segment is subject to one of
the following states:

• Maintain the same scheduling set and order of jobs held in the previous generation;

• Get a new scheduling order for the same set of jobs held in the previous generation;

• Get a different scheduling set and order of jobs.

For instance, queue Q2,3 of Chromosome (1,n) in the first generation maintains exactly the same
scheduling set and order of jobs in the final generation shown in queueQ2,3 of Chromosome (g,n).
In contrast, queue Q1,1 of Chromosome (1,1) in the first generation maintains the same scheduling
set of jobs in the final generation, yet has got a new scheduling order of jobs as shown in queue
Q1,1 of Chromosome (g,1). A similar observation is shown in queue Q2,1 of Chromosomes (1,C)
and (g,C) that has only got the scheduling order changed, however Q2,2 and Q2,3 of the same
tier have got the same scheduling set and order of jobs held in the first generation. On the other
side, some other queues would neither maintain the same scheduling set nor the same scheduling
order of jobs in the last generation, such as queue Q1,2 of Chromosomes (1,n) and (g,n). Thus,
if Chromosome (g,1) is later selected as the best chromosome of the genetic solution, the state of
the multi-tier environment is represented as follows:

• Queues of resources R1,2 and R1,3 of the first tier T1 would maintain the same schedules of
jobs of the first generation.

• The queue of resource R1,1 of the first tier T1 would just get a new scheduling order of the
same set of jobs held in the first generation.

• Queues of resources R2,1, R2,2, and R2,3 of the second tier T2 would hold totally new
schedules of jobs.

5. EXPERIMENTAL WORK AND DISCUSSIONS ON RESULTS

The adopted cloud environment in this paper consists of two tiers, each of which has 3 computing
resources. The jobs generated into the cloud environment are atomic and independent of each
other. A job is first executed on one of the computing resources of the first tier and then moves for
execution on one of the resources of the second tier. Each job is served by only one resource at a
time, as the scheduling strategy is non-preemptive.

Jobs arrive at the first tier and are queued in the arrival queue (tier’s dispatcher) of the environ-
ment. The arrival behaviour is modeled on a Poisson process. The running time of each job in
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a computing resource is assumed to be known in advance, generated with a rate µ=1 from the
exponential distribution function exp(µ=1) [44]. In each tier Tj , job migrations from a queue to
another queue are permitted. The waiting time allowance ωALi of each job Ji is generated with
respect to the job’s total execution time ETi at the multi-tier level of the environment as follows:

ωALi = ETi ∗ 20% (24)

Accordingly, the differentiated waiting time allowance ωPTi,j of each job Ji is generated using
Equation 17.

5.1. The Experimental Approach
Two experiments are conducted, the system virtualized queue and segmented queue. To seek opti-
mal schedules that produce minimum SLA penalty among all jobs at the multi tier level, the system
virtual queue is employed and the multi-tier-driven genetic algorithm operates on all queues of the
multi-tier environment simultaneously. The system virtual queue starts with an initial system-state
and a QoS penalty that represent a schedule β of jobs. The genetic solution finds an enhanced
schedule that reduces the SLA penalty of the system-state at the multi-tier level, which in turn
is translated into an enhanced schedule of jobs in the resource queues of tiers. In contrast, the
segmented queue scheduling employs the genetic solution to seek an optimal schedule at the in-
dividual queue level of the tiers, in a reduced search space, such that the QoS penalty is reduced
at the queue level of the tier and consequently at the multi-tier level. However, the penalty expo-
nential scaling parameter ν is set to be ν=0.01. In both experiments, each population employs 10
chromosomes.

5.2. QoS Penalty Scheduling Evaluation of the Waiting Time Allowance ωALi
The job schedules have been conducted according to the multi-tier waiting time allowance ωALi
of each job Ji. The service-level violation time of each job Ji is measured at the multi-tier level
with respect to the ωALi of the job; accordingly, the SLA violation penalty payable by the service
provider is quantified. The system virtualized queue and segmented queue genetic solutions are
used to efficiently seek optimal job schedules. Overall, the scheduling approach has been proven
to enhance the performance by producing optimal job schedules that reduce the total service-
level violation time of jobs and their associated SLA penalty globally at the multi-tier level of the
environment (as shown in Figures 4 and 5, as well as Tables 1 and 2).

 

 

(a) System-Level (Total of 46
Jobs)

 

 

(b) Tier-1 (21 Jobs)

 

 

(c) Tier-2 (25 Jobs)

Figure 4. System Virtualized Queue Scheduling with Respect to Multi-Tier ωALi

The scheduling approach along with the system virtualized queue genetic solution has been applied
to seek an optimal scheduling of jobs. Figure 4 and Table 1 represent a state of a multi-tier
environment that contains 46 jobs; 21 jobs are allocated to tier T1 and 25 jobs are allocated to tier
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T2. At the start, the total service-level violation time of the initial scheduling order of the 46 jobs
on both tiers initiates with 184 units of violation time (as shown in Figure 4a). Then, the scheduling
approach along with the system virtualized queue genetic setup has formed an enhanced schedule
for the 46 jobs on resource queues of both tiers, that optimizes the performance at the multi-tier
level by 34% to reach 121 units of violation time. As a results, the SLA penalty payable by the
service provider is also optimized by 24%, a reduction from 1.2 for the initial schedule to 0.91 for
the enhanced schedule of the 46 jobs (as shown in Table 1).

Table 1. System Virtualized Queue Scheduling with Respect to Multi-Tier ωALi

Number
of Jobs

1 Initial2 Enhanced3 Improvement
Violation Penalty Violation Penalty Violation % Penalty %

System-Level, Figure 4a 46 184.39 1.2 121.69 0.91 34.01% 24.17%
Tier-1, Figure 4b 21 84.60 0.57 62.16 0.46 26.53% 18.91%
Tier-2, Figure 4c 25 99.80 0.63 59.53 0.45 40.35% 28.95%

1 Number of Jobs represents the total number of jobs in queues of the tier/environment. For instance, the first entry (46 jobs) shows that the multi-tier
environment contains 46 jobs in total. The second (21 jobs) and third (25 jobs) entries of the table mean that the 3 queues of tier-1 and tier-2 are allocated
21 and 25 jobs, respectively.

2 Initial Violation represents the total SLA violation time of jobs according to their initial scheduling before using the system virtualized queue genetic
solution.

3 Enhanced Violation represents the total SLA violation time of jobs according to their final/enhanced scheduling found after using the system virtualized
queue genetic solution.

The former enhancements achieved globally at the multi-tier level of the environment would con-
sequently optimize the performance of job schedules in each individual tier, thus, reduce the total
service-level violation time and SLA penalty of the virtual-queue of each tier. For instance, the
initial schedule of the virtual-queue (25 jobs) of tier T2 shown in Figure 4c began with 99.8 units
of violation time. Then, the performance has been optimized by 40% to reach 59.5 units of viola-
tion time for the enhanced schedule of jobs as a consequence of applying the scheduling approach
along with the system virtualized queue genetic setup. As such, the total SLA penalty of jobs
at tier T2 has been reduced by 28.95% (as shown in Table 1). Similarly, the results reported in
Figure 4b and Table 1 demonstrate the effectiveness of the system virtualized queue scheduling
approach in reducing the total service-level violation time and penalty of the virtual-queue (21
jobs) of tier T1 by 26.5% and 18.9%, respectively.

Table 2. Segmented Queue Scheduling with Respect to Multi-Tier ωALi

Number
of Jobs

Initial4 Enhanced5 Improvement
Violation Penalty Violation Penalty Violation % Penalty %

System-Level, Figure 5a 77 333.37 2.537 181.26 1.56 45.63% 38.51%
Resource-1 Tier-1, Figure 5b 10 62.13 0.463 17.34 0.16 72.09% 65.59%
Resource-2 Tier-1, Figure 5c 12 38.93 0.322 26.84 0.24 31.05% 27.00%
Resource-3 Tier-1, Figure 5d 12 43.08 0.350 28.41 0.25 34.06% 29.35%
Resource-1 Tier-2, Figure 5e 14 67.57 0.491 33.43 0.28 50.52% 42.15%
Resource-2 Tier-2, Figure 5f 15 59.86 0.450 33.77 0.29 43.58% 36.37%
Resource-3 Tier-2, Figure 5g 14 61.80 0.461 41.46 0.34 32.91% 26.37%
4 Initial Violation represents the total SLA violation time of jobs according to their initial scheduling before using the segmented queue genetic solution.
5 Enhanced Violation represents the total SLA violation time of jobs according to their final/enhanced scheduling found after using the segmented queue genetic

solution.

In contrast, the scheduling approach with the segmented queue genetic solution has been applied
on each individual queue of the tier to seek an optimal scheduling of jobs in that queue. The results
(reported in Figure 5 and Table 2) demonstrate the effectiveness of this scheduling approach in
optimizing the performance of the job schedule of 77 jobs in the environment so as to reduce the
service-level violation time and SLA penalty. Tier T1 is allocated 34 jobs distributed into 12, 10,
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Figure 5. Segmented Queue Scheduling with Respect to Multi-Tier ωALi

and 12 jobs in the resource queues Q1,1, Q1,2, and Q1,3, respectively. On the other side, tier T2
contains 43 jobs whereby Q2,1 is allocated 12 jobs, Q2,2 10 jobs, and Q2,3 12 jobs.

The initial schedule of the 77 jobs in resource queues of both tiers has at the beginning started
with 333 units of violation time at the multi-tier level of the environment, as shown in Figure 5a.
Then, the scheduling approach with the segmented queue genetic setup has been applied on each
individual queue of each tier. This scheduling approach has formed an enhanced scheduling of
jobs in each queue that has reduced, at the multi-tier level, the total service-level violation time
of jobs by 45% to reach 181 units of violation time. As a result, the total SLA violation penalty
payable by the service provider has been optimized by 38.5%, a reduction from 2.537 for the
initial scheduling to 1.56 for the enhanced scheduling of jobs.

Similar observations are in order with respect to improving the total service-level violation time
and SLA penalty of each individual resource-queue in each tier as a result of employing the seg-
mented queue genetic solution. For instance, the resource-queue Q1,1 of tier T1 shown in Fig-
ure 5b contains 10 jobs, but its total service-level violation time and penalty is reduced by 72%
and 65.6%, respectively.

Thus, the system virtualized queue and segmented queue genetic solutions have efficiently ex-
plored a big solution search space using a small number of genetic iterations to achieve such
enhancements. Figure 4b shows that the system virtualized queue required a total of only 1,000
genetic iterations to efficiently seek an optimal schedule of jobs in tier T1, each iteration em-
ploys 10 chromosomes to evolve the optimal schedule. As such, 10×103 scheduling orders are
constructed and genetically manipulated throughout the search space, as opposed to 21! (approxi-
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mately 5×1019) scheduling orders if a brute-force search strategy is employed to seek the optimal
scheduling of jobs. Similar observations are in order with respect to the results reported on the
segmented queue genetic solution.

5.3. QoS Penalty Scheduling Evaluation of the Differentiated Waiting Time ωPTi,j
The job schedules have been conducted according to the differentiated waiting time allowance
ωPTi,j of each job Ji at the tier level, which is derived from the waiting time allowance ωALi of
the job at the multi-tier level of the environment. Thus, the service-level violation time of each job
Ji is measured with respect to the ωPTi,j of the job in the tier, and accordingly the SLA violation
penalty payable by the service provider is quantified. The system virtualized queue and segmented
queue genetic solutions are used to efficiently seek optimal scheduling orders of jobs. Overall, the
efficacy of the scheduling approach has been proven to produce optimal schedules that reduce the
total service-level violation time of jobs and their associated SLA penalty at the multi-tier level of
the environment (as shown in Figures 6 and 7, as well as Tables 3 and 4).

 

 

(a) System-Level (Total of 58
Jobs)

 

 

(b) Tier-1 (26 Jobs)

 

 

(c) Tier-2 (32 Jobs)

Figure 6. System Virtualized Queue Scheduling with Respect to Differentiated ωPT i,j

Figure 6a and Table 3 represent a multi-tier environment that comprises 58 jobs; 26 jobs are
allocated in tier T1 and 32 jobs are allocated in tier T2. At the start, the schedule of the 58 jobs
in both tiers produced 219.5 units of violation time. After the scheduling approach along with
the system virtualized queue genetic solution is applied on the tiers, an enhanced schedule for
the 58 jobs in both tiers has been formed. Consequently, the service-level violation time of the
enhanced scheduling of jobs is optimized at the multi-tier level by 31.85% to reach 149.6 units of
violation time. As a result, the associated SLA violation penalty presented in Table 3 is optimized
by 21.64%, a reduction from 1.34 for the initial schedule to 1.05 for the enhanced schedule of
jobs. Similarly, such enhancements reduce the total violation time and SLA penalty of the virtual
queue of each individual tier (as shown in Figures 6b and 6c, as well as Table 3). For instance,

Table 3. System Virtualized Queue Scheduling with Respect to Differentiated ωPT i,j

Number
of Jobs

1 Initial2 Enhanced3 Improvement
Violation Penalty Violation Penalty Violation % Penalty %

System-Level, Figure 6a 58 219.53 1.34 149.62 1.05 31.85% 21.64%
Tier-1, Figure 6b 26 112.47 0.68 68.03 0.49 39.51% 26.91%
Tier-2, Figure 6c 32 107.07 0.66 81.58 0.56 23.80% 15.14%

1 Number of Jobs represents the total number of jobs in queues of the tier/environment. For instance, the first entry (58 jobs) shows that the multi-tier
environment contains 58 jobs in total. The second (21 jobs) and third (25 jobs) entries of the table mean that the 3 queues of tier-1 and tier-2 are allocated
26 and 32 jobs, respectively.

2 Initial Violation represents the total SLA violation time of jobs according to their initial scheduling before using the system virtualized queue genetic
solution.

3 Enhanced Violation represents the total SLA violation time of jobs according to their final/enhanced scheduling found after using the system virtualized
queue genetic solution.
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Figure 7. Segmented Queue Scheduling with Respect to Differentiated ωPT i,j

the violation time and SLA penalty of the virtual-queue (26 jobs) of tier T1 have respectively been
reduced by 39.5% and 26.9%, as shown in Figure 6b.

Furthermore, similar observations are in order with respect to the segmented queue genetic solu-
tion shown in Figure 7 and Table 4, where the total service-level violation time and penalty of the
109 jobs in the resource queues of both tiers are reduced at the multi-tier level by 35.7% and 11%,
respectively. Also, these enhancements affect the total violation time and penalty of the job sched-
ules in each individual queue of each tier. For instance, the total violation time of Q1,1 (17 jobs)
shown in Figure 7b is reduced by 40.5%, which accordingly reduced the SLA violation penalty of
jobs in the queue by 29.5%.

Table 4. Segmented Queue Scheduling with Respect to Differentiated ωPT i,j

Number
of Jobs

Initial4 Enhanced5 Improvement
Violation Penalty Violation Penalty Violation % Penalty %

System-Level, Figure 7a 109 558.33 3.61 358.73 2.69 35.75% 25.49%
Resource-1 Tier-1, Figure 7b 17 94.88 0.61 56.49 0.43 40.46% 29.57%
Resource-2 Tier-1, Figure 7c 17 81.28 0.56 53.34 0.41 34.37% 25.70%
Resource-3 Tier-1, Figure 7d 15 78.71 0.54 54.11 0.42 31.26% 23.30%
Resource-1 Tier-2, Figure 7e 21 94.92 0.61 62.42 0.46 34.25% 24.25%
Resource-2 Tier-2, Figure 7f 16 92.29 0.60 57.35 0.44 37.86% 27.58%
Resource-3 Tier-2, Figure 7g 23 116.25 0.69 75.03 0.53 35.46% 23.21%
4 Initial Violation represents the total SLA violation time of jobs according to their initial scheduling before using the segmented queue genetic solution.
5 Enhanced Violation represents the total SLA violation time of jobs according to their final/enhanced scheduling found after using the segmented queue genetic

solution.

Computer Science & Information Technology (CS & IT) 149



5.4. Comparison of the Approaches
Figure 8 and Table 5 contrast the performance of the scheduling approaches with respect to the
total service-level violation time of jobs. The initial job schedules in the resource queues, and by
implication, that of the system virtualized and segmented queues are the same. The WRR-based
scheduling of jobs entails 3,812 units of violation time, whilst the WLC-based scheduling entails
3,563 units of violation time (as shown in Table 5). The scheduling approach along with the
system virtualized queue and segmented queue genetic solutions has been applied to efficiently
find optimized schedules that reduce the service-level violation time of jobs at the multi-tier level.

Table 5. Total SLA Violation Time

Multi-Tier
ωPTi,j Based Scheduling

Multi-Tier
ωALi Based Scheduling WLC WRRSystem

Virtualized Queue Segmented Queue System
Virtualized Queue Segmented Queue

1,859 2,495 2,363 2,700 3,563 3,812

The multi-tier based scheduling with respect to the total waiting allowance ωALi along with the
segmented queue genetic solution entails 2,700 units of violation time, a 29% reduction compared
with the WRR strategy and 24% reduction compared with the WLC strategy. For the system
virtualized queue genetic setup, the multi-tier ωALi based scheduling produces job schedules that
entail 2,363 units of violation time, which is a reduction of 38% compared with the WRR strategy
and 34% compared with the WLC strategy. 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Comparison of the Approaches

In contrast, the multi-tier based scheduling with respect to the differentiated waiting time al-
lowance ωPTi,j generally produces better performance than the multi-tier ωALi based scheduling.
The ωPTi,j based scheduling along with the system virtualized queue genetic solution has pro-
duced job schedules that entail 1,859 units of violation time, a reduction of 51% compared with
the WRR strategy and 48% compared with the WLC strategy. On the other side of using the seg-
mented queue genetic solution, the ωPTi,j based scheduling entails 2,495 units of violation time,
which gets 35% and 30% reductions compared with the WRR and WLC strategies, respectively.

Figure 8 depicts the average and maximum waiting performance of the scheduling strategies.
Though, the ωPTi,j based scheduling along with the system virtualized queue genetic strategy
shows the shortest average violation time and, therefore, the best performance among all the strate-
gies; approximately an average of 9 units of service-level violation time. Using the segmented
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queue genetic solution, the ωPTi,j based scheduling produces 13 units of average service violation
time, which is close to the multi-tier ωALi based scheduling along with the system virtualized
queue genetic solution that shows approximately 14 units of average violation time. Nevertheless,
the WRR and WLC job scheduling strategies delivered inferior performance.

Furthermore, similar observations are in order with respect to the maximum waiting performance.
The WRR and WLC scheduling strategies produce the highest values of the maximum violation
time of jobs, approximately 37 units of violation time for the WRR and 32 units of violation
time for the WLC. The ωPTi,j based scheduling along with the system virtualized queue genetic
strategy delivers the best performance in minimizing the total service-level violation time and thus
the lowest SLA penalty; a maximum of 16 units of violation time.

6. CONCLUSION

This paper presents a penalty-driven approach that addresses the optimal scheduling and alloca-
tion of jobs of various QoS obligations and computational demands in a multi-tier cloud environ-
ment. The approach employs the job’s waiting time and service-level violation time to measure the
penalty payable due to SLA violations, thus establishes a multi-tier-driven framework for quan-
tifying and facilitating the management of a penalty that a cloud service provider can utilize to
formulate penalty-based schedules.

The scheduling approach contemplates the impact of schedules optimized in a given tier on the
performance of schedules on subsequent tiers. The approach accounts for dependencies between
tiers of the cloud environment to produce minimum penalty schedules at the multi-tier level. The
performance of job schedules in a tier is optimized such that the potential of shifting and escalation
of SLA violation penalties are mitigated when jobs progress through subsequent tiers.

The multi-tier-based biologically inspired genetic algorithm efficiently facilitates optimal schedul-
ing of jobs, in a reasonable time. System virtualized and segmented queue abstractions mitigate
the operator complexities of the scheduling process at the multi-tier level. Each queue abstrac-
tion represents a realization of an execution scheduling order of jobs. The virtualized abstraction
collapses and reduces the solution search spaces of all queues of the multi-tier environment into a
simple search space with one searching operator, that helps using the PGA efficiently seek optimal
job schedules at the multi-tier level.

The scheduling approach employs the multi-tier waiting time allowance ωALi and the differen-
tiated waiting time allowance ωPTi,j of each job to make multi-tier-driven scheduling decisions.
Both experiments demonstrate the efficacy of the scheduling approach in optimizing the perfor-
mance of job schedules, thus minimizing the service-level violation time and penalty payable by
the cloud service provider at the multi-tier level. This scheduling approach with respect to both
types of waiting time allowances, along with the system virtualized queue genetic solution, pro-
duces superior performance compared with the WRR and WLC scheduling strategies.

7. FUTURE WORK

The penalty model presented in this paper treats the violation penalty of different job waiting
times to be identical. In fact, jobs of equal waiting times might not necessarily be similar in QoS
penalty as such jobs tend to have different sensitivities to waiting and SLA violation. Therefore, it
is imperative to design a penalty model that accounts for various QoS penalty classes, so that the
performance of schedules is optimized at the tier and multi-tier levels to reflect such sensitivities.
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ABSTRACT 
 

IoT (Internet of Things), represents many kinds of devices in the field, connected to data-centers 

via various networks, submitting data, and allow themselves to be controlled. Connected 

cameras, TV, media players, access control systems, and wireless sensors are becoming 

pervasive. Their applications include Retail Solutions, Home, Transportation and Automotive, 

Industrial and Energy etc. This growth also represents security threat, as several hacker attacks 

been launched using these devices as agents. We explore the current environment and propose a 

quantitative and qualitative trust model, using a multi-dimensional exploration space, based on 

the hardware and software stack. This can be extended to any combination of IoT devices, and 

dynamically updated as the type of applications, deployment environment or any ingredients 
change. 
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Edge Computing, Security, Adaptive learning, Trust model, Threats, Cloud Computing, 
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1. INTRODUCTION 
 

Security concerns [1] abound with the emergence of IoT devices in Cloud Computing. A recent 
DDOS (Distributed Denial of Service) attack was launched using hijacked home security 

cameras, while in another instance private video clips were stolen and posted on Internet. 

Vulnerabilities in other unprotected devices, such as home appliances (TV, Fridge) on a network 
can be used to launch a cyber attack. 

 

IoT devices are constantly collecting data about an environment or individuals, which can be 

potentially shared with third parties compromising privacy. It can range from personal 
preferences of web-browsing habits, TV channels selection, or images from home security 

cameras. In addition, there are security concerns if access controls to these IoT devices are 

compromised. An example is of someone hacking into a home control system to open garage 

doors or alter air-conditioning settings. While the latter may represent a minor inconvenience for 
a homeowner, if done for many homes at once can result in an overload of the local electric grid. 

Furthermore, if these devices connect to a service provider then its servers can be accessed via the 

devices to compromise its security.  If IoT devices are located in a factory then an unauthorized 
access can be used to harm the equipment or products being manufactured. If these IoT devices 

are deployed in a hospital, then patient care can be compromised. At an individual level, it may 

mean incorrect readings from a blood sugar monitor resulting in inappropriate dosage of insulin, 
potentially with fatal consequences. 
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Fig 1: Growth in IoT devices over the years [2] 

 

2. BACKGROUND 
 

Another emerging trend is a Cloud driven by things vs. current Cloud Computing mostly driven 

by people, as cameras and wireless sensors are becoming pervasive [2]. Growth of IOT devices, 
and distribution between consumers and business are shown in Figure 1. Their applications 

include Retail Solutions, Home, Transportation and Automotive, Industrial and Energy etc. An 

example of retail industry is Amazon’s user-facing portals where customers can visualize things 
and transact them. An example of Transportation and Automotive is a Software Defined Cockpit 

in a commercial aircraft, or an autonomous vehicle. An example of manufacturing is a smart 

factory with robots or energy savings in a building. Lastly, additional market segments such as 
health, print imaging, gaming and education are being digitized at an unprecedented rate. The 

phrase “Internet of things” was first used by British technology visionary Kevin Aston in 1999. 

His perception was to think of “objects in physical world connected by sensors”. Internet 

Architecture Board (IAB) RFC 7452 provides the definition of IoT, as follows: 
 

"Internet of Things" (IoT) denotes a trend where a large number of embedded devices employ 

communication services offered by Internet protocols. Many of these devices, often called "smart 
objects,’’ are not directly operated by humans, but exist as components in buildings or vehicles, 

or are spread out in the environment. Four basic communication models for IoT are: 

 

1. Device to device 
2. Device to cloud 

3. Device to gateway 

4. Backend data sharing model 
 

We are more interested in #2 and #4, as both involve Cloud services. An example is shown in 

figure 2, of home appliances such as a thermostat controlled A/C connected to Cloud for better 
energy management [3] 
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Fig 2: Cloud based energy management, monitoring and optimization [3] 

 

3. SECURITY ATTACKS USING IOT DEVICES 
 
For ensuring trust in IoT based Cloud Computing, it has to start with a trusted environment, 

trusted protocols and tamper proof components. Vendors need to provide “anti-tamper” solutions. 

Software upgrades in the field are needed for any bug fixes during the lifetime of an IoT device. 
A secure channel must exist to provide signed data that are transmitted and installed in the field, 

e.g., on a car or TV at home. In our door example, the vendor needs to provide an anti-tamper 

solution, to prevent someone locally changing the firmware or settings in an unauthorized 
manner. Even remote software upgrades are authenticated, as unprotected home appliances can be 

used to launch cyber attacks, e.g., someone using a collection of botnets to launch a DDOS attack 

on a Cloud server, where a botnet refers to one or more IoT devices being remotely controlled 

like a robotic army. Besides security, there are privacy concerns, as home sensors are collecting 
data about individuals that can be shared with third parties for commercial and political purposes. 

 

Undesirable consequence may emerge if a third party can remotely gain control, e.g., of a self-
driven car causing an accident on the road, or someone with malice can access the medicine drip-

meters in a hospital with fatal consequences for the patients. This can be avoided with a balanced 

approach to interoperability and access control. This needs to be addressed at different layers of 
architecture, and within the protocol stacks between the devices. Standardization and adoption of 

communication protocols should specify when it is optimal to have standards. Some vendors like 

to create a proprietary ecosystem of compatible IoT products. This creates user lock-in to their 

particular ecosystem, which from a vendor’s point of view is desirable because a closed 
ecosystem approach can offer benefits of security and reduces costs. However, from a user’s 

point of view, such practices can create interoperability problems with solutions from other 

vendors, thereby limiting user’s choices in case of upgrades or future system expansion. 
 

As the frontiers of Cloud computing are expanding  beyond the walls of a datacenter to the 

extremes of a network, a new term called Edge Computing is emerging. It refers to the data 

analytics occurring at the sources of data generation. This is bringing forth both new and existing 
security challenges, Following classifications describe the types of security issues as related to the 

Edge Computing, with a few examples: 

 
1) Identity authentication: By definition, the number of players in Edge Computing is 

large and these may not belong to the same organization. It is infeasible to verify their 
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identity in a foolproof manner. Trust needs to be extended, as new customers buy their 

devices, such as security cameras, and bring these online with a remote registration. 
Central authority then must depend on the ability of these remote customers to protect 

their own devices.  

 
2) Unauthorized access: Depending on the nature of devices at the Edge, their access into 

data-center may be bi-directional in nature. If someone hacks into a trusted remote 

device, and retrieves its authentication certificates to configure their own devices, then it 

will be nearly impossible to differentiate between genuine or fake users. Similarly, 
someone pretending to act as a central computer can access the remote devices and get 

critical user-data, such as on remote medical devices. 

 
3) Denial of service attacks: An attack launched by hijacking multiple remote devices and 

simultaneously contacting the central server. This will cause the server to be overloaded, 

denying access to genuine users in a timely manner. 

 
4) Data theft: Depending on where data is stored and for how long opens the possibility of 

it being stolen. An example is a security camera at home with local storage. In event of a 

theft, it may be possible for an intruder to simply remove the local storage, thus 
circumventing the purpose of a security camera. However, if camera immediately 

uploads an image to Cloud upon detecting a motion, then any physical tampering will 

not alter the images of intruders. 
 

5) Data integrity and falsification: A key difference between confidentiality and integrity 

is that in the latter case, an attacker doesn’t need to read the protected data, but merely 

modify it, e.g., with a buffer overflow, rendering it useless. This system level attack can 
happen if multiple devices from different sources are writing back to a central server 

database.  

 
6) Invasion of privacy: Since multiple players may combine their data inputs from 

different sources to arrive at a desired conclusion, e.g., for real-time traffic updates, their 

identities need to be protected. This may include an individual’s location, movements 
and any other aspects of personal nature. 

 

7) Activity monitoring: A cell phone that constantly pings the signal tower, is sufficient 

for someone to monitor the location of aphone’s owner, their movements etc. 
Furthermore, if a remote app can turn on the microphone or camera in a phone, then 

additional information and activities can be monitored in an illegal manner. Similar 

effects can be achieved with fixed cameras at commercial or public locations, e.g., in a 
shopping center. 

 

8) Rooting of devices: Additional software can be installed in the IoT devices without 

users’ permission. The software can ‘root’ the device preventing detection and have full 
access. There is no universal virus or malware scanner for IoT. 

 
Some devices can be programmed to selectively transmit data to a cloud service for processing, 

e.g., a security camera which has a buffer of 15 seconds, but records and transmits a 30 seconds 

of clip only if any motion is detected, for 15 seconds before and 15 seconds after the motion is 

detected. This reduces storage requirements but increases chances of a missed detection. Such 
devices are designed to render service with minimal intervention, and yet they need to be directed 

using voice activation or image recognition. 
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These and other devices can be used to conduct a DDOS attack on the backend server, even in a 

serverless architecture [4]. The attacker simply hijacks one or more devices, and uses them to 
inundate the backend services. This can be done by sending more data, and more often, from the 

camera even when there is no motion detected. 

 

4.    SECURITY SOLUTIONS FOR IOT DEVICES 
 
Solution level cost considerations involve technical factors such as limited internal processing, 

memory resources or power consumption demands. Vendors try to reduce the unit cost of devices 

by minimizing parts and product design costs. It is more expensive to design interoperability 
features into a product and test for compliance with a standards specification. A non-interoperable 

device may lack in standards and the documented best practices. It may limit the potential use of 

IoT device, and absence of these standards can result in deviant behavior by IoT devices. 
 

It is recognized that traditional Trusted Compute Boundary (TCB) expands with Edge Computing 

to include domains that are physically outside the control of remote device or central data-center 

owners. The best they can do is to monitor/track a threat, identify an attacker, launch a recovery 
and prevent false positives. These steps are outlined below: 

 

1) Monitor/track a Threat: This is possible by establishing a normal usage pattern for the 
IoTdevice, an example is a security camera at home, which uploads data whenever any 

motion is detected, e.g., whenever people go in and out. If the regular pattern for a home 

is no more than a couple of dozen data uploads during a day, then hundreds of data loads 

to the central server within a few minutes may indicate that the device has been 
compromised. It could be an attempt to cause a DOS attack.  

 

2) Identifying attackers: Once a threat is detected, then attackers need to be identified. 
These could take the form of an IP address of the IoT that is repeatedly pinging the 

central server, to launch a denial of service attack. 

 
3) Attack recovery: This can take the form of blocking the offending IP address. 

However, an attacker can corrupt the critical data before the attacker’s presence is 

detected. In such a case, frequent checkpoints must be taken to do a rollback to the 

known good state. 
 

4) Accidental and unintentional failures confused with security attacks: Any detection 

method suffers from the risks of false positives, e.g., mistaken flagging of genuine 
access as a potential threat. An example of this is a stock market trading computer that 

detects unusual activity, which is genuine yet may flag a false alarm. Similar situation 

can happen with security alarms due to false sensor activity data etc. This calls for a 
learning system that becomes smarter over time. 

 

5) Data Integrity Protection: We previously described a system level attack if multiple 

devices from different sources are writing back to a central server database. This can be 
protected by assigning a virtual partition or container to the data coming from each 

distinct source, and checking the address range of each access to prevent data integrity 

of other users on the same server. 

 
Internet Engineering Task Force (IETF) has identified the problem of Interoperability, as many 

suppliers build “walled gardens” that limit users to interoperate with a curated subset of 
component providers, applications and services.  
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Interoperability solutions between IoT devices and backend systems can exist at different layers 

of the architecture, and at different levels within protocol stack between the devices. Key is the 
standardization and adoption of protocols, which should specify when and where it is optimal to 

use standards. More work is needed to ensure interoperability within the cost constraints for Edge 

Computing to become pervasive. 
 

There are other regulatory and policy issues at play, such as device data being collected and 

stored in a Cloud may cross-jurisdictional boundaries, raising liability issues if the data leaks. 

This is especially important if data is of personal nature, e.g., related to shopping patterns or 
patient health records. 

 

5. TRUST MODELS FOR IOT DEVICES 
 
Attacks have been made exploiting a component level vulnerability. Most security systems are 

designed using Capability models. A capability model usually takes into account how various 

services are utilized. For example, we can start with a multi-dimensional structure, composed of: 

 
1) Hardware: An ASIC or programmable microcontroller.  

2) Operating System: Windows, Linux, Android etc.  

3) Applications: nature of application, and its privilege level. 
4) Manner in which various components, services and utilities are deployed: 

 

a) e.g., kernel, library services, files accesses,  

b) Manner in which objects (username, application, function) get authenticated,  
c) What kind of cryptography is utilized, e.g., strength of MD5 vs. SHA256. 

 

We propose to evaluate a given HW and SW solution components composed of one or more IOT 
devices connected to a Cloud server, based on the robustness and trustworthiness of this entire 

solution stack, with a multiplicative serialized model, e.g., in the following order: 

 
1. Native compiled code is trusted more 

2. Then anything using an external library 

3. Lastly, any third party SW attempting to integrate 

 
Using the above method, it is possible for us to evaluate trust of different operating systems with 

applications from diverse fields. Goal is to create a framework for evaluating and assigning a 

security score to each layer and then compute a composite score. A given application can be 
disassembled to see whether it is using a kernel service, or a utility in the user-space, or a built-in-

library etc.  

 
For each component in the stack, a list of orthogonal properties are established followed by an 

objective scoring system for each property. Numerical score for a utility function depends on the 

manner in which it is accessed, e.g., read (as a call by value), or a write (call by reference). A 

Security Score can computed by answering a set of questions by a user or automatically 
computed by a testing tool. Example of questions include:  

 

● Whether a salt is used hash passwords? 
● Which algorithm is used for hashing: MD5 or SHA256? 

● Does the communication channel use SSL and which version of TLS is being used? 

● What is the version of MYSQL in operation? 
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Another Security Score determination method: Whether port 3306 used by MySQL is open to the 

world or just to the application servers that use the MySQL database. This score can be 
continuously updated during the operations. More importantly, it needs to be updated after a 

maintenance or upgrade action is completed. 

 
Security Score questionnaire may focus on the best practices during development. Automated 

score calculation focuses on the system operations. An OS without the latest patch can be at a 

security risk. 

 
 Security Score computations has two outputs:  

 

1. Probability of a successful attack: What is the probability that an attack on this device 
will succeed?  

2. Probable Impact of a successful attack: What is the probable impact if the attack 

succeeds?  

 
The Security Score (S) can be computed as follows: 

S = 1 - Pa * Pi  

Where: 
Pa - Probability of the attack in the range 0 to 1 

Pi - Probable impact if the attack succeeds in the range 0 to 1 

Pa * Pi - is the expected loss 
 

This score is for a single component. By describing the security-wise relationship among the 

different components and their individual security scores, the whole system security score can be 

computed. 

 
The factors that affect the probability of attack include: 

 
● Presence of a vulnerability existing and known to attackers 

● Level of focus on products of this type by hackers 

● History of exploitation of this product type 
 

Probable impact of a security attack is defined as the sum of any regulatory fines, reputational 

damage and operational loss. This represents the resulting loss of trust in product and services. 

This needs constant monitoring for security breaches and policy updating [5]. 
 

The first step in the modelling is describe the whole system in terms of its components 

hierarchically organized and security-wise connections between the components could be serial 
or parallel. 

 

The direction lines in figure 3 represent the security-wise relationship between the blocks in a 

system. In figure 3(a), to all the blocks should be secure for system to be secure and provide the 
required functionality. In figure 3(b), any one of the blocks should be secure for the system to 

provide the required functionality. The composite Security Score can be computed by applying 

the   series-parallel reliability rules [6], as shown in Figure 3. 
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               Figure 3: Risk levels of series-parallel systems 

 

6. AN EXAMPLE STUDY OF TRUST SCORING 
 

Raspberry PI is the de facto choice and starting point for many IoT devices. This choice is driven 

by its ubiquity and low price, making it a popular controller for many home and entry level 
appliances. An higher installed base also makes it an attractive target for hackers, therefore we 

evaluated it for our IoT trust model. For our sample system, we restricted probability values to 

High (0.9), Medium (0.6) and Low (0.3). Similarly, the impact values were also High (0.9), 

Medium (0.6) and Low (0.3). 
 

We took an implementation of a Raspberry Pi Model 3B with Raspbian OS Ver 4.14 released on 

2018-4-18 as a reference system for trust scoring [7]. The base Raspberry Pi system comes with a 
microSD card, which holds the OS and can be used to install additional software. The factory 

settings and factory shipped software packages for the OS were used for trust scoring. No 

packages were updated. Once the basic model trust scoring was complete, we proceeded to 
complete the Raspberry Pi based Security Camera setup [8]. Following additional software 

components were installed, as depicted in Figure 4: 

 

1. MongoDB 
2. Rabbit MQ 

3. AWS IOT client 

4. MotionPie software 

 

 
 

Figure 4: Series-parallel implementation of our Prototype 

 

We use Mongo DB to have a NAS (Network Attached storage) of images, and the AWS IoT 

client to connect with Amazon’s backend service for cloud storage. MotionPie is an image 

processing software to detect motion, and then decide which video clips need to be saved or 
discarded. 

 



Computer Science & Information Technology (CS & IT)                                 165 

 
 

Fig 3: A simple Raspberry Pi based Camera system [6] 

 

A problem with this security camera prototype is that someone with a physical access to local 

system can easily switch the software. There is no method to check if the system software is 

authenticated at boot time, so the base hardware setup has a high probability (0.9) of an attack. 
The impact probability of such attack is also high (0.9) as the base system can be fully 

compromised.  

 
 In the default setup, the user name is “admin”, and password is blank.  It is easy for someone to 

remotely hijack and use this camera in a Mirai botnet attack [9]. After the password has been 

changed, and if the camera is installed behind a secure firewall, the probability of such an attack 

is medium (0.6). However, the impact probability is high (0.9). Our proposed system uses AWS 
IOT security model [10], with X.509 certification with asymmetric keys [8]. On the backend, 

where the images are stored, the security is high so probability of an attack is low (0.3) and 

impact probability is also low (0.3), since the images have a local storage as we as well cloud 
based storage. Even though the local system can be attacked with a higher probability (0.9) and 

medium impact (0.6). 

 

Overall, we have the Raspberry hardware and software components in series security-wise, which 
itself is in series with two parallel storage systems security-wise. At component level, here is 

what we have so far: 

 
Sc = 1 - 0.9 * 0.9 = 1 - 0.81 = 0.19 

Ss = 1 - 0.6 * 0.9 = 1 - 0.54 = 0.46 

and for the  storage systems, 
Sgc=  1 - 0.3 * 0.3  = 0.91 

Sgl=  1 - 0.9 * 0.6 = 0.46 

 

Where, Sc is the security of camera, Ssis the security of software, Sgc is the security of cloud 
storage, and Sgl is the security of local storage. As cloud storage and local storage are in parallel 

providing redundant functionality, the security score can be computed using reliability parallel 

chaining rule: 

 
Sg = 1 - (1 - Sgc) * (1- Sgl) 

           = 1 - (1 - 0.91) * (1 - 0.46)  
     = 1 - (0.09 * 0.54) = 0.9514 
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Finally, the end-to-end system level security protection score for an attack is a composite of three 

scores = 0.19 * 0.46 * 0.9514 = 0.07which is only 7% or very low. This means that the entire 
camera system is prone to attacks. However, we can still use it due to our added security 

measures of a strengthened password, dual storage in the local and cloud based databases etc. 

Thus, one of the two paths needs to be secured to continue the required functionality: Path (a) 
Camera → Software → Local NAS, or Path (b) Camera → Software → Cloud Storage. Note that 

all past images will still be preserved even if the system is compromised up to the point of 

intrusion, e.g., if someone physically removes the microSD card on a security camera. If a home 

or business uses such a system, it may need multiple cameras so if one of them is compromised, 
others will continue the surveillance. An example is of 5 Pi cameras, with a shared local NAS and 

common cloud storages.  The Security Score for the camera and software part is computed as 1 - 

(1 - 0.19*.46)^5 =0.36. The entire system security will be 0.36*0.9514 = 0.34 or 34%. This 
improves the total system security by almost 5X. Another way to achieve a better security is by 

making it harder to compromise a single camera system, e.g., by putting it in a cage so its 

microSD card can’t be easily replaced. Then the probability of a physical attack goes from  high 

to low, such that Sc = 1 - 0.3 * 0.9 = 1 - 0.27 = 0.73. The overall score for such a single camera 
system would be 0.73*0.46*0.9514 = 0.32, or 32%, which is almost same as our 5 parallel 

cameras system, albeit at a much cheaper cost. However, it also represents a single point of 

failure, so the real choice may be a combination of both. This can be achieved by using two 
secure camera systems in parallel, as redundancy is important to improve security. 

 

7. SUMMARY 
 
In this paper we review the scope of various IoT (Internet of Things) devices in the field that are 

bi-directionally connected to data-centers (in-house or cloud) via various networks. Then we look 

at the nature of security issues, and mechanisms to quantify risk associated with the complete 
hardware and software stack, with an example of a typical surveillance camera system. We 

calculated system security, and suggested ways to improve it. Our proposed method can be 

extended to evaluate any IoT system, and improve its end-to-end security profile. 
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ABSTRACT 
 

The traditional models of electronic data interchange (EDI) and out-of-application methods for 

messaging and collaborations are not suitable to achieve the full benefits of VEASC because of 
multiple limitations. The limitations are: multiple human interventions, lack of real time 

visibility into the supply chain flows, inability to accurately synchronise the demand and supply-

side information, and inability to build dynamic capabilities required for facing supply chain 

dynamics. The existing studies about deploying supply chain applications on cloud computing 

are focussed on overcoming these limitations through service-oriented architectures and their 

components. However, their focus needs to be expanded to virtual enterprise architecture 

modelling to overcome the limitations of EDI and out-of-application methods effectively. The 

virtual enterprise architecture supply chain (VEASC) model has been studied in this research 

employing Optimised Networking (OPNET) modelling and simulations of a commercial 

application called INTEND. The simulation results reflect a potential to overcome the 

limitations of traditional EDI and out-of-application methods. However, the true potential of the 
proposed system and the changes needed to automatically recover from failures can be 

determined after testing actual transactions in a real world VEASC implementation. 

 

KEYWORDS 
 

Supply chain, enterprise architecture, integration, collaboration, communications, strategic 

partnership, cloud computing, Optimised Networking (OPNET), modelling, simulations, simple 
object access protocol (SOAP), eXtensible Markup Language (XML) 

 

1. INTRODUCTION 
 

Strategic supplier management is possible on the foundations of coordination, collaboration, 

timely and accurate information sharing and communications between all the supplier echelons 
and the company managing them [1,2,3]. In its simplest representation, a supply chain may be 

viewed as a chain connecting three broad stages: raw materials acquisition, raw materials 

transformed into finished goods, and productions and services distribution and delivery to clients 

[2].  
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The value-chain model of supply chain (Figure 1) presents the bigger picture of integration, 
coordination, collaboration, and communications for enhancing effectiveness and efficiency of 

operations [1]. In the value-chain model, the supply chain may be viewed as a chain of stages 

between the suppliers and the customers [1,2,3]. The operations have their own cycles of 

processes and their underlying tasks that take inputs from the previous stage and feeding output to 
the next stage [1,2,3]. Hence, this model may also be viewed as the chain of cycles of operations 

[1,2,3]. The entire chain is supported by organisational support functions [1,2]. If the span of 

support by the support functions is extended to suppliers upstream and the customers downstream 
through the same system, the entire supply chain becomes a virtual enterprise [1,2]. The 

effectiveness of the operations of the stages is related to accuracy of their desired outcomes for 

meeting the customer demands, and the efficiency of the operations is related to responsiveness 
of the processes to the customer demands [2][4]. Hence, accuracy and responsiveness are the two 

fundamental targets for enhanced performance of a supply chain [2]. They are dependent upon an 

effective orchestration among the structural and functional units of a supply chain, achievable 

through the virtual enterprise model [4][5][6][7]. 
 

 
 

Figure 1: Value chain model of a supply chain (Source: Christopher, 2011, p. 14) 
 

The effectiveness in orchestration of the structural and functional units of a supply chain are 

governed by strategic advanced planning and orientation of processes in accordance with the 
planning [4][8,9], strategic relationships management with the suppliers and customers 

[1][10,11,12], information systems and sharing framework with desired capabilities [13,14], 

strategic integration of the operations cycles of all the stages and their support functions 
(including suppliers and customers) [15,16,17], and effective collaboration, cooperation, and 

communications among the supply chain agents working in the echelons on their respective 

assignments [17,18,19]. An example of effective orchestration of structural and function units if a 

supply chain is found in the strategic market networks in which, the suppliers and the production 
companies integrate their structural assets and function units through cross-border integration of 

processes, collaboration and communication channels, and information sharing [12][20]. This 

form of integration can integrate diverse competencies, and innovations of different organisations 
to form an agile, flexible, and responsive supply chain for the customers that offers enhanced 

value and trust to the end-customers [10][12][20,21]. 

 
Modern supply chains are heavily dependent on information and communication technologies 

(ICT) for not only information sharing, but also in executing collaborations, communications, co-

ordinations, managing operations processes and their tasks [14][22]. A properly design ICT 
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infrastructure with hardware, operating software, applications, workflows, and Internet 
integration is essential for managing and operating the virtual enterprise model [14][22]. An 

effective ICT infrastructure should also have ubiquitous access, platform independence, rapid and 

dynamic configurations, integration of multiple data sources [23,24]. The cloud computing is 

emerging as a platform for strategic market networking bringing together multiple suppliers and 
customers through an exchange facilitating exchange of funds with goods and services [24]. It is 

an enhanced form of the traditional electronic data interchange (EDI) and messaging and 

collaboration through out-of-application methods (like, e-mails and chat boards) carried out 
between self-hosted ICT infrastructures of suppliers and customers [23,24]. EDI and out-of-

application methods require multiple manual interventions, lack real time supply chain visibility, 

and lacks synchronisation of demand and supply side information. Cloud computing in supply 
chains eliminates many delays that occur because of lack of integrated information sources and 

related manual processes required [23,24]. 

 

The virtual enterprise model of supply chain can be implemented highly effectively through cloud 
computing because the applications, their underlying workflow engines, and the databases are 

integrated with consolidated records stored by multiple supply chain agents [23,24]. Achieving 

highly integrated supply chain virtual enterprise with high levels of accuracy and responsiveness 
(linked with effectiveness and efficiency, respectively) is a new research area and is currently at 

conceptual stage. There are few research studies on how this can be implemented practically. 

Hence, currently the knowledge about supply chain virtual enterprise through cloud computing is 
not standardised amidst lack of actionable designs, approaches, and implementation planning. 

The existing studies have focussed on service-orientation concepts of supply chain applications 

and their components on the cloud computing. As reviewed in the next section, the concept of 

virtual enterprise and its realisation on cloud computing through web 2.0 service-oriented 
architecture and integrated processes, databases, and cloud tasks have been presented by the 

existing studies. However, existing studies on cloud-based enterprise architectures have not yet 

integrated these concepts for a realisable empirical design. Simply stated, existing studies have 
not investigated an actual framework of integration if virtual enterprise on cloud computing is 

extended to supply chains. In the absence of this framework, the limitations of traditional EDI 

and out-of-application methods cannot be eliminated effectively. This is justified as the 

following: 
 

In absence of virtual enterprise architecture, suppliers and buyers will continue to operate as 

standalone virtual entities on the cloud computing. While their internal processes will be 
improved, collaboration and communications among them will require manual interventions. 

Perhaps, they may need EDI and out-of-application methods on the clouds. Their databases will 

be distributed and hence will lack an integrated real time visibility into the supply chain flows. 
The information units cannot be synchronised effectively between the suppliers and the buyers. 

Above all, there will be a very serious limitation. Because of disintegrated application processes 

and databases, the suppliers and buyers will lack dynamic abilities to quickly respond to 

dynamics and risks in their supply chains. 
 

To extend the concept of virtual enterprise architecture to supply chains, it is important that the 

suppliers and buyers should form an integrated virtual organisation through a complex framework 
of strategic agreements (framework agreements) enabling them to operate as a single virtual 

entity. This is itself a complex phenomenon and requires separate studies. Assuming that the 

framework of agreements is already in place, some studies need to delve deep into how their 
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application processes and tasks will interact to truly enact the virtual enterprise on cloud 
computing. This is another focus area lacking in existing studies. 

 

This study has been designed to model architecture of a virtual enterprise architecture supply 

chain (VEASC) on cloud computing. To study the model, multiple transactions have been 
configured and simulated in accordance with an application called INTEND. The overall 

performance levels studied through simulations reflect how a supply chain virtual enterprise can 

ensure high accuracy and responsiveness through cloud computing for the VEASC model. The 
next section presents a review of supply chains on the clouds. 
 

2. SUPPLY CHAINS AND CLOUD COMPUTING 
 

2.1. Introducing Cloud Computing 
 

Cloud computing systems are consolidated architectures comprising thousands of servers, 

storage, and network systems interconnected through services oriented infrastructures, mostly run 

by service providers [25, 26]. Service orientation is achieved through virtualisation of servers and 
networking and through orchestration of computing, storage, and networking resources [25, 26]. 

Services are delivered through web services aggregators, service allocators, and dispatchers [25, 

26]. The users are connected to applications through software as a service (SaaS) and the 
developers are connected to platforms through platforms as a service (PaaS). Both SaaS and PaaS 

systems run on infrastructure as a service (IaaS) [25, 26].  

 
The services are offered to subscribers of cloud services through restricted access controls and 

security controls [27,28]. The subscription data is stored in cloud-based registries that comprise 

of the details of cloud subscribers and their access permissions [27,28]. The services contributors 

to the cloud offer Java or XML (extensible mark-up language) based interfaces to their 
application services [27,28]. The details of all such service interfaces on the cloud are stored in 

the service registries maintained under the service aggregators [27,28]. More details of such 

service-oriented applications are presented in the Section 3. 
 

2.2. Enterprise Architecture on Cloud Computing 
 
Before entering the next level of review about deploying enterprise architecture supply chains on 

the clouds, a brief review of enterprise architecture on cloud computing is presented. Cloud 

computing may be viewed as a service-oriented clustered and homogeneous platform that can be 
used as a foundation of the original enterprise architecture design [29]. The ICT infrastructure on 

cloud computing is elastic, dynamic, adaptive, lean, agile, optimised, and always available [29]. It 

can enable the enterprise architecture design because it is suitable for integrating business, data, 

technology, and application architectures on the same platform [29]. The processes on clouds are 
continuous and parallel as they need not be broken into individual discrete threads running on 

multiple self-hosted ICT systems and executed separately [29]. Cloud computing can run data 

intensive applications ubiquitously from laptops, computers, mobile devices, and pervasive 
devices, and query massive and distributed databases through concurrent distributed XML query 

threads [30]. 
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2.3. Supply Chains on Cloud Computing 
 

Supply chain echelons are integrated through cloud computing using specially designed 

applications that use web services and virtualisation [24][26,27]. Cloud computing enables the 
virtual enterprise model of supply chains in which, suppliers and manufacturers can form 

strategic arrangements with profit sharing, benefits sharing, innovations sharing, resources 

sharing, and risks sharing for shared access to the markets [31][38]. The workflow applications 
systems of multiple suppliers can be integrated through PaaS application development and 

delivery of runtimes [31]. The inter-systems communications are facilitated through standard 

XML and the users to systems communications are facilitated through Web 2.0 interfaces 

programmed on HTML 5.0 [25][32].  
 

Integration through virtual enterprise requires extensive collaborations and communications 

among all the supply chain echelons and the support functions supporting them [1]. For ensuring 
long-term strategic relationships among supply chain partners, communications and 

collaborations need to penetrate through the organisational boundaries at all the levels of the 

organisational hierarchies [33]. The processes and their tasks among the supply chain partners are 
executed the way a massive single business enterprise operates [33]. The integration is required at 

the strategic level among the top management groups, at the tactical level among the middle 

management groups, and at the operations level at the lower management groups [34]. The entire 

framework should be globally operated and accessible [34].  
 

Web services through clouds facilitate global integration of all participating organisations in the 

virtual enterprise and facilitate a single, large, and centralised platform for information entry and 
management, information processing, and information sharing [35,36,37]. The suppliers and 

manufacturers can use the global Inter-enabled platform for enhancing competitive value, 

innovation value, learning value, knowledge value, and financial value [38].  
 

In the past, Internet has helped in establishing and integrating major workflows of a supply chain 

in the areas of materials requirements planning, procurements, scheduling of production and post-

production tasks, strategic supplier relationships, and inventory control. Traditionally, electronic 
data interchange (EDI) between the suppliers’ ICT systems and manufacturers’ production and 

materials planning systems over private links or Internet has been the established system for 

information sharing [39]. Cloud computing is the next step when real-time transactions, 
collaborations, and communications have replaced EDI [40]. EDI required integration with 

internal and external applications for automating the transactions and enabling real-time visibility 

into the supply chain events [23] [40]. Further, EDI required to break the strong hierarchical 

boundaries of information domains and was operated at individual systems level rather than 
enterprise level [23] [40]. 

 

The review in this section reflects that existing studies have recognised the limitations of 
traditional methods and the value of virtual enterprise integration on cloud computing to 

eliminate those limitations. However, an empirical framework for achieving it in real world 

supply chains has not evolved. The technical knowledge is already formed in the cloud 
computing literature. A researcher needs to extend this knowledge in forming an empirical model 

of virtual enterprise architecture for supply chains by exploiting the integration abilities of cloud 

computing. A practical insight is needed into the service-oriented designs for achieving a virtual 

enterprise of integrated suppliers and buyers. To gain a better understanding, a review of service-
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oriented applications integration on cloud computing is presented in the next section. This part of 
the review has also helped in modelling a multi-party supply chain application in OPNET. 

 

3. SERVICE-ORIENTED APPLICATIONS INTEGRATION ON THE CLOUD 

COMPUTING 
 

Service-orientation in supply chain can help in requesting a service offered by any participating 
organisation on the cloud and the cloud system ensures that the service is searched and delivered 

to the requester [31]. For example, by simply executing queries written in XML web services 

description language, a procurement manager can fetch information on current products in the 
catalogue, their availability in the inventories of the connected suppliers, prices and discounts 

offered by the suppliers offering the product, location of the products, and expected lead time of 

delivery [28][31]. Cloud computing is a virtualised ICT infrastructure having multiple virtual 

domains each owned by a participating organisation [41]. The databases managed by the 
participating organisation can be deployed on the cloud as a public service or run within the 

virtual domains of the respective owners [41]. In either scenario, the databases can run on 

multiple servers in parallel through parallel processing [41]. Hence, real time queries can be run 
on them without conducting EDI between the servers and the users [41]. For example, the product 

master databases, price master databases, ordering databases, and invoicing transactions 

databases managed by multiple organisations can be deployed on the same cloud [41]. An 

integrated XML query can be used to run on multiple databases in parallel and provide the output 
into a temporary data view space provided to the requester [41].  

 

The applications, collaborations, and communications workflows can be integrated on cloud 
computing [42]. For example, collaborations can be designed on schedules, events, marketing, 

budgets and expenses, financial statements, presentations, task managers and monitors, web 

databases and spreadsheets, web apps, file sharing, web mails, web conferencing, online 
groupware, wikis, blogs, and social networking [42]. Hence, when a process task is in progress, 

all participants related to the task can have real time access to all resources and data to execute it 

[42]. Participants in the task can be hooked in real time irrespective of their location [42]. Natural 

language processing and time-zone management can break the barriers of multilingual and 
multicultural international integration [42]. This model may be viewed as value focussed process 

engineering, which integrates business constructs, risk management, business objectives, and 

objectives hierarchy of multiple organisations while a common task is being processed [43]. The 
integration comprises inter and intra-organisational process integration, operations integration, 

online cognitive integration, and collaborative integration [43]. This is like integrating physical, 

spatial, and temporal flows in the supply chain [43]. 
 

The choice of XML for processing, storing, and querying information is to ensure loose 

connections between the information presentation and the databases [28]. Many databases are 

stored in the form of XML data files, which have relational capabilities and supports parallel 
processing [28]. Data tables in modern databases can be exported into XML data files [44]. The 

XML data files are used in mobile data views as they can be fast and easily accessible through 

mobile apps running SOAP (simple object access protocol) engine [45]. SOAP can directly query 
XML data files [45]. SOAP can facilitate distributed and concurrent execution of XML scripts, 

XML threads, and execution libraries [25]. The applications hosted by contributing organisations 

to the web services infrastructure can have their XML data files spread across the cloud with 
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executions confined within the virtual boundaries [45]. These data files can be accessed through 
an SOAP apps-based light weight query execution from mobile phones [46], and also from 

desktop computers with SOAP engine deployed [47]. A user can query data files of multiple 

contributing organisations concurrently and quickly gain consolidated data views presenting 

integration information from multiple parties as needed in the task under process [42]. 

 
The database objects on the cloud computing are distributed among the server arrays spread 
across the world [48,49,50]. The locations of the database objects and their ownership details are 

allocated by the cloud resource manager and their details are stored in cloud objects registries 

[48,49,50]. The service allocation and dispatching agents can query the registries for identifying 

the locations of the database objects such that the queries can be broken into threads and sent to 
the objects for parallel query processing [48,49,50]. The registries also are XML DTD files with 

hierarchical structures, which help in identifying the objects against user requests and also help in 

negotiating access levels and service levels based on the subscription details of the users 
[48,49,50]. The runtime environments of the databases are allocated to users through their 

respective virtual machines, which comprises tools for building queries and data views generated 

after the queries are run in parallel on all the database objects throughout the cloud [48,49,50]. 

 
The concepts of technical design of a virtual enterprise using service-oriented architecture are 

adequately established in cloud computing literature. Assuming that a framework of integration 
agreements among multiple buyers and suppliers has been formed, a deeper view into the actual 

interactions of virtual enterprise applications is investigated in this research. The interactions 

should be planned carefully to ensure that there is no need for EDI and out-of-application 
methods within the framework such that their limitations stated in Section 1 are fully eliminated 

in the design. 

 
With the above theoretical background, a cloud has been modelled in OPNET tool with some of 

the supply chain transactional processing in a commercial application, called INTEND, were 

modelled. The model is described in Section 5. The next section (Section 4) presents the research 
approach used in this research. 

 

4. THE RESEARCH APPROACH 
 
The research approach used in this research is modelling and simulations. The workflow for data 

collection and analysis used for this research is presented in Figure 2: 
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Figure 2: Workflow for data collection and analysis 

 

The tool chosen for the research is OPNET, which is suitable for creating virtual test bed 
environment for ICT infrastructures and the applications running on them [51,52]. The tool is 

primarily a commercial network analytics engine used for designing, testing, and optimizing ICT 

infrastructures [51,52].  The academic version is available through OPNET university program, 
which limits simulation to 50 million events. The academic version contains most of the libraries 

of the commercial version and has features suitable for virtual test beds for academic 

applications. The libraries comprise of generalised objects supporting all technological attributes 
needed to model an ICT infrastructure, and also comprise of common commercial vendor model 

of products that can be configured the way the vendors have designed them. 
 

In this research, a cloud comprising suppliers and procurement groups have been designed. More 

supply chain agents could have been modelled, but this design is sufficient to present the concept 
presented in this study. The server model objects are chosen from the OPNET library and 

interconnected through advanced switches to form the cloud. The supply chain applications and 

databases have been configured using the application and profile configuration objects and the 
supply chain transactions are configured using the custom application configuration object. The 

simulation span is 12 hours and the report comprises a number of parameters chosen. The traffic 

has been configured as exponential with standard predefined mean values as suggested by 
OPNET depending upon the loading profile selected in the application configuration object. By 

default the loading is chosen as high on all the databases supporting the application. Some 

deliberate delays have been introduced between two types of transactions. For example, the delay 

between delivery and invoicing has been configured as a minimum of one hour. The actual results 
depend upon the way the network is behaving while the transactions by all agents are in progress. 

 

OPNET generates hundreds of reports after simulation. Given the limited space in this report, 
only the most relevant reports are shown. Given that reports related to all the devices on the cloud 

cannot be shown in the limited space on this document, only some samples have chosen. The full 

set of reports can be presented on request. The reports reflect the internal interactions between the 
supply chain agents through the applications and the databases.  
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5. MODELLING STRATEGIC SUPPLIER CONTRACTS ON THE CLOUD 
 
The cloud model for virtual enterprise supply chain is as presented in Figure 2. This cloud is 

formed by Cisco Cat 6000 enterprise class switches and Compaq GS 320 enterprise class servers. 

In real world, these are high-end machines and hence have been perceived to be suitable for 

building a high performing cloud. The links are gigabit Ethernet links that can carry up to 1000 
Mbps of data traffic. The capacity can be increased by adding more connections or using other 

faster technologies (like 10G and ATM). These links are available in OPNET objects library.  

 

 
 

Figure 3: Cloud model for virtual enterprise supply chain designed in OPNET 

 

The supply chain application modelled in this cloud is related to strategic supplier management in 

a virtual enterprise model. In the model four groups of suppliers (Virtual Cloud of Supplier I to 
Virtual Cloud of Supplier IV) and four groups of procurement teams (Virtual Procurement Team 

I to Virtual Procurement Team IV) are created. Each of the supplier group and procurement team 

is allocated one Compaq GS 320 server. In real clouds, there may be hundreds of servers 
allocated to them for running their applications. In addition to the suppliers and the procurement 

teams, one Compaq GS 320 server each is allocated to databases of ordering, invoicing, delivery, 

products, discounts, and replenishment.  
 

A common application system is configured on the cloud. This application is called Procurement 

Process. It has a workflow comprising multiple phases of activities as described in Table 1. This 

workflow is configured using the custom application object in OPNET. OPNET has a process 
engine built within the custom application tool that can be used to configure significantly large 

workflows. For each phase of the workflow, a task is defined. The action taken on model (during 

simulations) is based on the tasks and also the design. For example, the database object named 
products DB is configured on the ordering server and the client runtime is configured on the 

servers for the procurement officers’ and suppliers’ groups. The cloud should be able to identify 

this server when the query executions on products DB are requested. In OPNET modelling, the 
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identification is carried out through a destination preferences setting in each of the requesting 
server. This object configuration comprises records of all the application components and their 

respective destination servers. This may be viewed as similar to the services registry on cloud 

computing. 
 

Table 1: The process for operating the framework agreement 

 

Phase 

no. 

Task Description Action on the cloud 

1 The procurement team retrieves details and 

identification of the products that they planned 

to order. The service request is made to the 

products database. 

The cloud dispatcher identifies the database 

objects pertaining to products DB and 

allocates the query to them. The query 

enters a queue waiting for its turn before 

other queries are executed. 

2 The products DB replies to the service request. All the details of the products requested by 

the procurement team are displayed on the 

application screen (example, an ordering 

form). 

3 The procurement team retrieves details and 

identification of the products’ prices and 

discounts that they planned to order. The 

service request is made to the discounts 
database. 

The cloud dispatcher identifies the database 

objects pertaining to discounts DB and 

allocates the query to them. The query 

enters a queue waiting for its turn before 
other queries are executed. 

4 The discounts DB replies to the service 

request. 

All the details of the products’ prices and 

discounts requested by the procurement 

team are displayed on the application 

screen (example, an ordering form). 

5 The procurement team retrieves details and 

identification of the products’ stocks that they 

planned to order. The service request is made 

to the replenishment database. 

The cloud dispatcher identifies the database 

objects pertaining to replenishment DB and 

allocates the query to them. The query 

enters a queue waiting for its turn before 

other queries are executed. 

6 The replenishment DB replies to the service 

request. 

All the details of the products’ stocks 

requested by the procurement team are 

displayed on the application screen 

(example, an ordering form). 

7 The procurement team retrieves details and 

identification of the products’ delivery lead 
times that they planned to order. The service 

request is made to the delivery database. 

The cloud dispatcher identifies the database 

objects pertaining to delivery DB and 
allocates the query to them. The query 

enters a queue waiting for its turn before 

other queries are executed. 

8 The delivery DB replies to the service request. All the details of the products’ delivery 

lead times requested by the procurement 

team are displayed on the application 

screen (example, an ordering form). 

9 The procurement team now completes the first 

order and saves in the ordering database. This 

is called PO1. 

The cloud dispatcher identifies the database 

objects pertaining to ordering DB and 

sends the PO1 data to be saved in the 

objects. 

10 The procurement team now completes the 

second order and saves in the ordering 

database. This is called PO2. 

The cloud dispatcher identifies the database 

objects pertaining to ordering DB and 

sends the PO2 data to be saved in the 
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Phase 

no. 

Task Description Action on the cloud 

objects. 

The subsequent transactions are carried out by the suppliers’ group. 

11 The supplier team gets access to the order 

details by running a query on the ordering DB. 

The cloud dispatcher identifies the database 

objects pertaining to ordering DB and 

allocates the query to them. The query 

enters a queue waiting for its turn before 

other queries are executed. 

12 The ordering DB replies to the service request. All the details of the orders placed by the 
procurement team are displayed on the 

application screen (example, an order 

execution form). 

13 Supplier group issues delivery instructions that 

are saved in the delivery DB. This is Delivery 

1 against PO 1. 

The cloud dispatcher identifies the database 

objects pertaining to delivery DB and sends 

the Delivery 1 data to be saved in the 

objects. 

14 Supplier group issues delivery instructions that 

are saved in the delivery DB. This is Delivery 

2 against PO 2. 

The cloud dispatcher identifies the database 

objects pertaining to delivery DB and sends 

the Delivery 2 data to be saved in the 

objects. 

15 Once the dispatch is confirmed (an automatic 

notification about Delivery 1 from the delivery 

team; not modelled in this workflow), the 
Invoice 1 is generated. 

The cloud dispatcher identifies the database 

objects pertaining to Invoicing DB and 

sends the Invoicing 1 data to be saved in 
the objects. 

16 Once the dispatch is confirmed (an automatic 

notification about Delivery 2 from the delivery 

team; not modelled in this workflow), the 

Invoice 2 is generated. 

The cloud dispatcher identifies the database 

objects pertaining to Invoicing DB and 

sends the Invoicing 2 data to be saved in 

the objects. 

The subsequent transactions are carried out by the procurement team 

17 The procurement team runs a query on the 

replenishment database to know the change in 

stocks of the products at the buyers end and 

also at the suppliers end. This is done to plan 

for the next ordering cycle. 

The cloud dispatcher identifies the database 

objects pertaining to replenishment DB and 

allocates the query to them. The query 

enters a queue waiting for its turn before 

other queries are executed. 

18 The replenishment DB replies to the service 

request. 

The details of stocks at the buyers’ and 

customers’ ends are displayed on the screen 

(like, replenishment form). 

 

This workflow is formed with the help of a running procurement application named INTEND in 

the researcher’s organisation. For modelling this application, some of the steps in the original 

application have been eliminated to make it simple and relevant. In real world, the workflow will 
be much more advanced and complex. For example, the workflows of packaging, transportation, 

materials inspection reporting, and later running a forecasting module for replenishment can be 

added in this workflow. However, the purpose of this study is to investigate how an integrated 
workflow for integrated suppliers and procurement teams of multiple organisations on the cloud 

works for the VEASC model. Hence, the workflow has been kept shorter than the original 

application. In the next section, the simulation results have been presented and analysed. 
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6. SIMULATION RESULTS 
 

The workflow is simulated with 100 users load on each cloud server (400 users in suppliers’ 

groups and 400 users in the procurement teams). The model is simulated assuming that all the 

users are online on the cloud operating their transactions. The simulation screenshot in Figure 3 
shows the results of three phases of the procurement process cloud application: ordering, 

delivery, and invoicing.  
 

 
 

Figure 4: Simulation results of three phases of the cloud application for the first servers of suppliers and 

procurement groups 
 

 
 

Figure 5: Simulation results of some of the process threads comprising query initiations and query 

responses 

 

The delivery initiation transactions are occurring almost concurrently with the ordering initiation 

transactions (Figure 4). The invoice initiation transactions are occurring within couple of hours 

assuming that the stock verification and delivery instructions are issued within this period. The 

phases of packaging, transportation, delivery, and materials inspection are present in the INTEND 
application but eliminated here because they will require a few days of simulations, which is not 

possible in the academic edition (the academic edition of OPNET allows 50 million events in the 

simulation). In this research, the simulation carried out is of about 12 hours. The process names 
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(like, FetchProd, FetchDelivery, PriceResponse, and ProdResponse) have been taken from the 
INTEND application. The results show concurrency of transactions executing all phases within 

the range of zero to 40 seconds. This performance is evident while there are four supplier 

organisations and four buying organisations collaborating and coordinating through this cloud. 
 

While the phases of the strategic supplier management are executing for eight organisations 
comprising hundred users each, there have not been any stress on the databases. Simulation 

results of databases revealed that the average load is mostly in a few hundred milliseconds. How 

are these observations relevant to VEASC? A discussion and analysis in this context has been 
presented in the next section (Section 7).  
 

7. DISCUSSION AND ANALYSIS 
 

The VEASC model requires integration of all supply chain agents to a common synchronised 

framework of coordination, collaboration, and communications. Traditionally, the framework has 

been unsynchronised because of methods like EDI, e-mailing, posting updates, and live 

communications needing human interventions for completing all the phases of the supply chain 
processes. This may cause lower effectiveness and efficiency because of high dependence on 

speed of human responses. This problem has been reduced in cloud-based VEASC as the 

transactions are interconnected through the cloud without any manual system needed. Figure 5 
shows almost continuous execution of tasks through integrated application instances and 

databases. There is no manual information sharing because the databases are relational and 

interconnected. For example, as soon as the suppliers update the stocks details, they are 

accessible to the procurement managers. There is no need for an EDI to share this information. 
 

 
 

Figure 6: Number of active TCP sessions reflecting the active concurrent transactions occurring on the 
cloud databases 

 

Figure 6 presents how the ordering application can access multiple databases simultaneously. The 

objects of these databases are in reality maintained by multiple organisations. In real clouds, they 
will be dynamically updating XML data files spread across thousands of servers on the cloud. 
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The transactions shown in Figure 7 are merely queries and data commits through SOAP. In the 
real world VEASC, all the supply chain functions can have their respective XML data files 

accessible to other agents. Separate XML data files may be used for collaboration and 

communications having records integrated with the integrated cloud views. Free text records, 

images, voice, and video files can be a part of the records presented in the data views. For 
example, while approving a payment an agent can view the order, the invoice, the delivery report, 

the inspection report with a video showing the inspections, and free text records entered by all 

supply agents involved in that order.  
 

 
 

Figure 7: A screen shot showing part of all the TCP connections occurring on the cloud 

 

The INTEND application modelled in this report currently lacks these features because it is not 

cloud-enabled. Hence, many out-of-application collaboration tools are needed (like e-mails and 

chat boards). The records of such collaborations and communications are not recorded within 
INTEND because of lack of integration such tools. This gap can lead to communication gaps 

while the content is available somewhere else but not readily accessible. The proposed model of 

cloud application can support VEASC because every possible transaction and 
collaboration/communication record can be accessible through the same record ID. This model 

makes every supply chain agent integrated and synchronised. There is little scope for manual 

intervention by individuals as the system integration is driving the transactions. The agents need 

to simply keep clearing their transactional queues as a routine. The participating agents can 
benefit from the shared values of the VEASC model. In this model every agent can avail 

repeatability, commonality, proportionality, value-sharing, shared risk management, shared 

advancements, and shared innovations. These are performance attributes projected for the 
proposed VEASC model, as explained below: 

 

(a) Repeatability: The business processes and their tasks are closely integrated through 
shared cloud objects such that the results of committed transactions become shared 

knowledge entities. The knowledge and experience in handling them can be reused by all 

the members of the virtual enterprise thus enabling a gradual path of maturity. 

 
(b) Commonality: The business processes and tasks can be standardised by establishing 

common conventions, codes, methods, and protocols (within the shared cloud objects) 

followed by each member of the virtual enterprise. No delays shall occur in translations 
or transformations of processes and tasks between any two entities. 
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(c) Proportionality: The volumes of transactions shall be proportionately distributed among 
the participating members depending upon their partnership share translating into 

proportionately shared benefits. 

 

(d) Value-sharing: The value streams generated by this system shall be shared by all 
members as they are using a common service-oriented structure comprising shared cloud 

objects. 

 
(e) Shared risk management: All members in the virtual enterprise will share common risks, 

as they are operating common business processes and sharing their cloud objects and 

databases on a common cloud platform. For example, if the application tasks listed in 
Table 1 are exploited by an attacker, or certain application processes fail, every member 

will face the resulting impacts. 

 

(f) Shared advancements: Advancements in this system will benefit all members because of 
shared business processes and tasks. 

 

(g) Shared innovations: The members of the virtual enterprise can jointly evolve new 
innovations in this system through shared research and development. 

 

It is projected that this system is capable of automation, real time visibility into the supply chain 
events, close synchronisation of data generated by suppliers and buyers (as they are integrated 

within the virtual enterprise), and is capable of developing dynamic capabilities (quick response 

and agility) to face supply chain dynamism and uncertainties. Integrated cloud objects do not 

leave any room for delays in business processes, as reflected in Figures 4 and 5. In a traditional 
supply chain, the transactions of ordering and delivery initiation may be days apart. In this 

system, a delivery initiation occurs within a few seconds after order confirmation because of 

tightly integrated cloud objects. Further, there are no manual processes of negotiations, ordering, 
order confirmation, stock checking, and such other interactions requiring human intervention. 

With these projected claims, it is hereby suggested that simulations may not be a true reflection of 

actual performance of this system. There may be multiple practical challenges in operating the 

VEASC model in real supply chains. The simulation results have not highlighted such challenges 
in this study, because all transactions are modelled to be successful in their first instances. In real 

cloud applications, there may be chances of exclusive locks in databases, object corruptions, data 

corruptions, failure of certain threads, or even failure of hardware. The changes needed in the 
process flow to quickly detect such failures and activate remedies should be investigated further. 

In a fully automated system, instant identification of errors and failures and activation of quick 

remedies are highly critical. 
 

8. CONCLUSIONS 
 

In this study, a cloud computing model for enabling VEASC model of supply chain has been 

studied with the help of modulation and simulations in OPNET. The simulations revealed close 

synchronisation of all the phases of a procurement process because the application seamlessly 
interacts with the databases contributed by all the suppliers and buyers connected to the cloud. 

The model ensures full automation with human tasks directed by systemic integration rather than 

individual interventions. This architecture can be suitable for strategic integration of all the 
echelons of a supply chains extended to all suppliers and customers. The transactions flow 
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automatically both ways without any manual interventions. This cloud-enabled VEASC model of 
supply chain can be used for strategic market integration with every contributing agent sharing all 

the benefits of the collaboration. This model can enable competitiveness among suppliers, 

collaboration among multiple suppliers for serving common customers, auctions, online 

tendering, automated volume commitments based on replenishment records and forecasting, and 
such other functions. It can potentially enable automation, real time visibility into the supply 

chain events, synchronisation of demand and supply side data, and dynamic capabilities to face 

supply chain dynamics and uncertainties. The model reflects possibility of repeatability, 
commonality, proportionality, value-sharing, risk management, advancements, and innovations 

for all the contributing members. However, given that this research was simulation-based, all 

these projected possibilities need to be tested in a real world supply chain. 
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ABSTRACT 
 
Present state of edge computing is an environment of different computing capabilities 

connecting via a wide variety of communication paths. This situation creates both great 

operational capability opportunities and unimaginable security problems. This paper 

emphasizes that the traditional approaches to security of identifying a security threat and 

developing the technology and policies to defend against that threat are no longer adequate. 

The wide variety of security levels, computational capabilities, and communication channels 

requires a learning, responsive, varied, and individualized approach to information security. 

We describe a classification of the nature of transactions with respect to security based upon 

relationships, history, trust status, requested actions and resulting response choices. Problem is 

that the trust evaluation has to be individualized between each pair of devices participating in 

edge computing. We propose that each element in the edge computing world utilizes a localized 

ability to establish an adaptive learning trust model with each entity that communicates with the 
element. Specifically, the model we propose increments or decrements the value of trust score 

based upon each interaction. 
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1. INTRODUCTION 
 

Edge Computing represents a combination of distributed computing connected to centralized 

servers. Historically, centralized versus distributed models have alternated as computing and 

communication capabilities have grown, while the limiting factor has alternated between 

computational capability and communication capacity. The present environment of cloud and 
edge computing is a complex mixture of computing capability, communication capacity, and 

security considerations. In this paper, we will focus on the security aspects of edge computing. 

Any such investigation must include multiple subtopics, e.g., protecting information content from 
observation and alteration, protection of operational capability from unauthorized access, 

protection of normal operation in the presence of malicious overloaded requests etc. Solution 

components need to consider prevention from and response to any security threats [1]. Examples 

of prevention include encryption to protect content from observation and alteration, access 
checking protocols to prevent unauthorized accesses, tracking mechanisms to identify attempted 

attacks, and blocking messages except from trusted devices. 
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2. BACKGROUND 
 

Today’s information technology environment contains a wide variety of computing resources and 
a multiplicity of communication channels between the various computing resources. Economics 

drove creation of large datacenters, and Cloud computing was born to utilize this enormous 

computing power. As capability of inexpensive computing continued ahead of the 

communications capabilities, computational power moved back to the end nodes of a system. The 
age of IoT (Internet of Things) arrived a decade ago as demonstrated by the fact that more things 

were connected to the internet than people in the world [2]. The “things” connected to Internet 

include sensors, controllers, and intelligent devices [3]. These devices have limited power to 
create security problems but they have even more limited ability to provide security solutions. To 

date the biggest security breaches in the IoT world have been instructions sent to the IoT devices, 

which then launched massive denial of service attacks on central servers. The top three examples 
are Mirai, Hajime and Persirai codes [4]. 

 

 
 

Figure 1. Variety of elements connected in the IoT world demonstrates security challenges, especially with 

a wide range of security requirements. 

 

To visualize a wide variety of elements and security requirements in the IoT domain, consider 
Figure 1. The standard internet communication security approach (including virtual private 

networks, i.e., VPN) is to establish a link between Alice and Bob using access control to identify 

the authorized individuals and then to use encryption for information exchange between the 

“islands” of security containing Alice and Bob. Alternatively, Dave may want to do a transaction 
with his bank. Dave’s transaction requires a higher level of security than Dave’s normal activities. 

Carol may want to turn on her light bulbs at home since she will be arriving after dark. While this 

does not require a high level of security, Carol certainly does not want some random person 
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turning her lights on and off. Other examples of low levels of security are the household 
appliances, such as a toaster or a refrigerator. The high levels of security examples include 

opening a home garage, accessing banks or operating factories. 

 

3. EMERGENCE OF EDGE COMPUTING 
 
In the era of edge computing another consideration is due to multiple connection paths for each 

device. Each element on the edge can connect using a choice of paths or even multiple paths 

between the same endpoints. Specifically, any computing element on the edge can connect via the 
internet, telephone lines, cell phone connections, wireless local area service networks (WiFi), or 

local wireless point-to-point connects such as Bluetooth or NFC (Near Field Communication) etc. 

See figure 2 for multiple paths from Alice to Bob, to a local server hub, to the internet, or to the 

house alarm system. Edge computing continues to mature and encompass more of our world. 
Standards are being created such as Waggle [5], which is an open sensor platform for edge 

computing, has been introduced to reduce some of the foreseen compatibility problems.Edge 

computing security issues encompass end-to-end devices and the networks in between. 

 

 
 

Figure 2. Communication connectivity from the edge 

 

4. STATUS OF EDGE COMPUTING SECURITY AND RECENT BREACHES 
 
The security issues for Edge computing often overlap with existing security problems. Access 

control using identity authentication is especially difficult in the IoT environment. Edge 

computing greatly increases the number of devices that need authentication. The pairwise 
authentication problem increases faster than exponentially (specifically the increase is N! where 

N is the number pairs) with increase in possible paths between the devices that need 

authentication. Added to the authentication problem, the problem of corrective action when 
unauthorized access is detected.  

 

One of the largest attacks that Internet has ever experienced was recently launched using unsecure 

routers, digital video recorders (DVRs) and online surveillance cameras [6]. A collection of 
devices called botnet (an army of infected devices) was used to launch a Distributed Denial of 

Service (DDoS) attack on KrebsOnSecurity.com, the website of a Security journalist who had 

previously exposed cybercriminals. This attack generated > 660 Gbps of traffic, making it the 
largest attack on record in terms of data volume. In another case, a pair of researchers showed 
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that they could remotely hijack a Jeep’s digital systems over the Internet. It led to a recall of 1.4 
million vehicles [7], which required a costly fix after it was shown that a moving Jeep’s steering 

wheel could be turned, unintended acceleration caused and brakes disabled remotely. Many 

homes have Internet enabled devices including thermostats, garage door openers, smart TVs etc. 

Such devices may contain vulnerabilities, enabling hackers to compromise a home, including 
changing the heating or cooling settings, opening garage doors and use TVs to connect with PCs 

on the home networks for stealing personal data [8]. 

 
Threat tracking and tracing are difficult for the IoT environment, but there are only a few 

channels through which an attack may travel. With Edge computing, definition and enforcement 

of the virtual protection boundary is difficult. Therefore, monitoring and responding to threats is 
the key. Fortunately, the increased computational ability of the elements at the edge also offers 

the potential for increasing the sophistication of the security monitoring and corrective responses. 

 

5. SECURITY MODELLING TARGETING EDGE COMPUTING 
 
Perimeter defence has long been insufficient for IoT security. Fixed protocols for boundaries of 

security with individual devices’ security implementations will fail, because devices can have 

multiple channels of communications across boundaries.Each of these can be configured 
dynamically bypassing the fixed protocols. In addition, a fixed universal security policy is 

inadequate.However, components throughout the Edge computing environment must be adaptive 

in the sense that each device builds an individual trust model with the other devices to which it 

connects. This model must include monitoring to determine the level of trust applied to each 
individual connection between devices. The source device’s trust (which sets the specific security 

policies and actions) increases based upon a history of successful connections and transactions 

with the responding devices. The source device’s trust decreases based upon measured or 
detected failures for connections and transactions with the responding device. The decreased trust 

invokes increased security measures as will be described in a later section. Therefore, each device 

must learn who to trust and what level of trust to extend to other individuals and devices. 
 

Each device may be part of the community of edge devices and cloud services. This community 

is similar to online communities of individuals and Hamilton et al describe the trust in an online 

community as a function of loyalty to the community [9]. Each edge device evaluates its trusted 
partners based upon preference, commitment, consistency vs surprise, and decisions or actions to 

be taken. The preference and commitment is established by the quantity and time spread of past 

communications. The measure of trust from one edge device to other entities is either increased 
by exchanges consistent with past exchanges or decreased by any surprisingly different 

exchanges. Thus, consistency increases trust and inconsistency decreases trust. The level of trust 

(based upon the past) and the immediate request drives a decision or action on the part of either 

the edge device or the cloud service component. A key to the success is the ability of each entity 
to learn and improve the measurement of trust. 
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Figure 3. Element A’s State of Trust Level of element B. 
 

Table 1. Categories of Security Considerations for connection from A to B 

 

Length and 

frequency of 

relationship 

Purpose of 

relationship 

History Action 

Request 

Severity 

and 

Urgency  

Status of 

Trust  

Response 

New, first 

contact 
_ _ _ _ _ _ _  

Short term 

many 

contacts 

_ _ _ _ _ _ _  

Short term, 

few contacts 

_ _ _ _ _ _ _  

Medium 

term many 

contacts 

_ _ _ _ _ _ _  
Medium 

term, few 

contacts 

_ _ _ _ _ _ _  

Long term 

 

Casual 

_ _ _ _ _ _ _  
Medical 

_ _ _ _ _ _ _  

Legal 

_ _ _ _ _ _ _  

Financial 

_ _ _ _ _ _ _  

Schedule or 

calendar 

_ _ _ _ _ _ _  

Employment 

_ _ _ _ _ _ _  

Political 
_ _ _ _ _ _ _  

Religious 

_ _ _ _ _ _ _  

Ownership/  

Property 

_ _ _ _ _ _ _  

None/just 

Information 

_ _ _ _ _ _ _  

National 

Security 

Neutral 

_ _ _ _ _ _ _  
Successful 

_ _ _ _ _ _ _  

Failure 

_ _ _ _ _ _ _  

Mixed 

successes 

_ _ _ _ _ _ _  

Past success, 

recent 

failure 

_ _ _ _ _ _ _  

Past failure, 
recent 

success 

_ _ _ _ _ _ _  

Relationship 

change 

Data or 

message 
delivery 

_ _ _ _ _ _ _  

Data or 

message 

request or 

exchange 

_ _ _ _ _ _ _  

Monetary 

transfer 

_ _ _ _ _ _ _ 

_ 

Physical 
Action 

_ _ _ _ _ _ _ 

_ 

Verification

_ _ _ _ _ _ _ 

_ 

Open 

connection_ 

_ _ _ _ _ _ _ 

Attestation 

Emergenc

y 
_ _ _ _ _ _  

Critical 

_ _ _ _ _ _  

Casual 

_ _ _ _ _ _  

Serious 

_ _ _ _ _ _  

Unclear 

_ _ _ _ _ _  

Mutual trust 

_ _ _ _ _ _  
A trusts B 

_ _ _ _ _ _  

B trusts A 

_ _ _ _ _ _  

Mutual 

doubt 

_ _ _ _ _ _ 

A doubts B 

_ _ _ _ _ _  

B doubts A 

_ _ _ _ _ _  

Neutral 

Ignore 

_ _ _ _ _  
 

Store 

_ _ _ _ _  

Respond 

_ _ _ _ _  

Forward 

request 

_ _ _ _ _  

Alert 

 

 

 
 

_ _ _ _ _  

Perform 

action 

 Multiple 

Possible 

 Multiple 

Possible 

  Multiple 

possible 
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The previous discussion proposes that information security is far more complex in the current 
computing environment. Not only does each participant (device, element, or person) require 

different security considerations, but each relationship between each pair of participants requires 

different security considerations. Additionally these security considerations change over time 

based on the past actions and new information. Table 1 summarizes the categories of 
considerations. It shows that each element in edge computing world needs a localized ability to 

establish an adaptive learning trust model with each entity that communicates with the element. 

Our proposed model limits and prevents the spread of a device failure from contaminating the 
whole system. As a consequence, the trust score of the compromised device shall be lowered. 

 

Let us consider some examples of applying Table 1 and Figure 3. First, consider the case of a 
patient and physician. For our example: the first column is long term, the second column is both 

Medical and financial, the third column is successful. The action requested is to renew a 

prescription which is “data or message request or exchange” in column four. The severity in 

column 5 is Serious, and the Status of Trust in column 6 is Mutual trust. Therefore, the Doctor’s 
response in column 7 is “Forward Request” to Pharmacy. The level of Trust in the state diagram 

remains B trusts A and the positive experience raises the Trust Level (TL). Secondly, consider 

that the patient’s friend contacts the physician requesting medical history. This is a new, first 
contact, and column 2 is medical, History is neutral, action request is data request, Severity is 

serious but the status is neutral. Now for medical requests the response is multiple in both 

responding to the requester that this is protected information and alerting the patient that the 
request was made. The level of trust in the state diagram moves to mistrust because this was an 

unexpected and not previously authorized request resulting in negative experience. This will be 

modified with the patient’s response to the notification from the physician. 

 
Finally, consider interactions between two devices, for example, a connected car and a cloud 

computing resource.  Specifically, the car’s computer contacts the automotive maintenance centre 

to schedule a regular maintenance.  From Table 1, column 1 we see this is a medium term 
relationship with few contacts.  From column 2 we see it is both scheduling and financial.  From 

column 3 we have successful.  Therefore, from state diagram 3 we have a positive trust level for 

between both the car and the maintenance shop.  The Action Request column is for data message 

exchange of data, time, and financial commitment.  From column 5, the severity is Casual as it is 
not urgent or serious.   As mentioned before, in column 6 we have mutual trust based upon the 

history and the state diagram.  The action is to respond.  Now consider that the car maintenance 

shop attempts to contact the car and drive it.  The first column is still a medium term relationship 
with few contacts.  However, in column two the purpose of the relationship does not match the 

action request from column 5.  Because column 3 and 6 point to some level of trust, but the 

severity of the action from column 5 leads to a response of “Alert” and “Forward request” but not 
perform action. 

 

The previous discussions concentrates on trust levels between two entities.  However, in reality 

there are multiple entities involved in some trust relationships.  As an example, some security 
protocols include a third party security certification.  In addition, there are some security 

situations where a third party monitors or records transactions. These considerations will be 

explored in future work.   
 

The application of Deep Learning for speech recognition is advancing [10], and it could be 

applied for speaker recognition for authentication and other security evaluations. The concept is 
to push some of the security decisions to the edge computing devices. The additional compute 

power at the edge is already being applied for decision-making using machine learning [11][12]. 

The future of security with edge computing and the cloud is a mix of central protocols in the 

cloud [13], decision making at the edge based upon machine learning, monitoring and analysing 
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communication activity[14]. A Machine Learning (ML) environment may allow the identification 
and defence against unexpected and unpredictable security challenges [15].However, ML is a 

double edged sword as hackers with access to training data can corrupt the learning process, or 

alter their attack code to specifically bypass a pre-determined security model [16]. There is a no 

silver bullet to ensure the security for all devices participating in Edge Computing, so a 
community based adaptive trust model may present an optimal solution. 

 

6. SUMMARY 
 
The present state of edge computing is an environment of vastly different computing capabilities 

connecting via a wide variety of communication paths. This situation creates both great 

operational capability opportunities and unimaginable security problems. This paper emphasizes 

that the traditional approaches to security of identifying a security threat and developing the 
technology and policies to defend against that threat are no longer adequate. The wide variety of 

security levels, computational capabilities, and communication channels require a learning, 

responsive, varied, and individualized approach to information security. We propose that each 
element in the edge computing world utilizes a localized ability to establish an adaptive learning 

trust model with each entity that communicates with that element. 
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ABSTRACT  
 

When a resource in a data center reaches its end-of-life, instead of investing in upgrading, it is 

possibly the time to decommission such a resource and migrate workloads to other resources in 

the data center. Data migration between different cloud servers is risky due to the possibility of 

data loss. The current studies in the literature do not optimize the data before migration, which 

could avoid data loss. MapReduce is a software framework for distributed processing of large 
data sets with reduced overhead of migrating data. For this study, we design a MapReduce 

based algorithm and introduce a few metrics to test and evaluate our proposed framework. We 

deploy an architecture for creating an Apache Hadoop environment for our experiments. We 

show that our algorithm for data migration works efficiently for text, image, audio and video 

files with minimum data loss and scale well for large files as well. 

 

KEYWORDS: 
 

Cloud Computing, Private Cloud, Data Migration, MapReduce, Data Loss, Cost 

 

1. INTRODUCTION 
 
Cloud computing is an environment that enables resource sharing irrespective of the location of 

the user. Virtualization is the key to cloud computing, since it allows us to create multiple 

simulated environments or dedicated resources from a single, physical hardware system. A 
hypervisor is a software that connects directly to that hardware and allows to split one system into 

separate, distinct, and secure environments known as virtual machines (VMs). Thus cloud 

computing is used to provisioning of various services like Infrastructure as a Service, (IaaS), 

Software as a Service (SaaS) , Platform as a Service ( PaaS) or Anything as a Service (XaaS) 
being offered to an individual organization. The above classification is based on the type of 

service, while public, private, hybrid or community cloud are cloud classification based on its 

deployment model [1]. 
 

There are multiple benefits of cloud [2] such as Elasticity, Cost Saving, Accessibility and 

Reliability. The public cloud, for example, represents a set of standard resources of varying types 
that can be combined to build applications [3] and the services are offered to clients for different 

purposes such as storage of files, etc. Cloud enables users to get computing resources/services 

over the internet irrespective of the location from a remote network of servers [4]. 

 
The significance of a private cloud over the public cloud is that important data can be stored with 

the minimum fear of it getting leaked over the internet. A private cloud can be maintained 
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anytime if organization(s) require it without depending on the cloud providers. However, there is 
a disadvantage in using a private cloud. If even a small portion of a server gets corrupted, it may 

lead to the data loss [5]. 

 

To address this problem, additional servers need to be installed in the private cloud to keep 
multiple copies of the same data, which can be used for data recovery. The additional server 

should function continuously without any hindrance and should always contain the up to date 

copies of the files present in the original server. Hence, any file that is added to the original server 
in the private cloud should be copied to additional servers. During server maintenance, the data 

may have to be migrated to different sets of servers. The data should also be deleted from the 

server initiating the migration because the data may be sensitive and should be avoided falling 
into wrong hands within the organization. 

 

There are multiple approaches discussed in literature as presented later in the related work 

section. All these approaches focus on various aspects and issues of data migration. The major 
problem with these approaches is not having a generic solution to data migration problem. Each 

approach is best suited for a specific scenario or a particular data set. There is a need for building 

a framework that can efficiently migrate the data and calculate the data loss as well. 
 

There might be data loses happening during migration. The few data migration approaches 

discussed above, do not compute the data loss accurately or may not even consider such loss. 
These existing approaches migrate data without any optimizing tools like MapReduce. This 

makes it difficult to compute the data loss during the transfer. Hence, there is a need for creating a 

novel framework that can efficiently migrate data without any data loss or minimal data loss. We 

are building such a framework that can efficiently migrate the data using MapReduce and also 
help in computing the data loss, if any. The overall objective and contribution from this research 

is: 

 
1) Migrating the data efficiently without any loss in the data or minimum loss of data. 

2) Designing an algorithm to reduce the time taken to migrate the data between the servers 

over the cloud. 

3) Studying the scale effect by migrating a large amount of data in a short span of time. 
 

1.1 Data Migration 
 

Data migration refers to the process of moving data, applications or other business elements from 

an organization’s onsite systems to the cloud, or moving them from one cloud environment to 

another system. There are different categories of data migrations in an organization through cloud 
computing. One of the most common category of data migration is the transfer of data and 

applications from a client’s server to the public cloud. Another common category of data 

migration is the data migration between two servers of the same organization located in different 
locations. They can be located even in different continents but are transferred over the internet. 

The transfer may also be performed between two different platforms of a cloud and this is known 

as cloud to cloud migration. Data migration might also takes place from a cloud server to a local 
server or data center. 

 

1.1.1. Types of Data Migration 

 
There are various types of data migration that takes place over a cloud system. Most important 

types are briefly described below. 
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Storage migration is the process of migrating data from existing drives and locations into state-of-
the-art drives elsewhere. This will provide more significant and faster performance, providing 

more scaling with more cost effectiveness [6]. This requires data management characteristics like 

cloning, backup and disaster recovery, snapshots, etc. The process takes time to perform 

validation and optimization of data and to identify outdated or corrupted data. It also involves 
migrating blocks of files and storage from a system storage to another irrespective of whether it is 

drive, disk or in the cloud. There are multiple storage migration techniques and tools which helps 

in smoother transition of the process. It also increases the chance of modernizing the storages and 
stop inefficient drives. 

 

Database migration is the process of migrating data from one database to another. This is 
performed at times where there may be a necessity to shift from one database vendors to another, 

upgrading the software of the database or move the database to the cloud [7]. In this type of 

migration, the basic data may change, that may affect the application layer when there is a shift in 

protocols or data. This technique deals with modifying the data without altering the structure. A 
few key tasks include calculating the size of database for determining the amount of storage 

required, testing applications and making sure that the data will be confidential. There may be 

compatibility problems that may occur at the time of migration process, hence it is necessary to 
test the process first. 

 

Application migration is the process of migrating an application from an environment or storage 
to another. This may include migrating the whole application or a part of it from a storage to 

cloud or between different clouds [8]. It may also include migrating the applications’ main data to 

a newer form of application that is used by another provider. It is mostly used when an 

organization switches to another vendor platform or application. There are complexities 
associated with the process since the applications might interact with other applications, and 

every migration has its own data model. Usually, applications are not migrated since tools in the 

management and configuration in the virtual machines might change between different 
environments and due to change in operating system. Migration of applications may need other 

middle ware tools to bridge the gap in technology. 

 

There are challenges associated with migration in the cloud. A lot of enterprises do not have the 
technical experience required for transferring between cloud systems or between servers over the 

cloud, which causes lots of disadvantages. A solution would be to outsource the work, which may 

lead to data theft or loss. Protection of sensitive data is important in cloud environment. 
 

1.1.2. Lack of Migration Progress Management 

 
Live data migration in cloud computing has uncovered major weaknesses in existing solutions 

that lacks progress management in the migration, the ability to predict and control the time of 

migration [9]. With no capability to control and predict the migration time control, the 

management tasks will not be able to attain the expected performance. If a system administrator 
requires to take down a physical machine for maintenance or for migrating the contents of the 

system to the cloud, the time management cannot be guaranteed and may disrupt the process and 

may lead to disruption of productive time in the business. The failure prediction systems that are 
applied may not detect the abnormal activities in the servers during the data migration. The 

migration is also be performed to balance the load [10]. These scenarios reveal the weaknesses in 

current live migration. Hence, the system administrator has to analyze and predict the time taken 
to complete the migration and ensure that the migration process is managed efficiently. In 

general, data migration seems simple and hence, managers, do not pay much attention on it, care 

less about the migration and maintenance of servers. However, there are huge implications [11]. 

The bandwidth is one of the major implications among those. The authors [11] also discuss 
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reducing the cost of processing the geographically distributed big data. The data that is 
transferred between the servers is usually huge and entire data may not reach the other server. A 

small corrupted block in the server (original/additional) may lead to a big failure. Addressing the 

problem of migration is complex and a separate industry has been booming and growing at a 

rapid pace. According to the reports by Thalheim et al. [12], in the past only 16% of the data 
migration projects had been completed successfully without any error. These authors have also 

mentioned that since the migration takes significant time, only 64% of the data migration project 

had a timely delivery. 
 

1.2 Hadoop MapReduce 
 
According to Apache Hadoop project, Hadoop MapReduce is a software framework for 

distributed processing of large data sets on compute clusters of commodity hardware [13]. The 

framework takes care of scheduling tasks, monitoring them and re-executing any unsuccessful 
tasks. According to the Apache Software Foundation [13], the primary objective of MapReduce is 

to split the input data set into independent chunks that are processed in a completely parallel 

manner. 
 

From Figure 1, it can be seen that MapReduce contains two main functions known as Map and 

Reduce. The Map function converts the input data into intermediate Key / Value Pairs (KVP) 

format by grouping the data. A KVP contains data of two linked items which is a Key and a 
Value. The Key assigns a unique identity for the group of data, whereas the Value contains a 

pointer that points to the location of the data. The Map now has data in a structured manner along 

with the Key and Value assigned to it. This output is used as an input to the Reduce task. In the 
reduce task, it obtains the structured data i.e. intermediate KVP’s and converts them into smaller 

structures. The KVP data for each group is stored in the Hadoop distributed file system (HDFS). 

 

 
 

Figure 1: Basic functionality of MapReduce [14] 

 
A MapReduce functionality is a type of work that consists of input data, MapReduce 

functionalities and the details of the configuration. Hadoop works by dividing the job into tasks as 

map tasks or reduce tasks. Two different types of nodes that control the job execution are a 

tracker node and multiple task trackers. These task trackers run the tasks allocated to them and 
send reports to the Job Tracker since it preserves the whole progress of every task. 
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The input to the MapReduce task is divided into fixed size pieces known as chunks or splits (64 
MB chunks) [15]. It assigns a map task for each split when functions related to the users are 

recorded for every split. Having a lot of split means that the time taken to process every split is 

smaller while comparing to the time taken to process whole input at once. Hence, if the splits are 

processed in parallel, it will be faster when the splits are small, since system can perform the 
processing more quickly. Even though the machines are identical, failed processes or other tasks 

that run simultaneously makes load balancing desirable, and the nature of the load balancing 

increases as the chunks become more fine grained. On the contrary, if the chunks are too small, 
the overhead of dealing with the chunks and of map tasks creation starts to dominate the 

execution time of the overall tasks. For most tasks, a good chunk size will in general be the 

measure of a HDFS block, which is 64 MB as a standard. 
 

Map jobs compile their output to the localized disk, not to HDFS. This is on the grounds that the 

output of the map is the intermediate output. It is handled by reduce function to deliver the final 

output and once the activity is finished the output from the map can be disposed of. Hence, 
storing the map output in HDFS with copies would be unnecessary. For each HDFS block from 

the output of the reduce, the primary copy is saved on a localized node, with different copies 

being saved on other data nodes. In this way, writing the output of the reduce task consumes 
bandwidth of the network. 

 

The number of reduce jobs is not controlled by the input size. When there are more than one 
reducer, mapper partition's the output, each making one section for each reduce task. There can 

be multiple keys per partition, however, the records for any given key are all in a single partition. 

The partitioning may be controlled by a partitioning function as defined by the user, however the 

default partitioner works well by utilizing a hash function which stores keys. 
 

Rest of the paper is organized as follows: In Section 2 we discuss some of the closely related 

works. We describe our architecture and experimental set up in Section 3. In Section 4 we explain 
our algorithm and MapReduce implementation flow. We introduce three metrics for performance 

of our MapReduce alogithm and analyze our results in Section 5. We conclude our study in 

Section 6. 

 

2. RELATED WORK 
 

In this section, we discuss some of the approaches related to the data migration. The literature 

consists of various approaches such as DCTCP [16], D2TCP [17] and D3 [18] that are used for 
minimizing the cost of data movement inside the data center. These approaches focus on data 

transfer within a single geographical location. The paper by Cho and Gupta [19] presents a 

system named Pandora that gives optimal cost solution for transferring a significant amount of 

data from one data center to another data center located around the globe. This approach finds the 
optimal cost using the physical shipment of disks as well as online data transfer. The problem 

with this approach is the conventional physical shipment is not an efficient solution to transfer 

large volume of data. 
 

Various technologies like elastic optical networks and DC networks have been discussed by Lu et 

al. [20] for migrating data efficiently and creating backups for use in big data. The authors have 
described the impacts of applications of big data on the existing network. After this, authors have 

made a model for the data migration over the network. They have proposed efficient algorithms 

with respect to BL-Anycast-KSP-Single-DC algorithm. A joint resource defragmentation has 

been discussed in [20] for improving the performance of the network and a mutual backup model 
has also been proposed for better data backup. However, the efficiency of data migration is very 

less for elastic optical inter-DC networks and it is difficult to control and manage the network. 
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2.1 Hadoop MapReduce based approaches 
 

Efficient migration of data has been studied under different contexts. We have discussed in this 

section briefly about Hadoop, geo distributed data centers and energy efficiency. Liu et al. [21] 
used Hadoop clusters to implement the MapReduce for cloud computing applications. According 

to these authors, when the data size grows, the performance of MapReduce is reduced. They 

introduced a performance rating scheme to analyze this phenomenon. Principle Component 
Analysis method was used to fill out the critical Hadoop configuration metrics that strongly 

impact the workload performance from excessive configuration items [21]. 

 

HadoopDB: There has been a lot of research studying correlating (related) data into similar 
nodes. HadoopDB saves information in a localized database management system and hence 

interrupts the dynamic scheduling and fault tolerance of Hadoop. According to Dittrich et al. [22], 

the two input files are grouped in Hadoop by creating a unique file with the specifications of a 
Trojan Index. Trojan Index is a solution to integrate indexing capability into Hadoop to provide 

index that can help in executing the MapReduce jobs. 

 
Despite the fact that this methodology does not require an alteration of Hadoop, it is a static 

solution that expects users to rearrange their input data. Newer benchmarks have distinguished a 

gap in the performance among Hadoop and parallel databases. There has been considerable 

interest in advancing Hadoop with methods from other databases, while retaining the flexibility of 
Hadoop. A serious analytical benchmark study of different parts of the process pipeline of 

Hadoop was been led by Jiang et al. [23]. It was discovered that indexing the map significantly 

enhanced Hadoop’s execution. 
 

GridBatch [24] is another expansion to Hadoop with a few new administrators, and in addition 

another record type, which is divided by a partitioning function as defined by the user. It enables 
applications to determine documents that should be co-put too. Their answer intermixes the 

partitions at the record framework level, though this strategy decouples them with the goal that 

diverse applications can utilize distinctive strategies to characterize related documents. In further 

developed apportioning highlights of parallel database frameworks e.g. IBM DB2, TeraData, and 
Aster Data tables are co-divided, and the inquiry analyzer abuses this reality to create proficient 

question designs. This methodology adjusts these plans to the MapReduce framework, while 

holding Hadoop’s dynamicity and adaptability. To accomplish this, proposed approach varies 
from parallel databases in that proposed framework performs co-position at the record framework 

level and in a best-exertion way: When constraints in the space or failures prevent co-situation, 

high accessibility and adaptation to internal failure are given higher need. 

 
Programming Models: There have been multiple programming models that has provided 

restricted programming and utilizes restrictions for parallel computation automatically. An 

associated functionality can be used for the prefixes using parallel prefix computations [25]. 
These models can be simplified using MapReduce based on real world computations. An 

implementation that is tolerant on fault that scales to thousands of processors has been provided. 

 
Conversely, a large portion of the parallel preparing frameworks have just been executed on little 

scales and leave the points of interest of taking care of machine failures to the developer. Higher 

levels of abstraction is provided by bulk synchronous programming [26] and some MPI 

primitives [27] that make it easier for programmers to code simultaneous programs. A prime 
distinction between these frameworks and MapReduce is that MapReduce misuses a limited 

programming model to use the client program in parallel and to give straightforward adaptation of 

the fault tolerance. The locality optimization draws its motivation from techniques such as active 
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disks [28], where computation is pushed onto processing elements that are close to local disks, to 
reduce the amount of data sent across I/O subsystems or the network. 

 

Scheduling: Commodity processors are utilized where a small amount of disks are directly 

associated instead of running directly on disk controller processors, but the general methodology 
is similar. The backup task techniques are like the eager scheduling techniques used in the 

Charlotte System [29]. The main weakness of a simple enthusiastic scheduling is that if a given 

task causes failures repeatedly, the whole processing fails to complete. Few instances of this 
problem have been fixed in this technique to skip the bad records. The MapReduce execution 

depends on an in-house cluster management framework which is responsible for distributing and 

running user tasks on a large number of common systems. Even though it is not the focus of this 
work, the cluster management technique is similar to other techniques like Condor [38]. The data 

sorting which is a part of the MapReduce library is similar to the operation of Now-Sort [30]. The 

source machines segment the information to be arranged and sends it to the reduce tasks. The 

reduce task arranges the information in a local storage. It is known that Now-Sort is not very user 
friendly and cannot be defined by the user. 

 

BAD-FS is an altogether different programming model from MapReduce that has been proposed 
by Bent et al. [31] for targeting the tasks across a wide area network. However, there are two 

main similarities: (1) Both frameworks utilize excess execution to recuperate from data losses 

that is caused by failures; (2) Both utilize a similar type of planning to diminish the amount of 
information sent through dense networks. TACC framework has been designed for simplifying 

the creation of services within a network is given by Fox et al. [32]. Like MapReduce, it depends 

on re-execution as a system for actualizing adaptation to internal failure 

 
Geo-distributed cloud services contain many data centers spread across different locations. They 

can provide larger capacities to the end users and they are mainly used for social media 

applications [33]. According to [33], there are challenges like storing and migrating the data over 
long distances. An efficient framework has been proposed by Microsoft Team [33], which 

provides a solution to data placement. This solution helps to reduce the data movement between 

geo-distributed data centers. The effectiveness of the proposed framework has been verified by 

comparing to offline transfers. However, in this model [33], storage limits are not considered for 
every cloud location, and only the predicted data is sent. 

 

An energy efficient tool has been developed in Li et al. [34] for migrating data in a virtual 
machine. It is an emulator where it provides functionality of an actual computer. A double 

threshold model with multiple resource utilization has been designed to migrate in the virtual 

machine [34]. The proposed algorithm by Li et al. [34] has shown better energy efficiency in 
cloud data center. To transfer data over the cloud efficiently, a cost effective data migration 

technique has been proposed by Zhang et al. [35] using a framework similar to MapReduce. 

Online lazy migration (OLM) and randomized fixed horizon control (RFHC) algorithms have 

been proposed by these authors to transfer the data efficiently. The performance of the online 
algorithms has been shown to improve when compared to optimal offline algorithm such as Smith 

Waterman alignment algorithm. 

 
Each of these approaches is best suited for a specific scenario or a particular data set. There is a 

need for building a framework that can efficiently migrate the data and calculate the data loss as 

well. Our focus and objective is to build such a system framework that would efficiently migrate 
data using Map Reduce and avoid data loss. 
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3. EXPERIMENTAL SETUP AND ARCHITECTURE 
 
We describe in this Section various modules of our architecture depicted in Figure 2. 

 

 
 

Figure 2. Cloud Architecture 

 

3.1 OpenStack 
 

The OpenStack project is an open source cloud computing platform for all types of clouds [36]. 

The purpose of using this open source software is that it is simple to implement, highly scalable, 
and feature rich. It is one of the widely used cloud computing platforms among developers and 

cloud computing technologists. 

 

OpenStack basically provide IaaS solution through a group of associated services [36]. Each 
service provides an application programming interface (API) to facilitate this integration. 

According to the needs, one can install the required services. OpenStack has gained a lot of 

popularity due to its flexibility and ability to provide a virtualized infrastructure as it provides 
multiple hypervisors such as Kernel Virtual Machine (KVM), Qemu and Hyperv. KVM is a 

Linux kernel module that allows a user space program to utilize the hardware virtualization 

features of various processors [37]. Today, it supports recent Intel and AMD processors (x86 and 
x86/64). Qemu can make use of KVM when running a target architecture that is the same as the 

host architecture [37]. 

 

Several components contribute in building an OpenStack based Cloud. For this experiment, we 
have installed Nova compute, Glace, Cinder, Swift, Horizon, Keystone and Neutron. 
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3.2 MAAS 
 

Metal as a Service (MAAS) treats physical servers like virtual machines in the cloud. It turns bare 

metal into an elastic cloud-like resource so we don't have to manage each server individually. 
Machines can be quickly provisioned using MAAS. MAAS can also destroy instances easily as 

similar to instances in a public cloud like Amazon AWS, Google GCE, and Microsoft Azure, 

among others. MAAS can act as a standalone PXE service. It can also be integrated with other 
technologies. It is basically designed to integrate well with Juju, the service and model 

management service. It's a perfect combinations as MAAS manages the machines and Juju 

manages the services running on those machines. 

 

Minimum Requirements for MAAS 

 

The minimum requirement for the machines that run MAAS vary widely depending on local 
implementation and usage. 

 

Factors that influence hardware specifications include: a) the number of connecting clients (client 
activity); b) the manner in which services are distributed; c) whether high availability is used; d) 

whether load balancing is used; and e) the number of images that are stored. 

 

3.3 JAAS 
 

Juju as a Service (JAAS), is the best way to quickly model and deploy cloud-based applications. 
Juju is used to operate software on bare-metal servers by using Canonical's Metal as a Service 

(MAAS), in containers using LXD, and more. The models in Juju provide an abstraction which 

allows the operations know-how to be cloud agnostic. This means that Charms and Bundles in 

Juju can help in operating the same software with the same tool on a public cloud, private cloud, 
or a local laptop. 

 

3.4 Building a Testbed 
 

There are various ways of deploying the cloud. We have deployed a version of Openstack Pike 

using MAAS and JAAS as shown in Figure 2. 
 

To build a private Cloud, we used three Dell R420 servers with multiple Ethernet ports. These 

servers are named as Cardinal 1, Cardinal 2 and Cardinal 3. All servers have 20 GB RAM and 8 
Intel Xeon processors on each of them. Ubuntu 18.04 LTS (Desktop Version) was used as the 

operating system running on each of them. We have two different desktops with 8 GB RAM and 

Ubuntu 18.04 LTS version to install MAAS and JAAS separately. MAAS is also acting as DHCP 

server for external network providing Management IP’s. A VM is created on Cardinal 1 which is 
working as internal DHCP server to allocate Provider IP’s. We have used OpenStack Pike to 

create a private Cloud environment for these machines. OpenStack is a Cloud software platform 

with a three node architecture [36] as shown in Figure 2. OpenStack should have minimum three 
nodes to implement Cloud but to get more resources more number of compute nodes can be 

added. There can be only one controller and network nodes each in OpenStack setup. These three 

node are setup on three Dell servers using Qemu-KVM. These nodes are created as VMs on those 
servers to support the networking required while setting up OpenStack. 

 

In this figure 2, (a) MaaS is acting as DHCP server for external network; (b) MaaS provides 

management IPs; (c) Switch 2 provides IPs for internal network; (d) all cardinals have Ubuntu 
18.04 LTS; (e) All VM’s have Ubuntu 16.04 LTS. 
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3.5 Hadoop MapReduce Implementation 
 

Data migration being a complex function, the data has to be optimized to make the process 

simpler. Hence, we use MapReduce, a model that optimizes the data, for my experiment. It is a 
programming model that processes big data sets. We have made two VMs on the compute nodes 

in our testbed. These VMs are used for demonstrating the migration for different types of files 

like csv, image, pdf and audio files. The data migration is done based on IP of these VMs. We 
have made this environment to run the MapReduce code because MapReduce requires the HDFS 

for running and executing the jobs. These codes of MapReduce are written using MATLAB 

environment. The Mapper and Reducer functions are implemented separately for different types 

of files. With the help of data migration, we show that using MapReduce for migration, reduces 
data loss as well as improves the efficiency of the migration. 

 

4. EXPERIMENTS 
 

4.1 Implementation Flow 
 

Figure 3 presents the implementation process, and is explained below. 
 

 
 

Figure 3. Implementation Flow 

 

4.1.1.Strategy Development 
 

The strategy development process for data migration can be chosen from different strategies 

based on the needs and available processing windows. The strategy depends on the following two 
criteria: 

 

1) Data migration from server to server (with administrative permission): in this process, the 
data is migrated of one server platform to another (such as moving from server A to server B 

in Cloud environment), also our servers will have root or administrator access, which will 

allow to have full control over the setup and configuration of the server. 

 
2) Data migration from client to server (With administrative permission): in this process, the 

data will be migrated from one client platform to another (such as moving from client A to 

server B in Cloud environment), also our client as well as server will have root or 
administrator access, which will allow to have full control over the setup and configuration of 

the server. 
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4.1.2. Assessment and Analysis 
 

Two important parameters for a file are its size and format. We assessed and analyzed the 

performance of our MapReduce algorithm based on these two input parameters. The file size 

helps in computing data loss. In order to assess the performance of the migration process, 
different files of sizes (in MB) were considered. The data format help us in identifying what type 

of data is to be transferred during migration. For our experiments, the data file format is in csv, 

excel, images, audio, or video. 
 

4.1.3. Data Preparation 

 
During data migration from one server to another, a large amount of data is transferred, in 

general. In our experiment, data is transferred from Server A to Server B. If any data gets 

corrupted during the transfer, it is difficult to identify the location and directory of the corrupted 

file. Hence, prior to migration the data must be optimized for easier transfer of data. For this 
optimization process, we used the MapReduce framework. The final output (.mat file) is 

converted into PDF or another universal format (.rar) to ensure the security and privacy level of 

data. 
 

4.1.4 Validation 

 
The migration process performance is validated for ensuring the requirements and customized 

settings function. The validation and performance analysis process covers the following features: 

(a) review the process flow; (b) assess the data rules; (c) to ensure proper working of the process 

along with the data routing. The following parameter setting were used to achieve these features. 
 

Parameter Description 

Schedule ID Migration Schedule ID 

Server Primary file system’s server 

Files Migrated The number of files that were migrated 

Status Migration completion status 

Start Time Date and time when the migration began 

End Time Date and time when the migration ended 

Rules used Rules used by the policy 

Pre-Migration File System Space 

Used 

File system size, total used space before the 

migration 

Post-Migration File System Space 

Used 

File system size and the total used space after the 

migration 

File System Capacity File system’s total capacity 

 

The efficiency and total execution cost are computed based on the above parameters to determine 
the performance of the algorithm, which we discuss later in the results section. 

 

4.2 MapReduce Implementation 
 

Our aim is to migrate data between two servers and compute if there is any data loss during the 

transfer. The proposed framework combines data migration and MapReduce. Apache Hadoop is 
the most commonly used MapReduce tool since it is open source tool and easily available and 

hence, we use this for our study. 

 
For data migration, we have written a script in Matlab that replicates the data from Server A to 

Server B and will delete the data in Server A after MapReduce is performed. MapReduce model 
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comprises of three stages, the map stage and the reduce stage. The Map function optimizes the 
data and converts it into structured data. Mapping is performed in parallel on multiple nodes or 

groups of data. 

 

After completion of Map stage, intermediate KVPs are sent to reduce function where the different 
mapping steps are combined. The reducer takes all the values associated with a single key k and 

outputs any number of KVPs. The data will be saved in the KVP, where the Key is an integer 

data assigned to each group of data. The Value in KVP is a floating-point type and contains the 
corresponding data. The Key and Value are stored as an array for each group of data. There might 

be more than one data with the same Key, however, the Value will be different. These Keys that 

have similar data are combined by merging the data sizes in the Value and storing it in a single 
array. Since, the KVP might have more than one row or column, it will be stored as a 2D array. 

 

Algorithm: MAPRDUCE DATA MIGRATION 
 

 
Input: Image, Audio, Video, Excel files  

Output: (Key, Value) Pairs  

Initialization:  
Mapper (INP, INF_VL, IN_K_VL)  

IMV = Data Fragmentation Condition (INP)  

Add IMV to IN_K_VL  

Return IN_K_VL  

Reducer (KY_VL, INT_VLTR, OT_K_VL)  

While HASNEXT (INT_VLTR)  

OT= GETNEXT (INT_VLTR)  

End While  

Add OT to OT_K_VL  

Return OT_K_VL  

Migrate (Server 1         Server 2)  

Server 1:  
MIG_D_V= TCPIP (Server 2 IP Address, Port, Client)  

Mapping Rule:  

Set (MIG_D_V, Output Buffer Size, Output Bytes)  

Fopen (MIG_D_V)  

Data Recovery:  

Fwrite (MIG_D_V, Input);  

Fclose (MIG_D_V);  

Server 2:  
SVR_END= TCPIP (Server 1 IP Address, Port, SERVER)  

Set (SVR_END, InputBufferSize, Input Bytes);  

Set (SVR_END, Timeout, 30);  
Fopen (SVR_END);  

Act_D = fread (SVR_END, INPUT PORT);  

Fclose (SVR_END);  

End 
 

The Map Reduce data migration algorithm takes different types of input such as audio, video, 

images and csv files. The first step is to create datastore for the data set. This datastore works as 

an input for MapReduce allowing MapReduce to process data in chunks. The input to the map 
function is data (INP), information (INF_VL) and intermediate Key Value store (IN_K_VL). The 

INP and INF_VL are the result of the call function made to the datastore. The map function adds 

the KVPs to the IN_K_VL object. 

 
The inputs to the reduce function is intermediate key (KY_VL), value iterator (INT_VLTR) and 

final key value store (OT_K_VL). The KY_VL is the active key added by map function. 
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Whenever there is a call made to reduce function, map reduces provides a new key from 
intermediate Key Value store (IN_K_VL). The INT_VLTR objects contains all the values 

associated with KY_VL. The HASNEXT and GETNEXT functions are used to scroll through the 

values. OT_K_VL is the final key value store where the reducer functions has added the KVPs. 

MapReduce takes all the KVPs from OT_K_VL and returns to the output datastore. 
 

After MapReduce function, the migration takes place. The migration process has an important 

condition that both the servers should have the same version of Matlab environment. The 
migration is done based on the IP address of the sender and receiver. The sender defines the 

address of receiver in TCPIP function and the port. Similarly the receiver defines the IP address 

and port of the sender. 
 

5. RESULTS AND DISCUSSIONS 
 

After MapReduce step, the data is transferred from Server A to Server B in the private cloud 

environment. The KVP is obtained from the data that is now in the Server B. This new KVP is 
compared with the previous KVP to find if the values are same. Any mismatch would mean that 

there is some loss in the transferred data. If the matching of data takes place well without any 

error, it means that there is no loss in data. 
 

The size of the groups where the data loss has taken place is used to compute the total data loss 

during the transfer. This will be done by computing the difference between the total amount of 

data before the migration and total amount of data after the migration. 
 

Data Loss: DL 

 
Total amount of data before migration: DBM 

Total amount of data after migration: DAM 

 
DL = DBM - DAM 

 

We have performed the experiments and various performance evaluation to check the 

effectiveness of the proposed method that combines the data migration method using MapReduce 
with input parameters such as number of files, file size, output parameters such as accuracy and 

the cost of the transfer. 

 
The energy consumption of the servers is generally high, which accounts for the high data 

migration cost. The cost of migration has to be low in any framework in order to be efficient. We 

evaluated the cost of migration for the proposed model and also evaluated the cost for migrating 

data without using MapReduce. Execution cost was calculated by adding the cost incurred during 
the idle time with the cost incurred to execute the work flow schema. 

 

Total Execution Cost: EC 
 

Idle Time: IT 

Busy Time: BT 

Information that is stored after transfer: λ 

Data that is transferred over the network: 𝛾 
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Efficiency: E 
 

Efficiency is another major important metric for performance evaluation. It can be defined as the 

percentage of data that is transferred without any data loss. 
 

Total Data Transferred: DT 

Data Re-transferred: DRT 

 
 

TABLE 1 : INPUT FILE FORMAT: Audio and Video Files (.wav, .mp4) 
File Size 

(In MB) 

Total Execution Cost 

(In second) 

Data Loss 

(In MB) 

Efficiency 

10 9.789856 1.07 90.674% 

100 41.099143 6.98 91.986% 

400 90.371984 19.91 94.793% 

700 159.12896 34.08 95.168% 

1100 242.95312 41.09 96.023% 

 
Table 1 captures various results for the performance of data migration of audio video data files. 

The algorithm working behind these files need to run an additional function as audio datastore. 

 
Due to this, there is a delay, which leads to addition of few seconds to the total execution cost. 

The total execution cost keeps decreasing with respect to the size of data transfer. The efficiency 

improves as it can be seen in the table showing that for big data sets, the algorithm performs 
better. The data loss also reduces with increasing size. This concludes that our algorithm performs 

efficiently in case of audio video migration for scaled data size. 

 

Table 2 presents the performance of our algorithm on image data files. The Map and Reduce 
function for image migration uses contrast and saturation as key values. The total execution cost 

keeps decreasing with respect to the size of image transferred. The efficiency improves as it can 

be seen in the table showing that for big data sets, the algorithm performs better. The image being 
static (still), performs better than audio video files. The data loss is low with increasing size. 

Hence it can be conclude that the algorithm performs well in case of image migration also with 

respect to scaling data sizes. 
 

TABLE 2: INPUT FILE FORMAT: Image Files (.png, .jpg, .tif) 
File Size 

(In MB) 

Total Execution Cost 

(In second) 

Data Loss 

(In MB) 

Efficiency 

10 8.132984 0.99 92.147% 

100 39.227144 5.20 93.997% 

400 87.994872 17.80 17.80 

700 146.297184 20.73 95.778% 

1100 223.224165 28.07 96.814% 
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TABLE 3: INPUT FILE FORMAT: Excel Files (.csv, .xlsx)  
File Size 

(In MB) 

Total Execution Cost 

(In second) 

Data Loss 

(In MB) 

Efficiency 

10 7.193986 0.93 93.674% 

100 33.938971 3.71 94.986% 

400 71.392817 13.77 94.793% 

700 138.029641 20.73 96.168% 

1100 194.837194 28.07 97.023% 

 
Table 3 presents the performance of our algorithm for textual data files in csv or xlsx format. The 

Map and Reduce function for document migration uses keywords as key values. This performs 

better than other data formats mentioned before. The total execution cost is very low in 
comparison to other data format with same amount of data size. The total execution cost keeps 

decreasing with respect to the size of documents transferred. The efficiency improves as it can be 

seen in the table showing that for big data sets, the algorithm performs well. Due to data being 

present in row-column format, we can separate the data easily based on key values. Hence, the 
performance improves with respect to other file format such as image, audio and video files. The 

data loss is low with increasing size. With this we can conclude that our algorithm performs 

better in case of document migration with respect to increasing size of file.Analyzing the results 
in Figure 4, we can observe that the efficiency is best for textual data in csv or xlsx format. It can 

be seen that with increasing size of data, the efficiency increases irrespective of the data format. 

This shows that algorithm works better providing a high efficiency for bigger data sets. The goal 

was to minimize the data loss and it decreases with respect to the size of the data migrated. The 
datastore functionality provide by Matlab is a benefit over other programming languages as it 

helped in optimizing the datasets. 

 

 
 

Figure 4. Efficiency Analysis 

 

6. CONCLUSIONS 
 
A migration technique has been discussed in this study that can efficiently transfer the data 

between the servers using MapReduce. The framework that has been developed for migrating the 

data has reduced the data loss. The MapReduce has efficiently optimized the data migration code 
when large data sets are considered for migration. The performance metrics introduced have been 
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validated by computing the efficiency and the cost for migration. From the results, it can be seen 
that the efficiency of the proposed algorithm increases with the increasing file size, that is, we 

established the scalability of the proposed algorithm. Also, the cost of the transfer is shown to be 

reduced. 

 
The data migration technique used for the experiment performs faster than the previously 

available work in cloud computing. The work has been performed using image files like png, jpeg 

and tiff, audio files like wav, video files like mp4 and documents like xls and csv. While 
performing the simulation, internet interruptions, failure of a server, less bandwidth and less 

frequency have been the issues for data loss in the experimental results reported. With stable 

network connectivity, we expect that the data loss could be avoided. 
 

Larger heterogeneous files (text, images, audio and videos) have been migrated by our algorithm 

for execution time and efficiency. The execution cost can further be reduced if the files formats 

were homogeneous while also decreasing the data loss. 
 

With the limited resources used for the current study, the size of files migrated were bounded due 

to system limitations and also data loss could not be avoided. By improving the configuration of 
the system architecture and physical servers we might expect to improve the performance further. 

The efficiency of our algorithm cannot be guaranteed for input files with complex data (features 

of the input files) and other file formats, hence, improving the algorithm for such input files is left 
as future work. 
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ABSTRACT 
 

Enterprise Resource Planning (ERP) is a popular business management tool used by almost all 

companies these days to organize their business. In-spite of the challenges faced by ERP; 

before, during and after its implementation into the Enterprise, it fetches greater profits to the 

organization. This paper deals with the challenges faced by ERP with a complete literature 

overview of the challenges from earlier authors. Then after a brief visit of these factors, a very 

essential topic to the Enterprises i.e., Costs are discussed. The costs that are incurred in the 

project, some unknown or hidden costs are dealt with. A solution is proposed to solve this cost 

problem of ERP and to improve the profit margins to the companies. The solution is Cloud ERP. 

The latter part deals with the benefits of Cloud ERP in general and with respect to costs along 

with the concerns of cloud ERP, the major issue among all the concerns and few proposed 

solutions of solving this problem in the cloud ERP. 
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1. INTRODUCTION 
 

ERP (Enterprise Resource Planning) is a bunch of modules that form a suite to support the 

business activities of an Enterprise or an organization. It plays a very crucial role in the profit 

gains and the maintenance of standards in any organization. In the initial stages of ERP, it was all 

on-premise which means that the company or the organization has to bear the cost of 

infrastructure, hardware, electrical equipment, systems, and employees to manage them to house 

an on-premise ERP. Along with all these, there were many potential challenges of ERP in an 

Enterprise. Our paper discusses very briefly in section 3 all the challenges of ERP by performing 

an overview on existing literature work (section 2) on the factors affecting ERP and the crucial 

factor of ERP for any company – Costs is discussed. We talk on the budget, the hidden and 

underestimated costs and the mistakes that give rise to such costs. A small case study is provided 

to show how the budget problem can affect a project and can create havoc to it. In section 4, we 

discuss the best possible solution to the cost problem, its benefits, concerns and other details 

relating to it. This solution is Cloud ERP and we discuss in detail about the benefits and concerns 

of it. Section 5 discusses the workflow of the research. Section 6 concludes the work with a 

proposal on future work. 

 

2. RELATED WORK 
 

Implementing ERP is a very challenging task. It has many factors that affect it. Most of these 

factors have been discussed by many authors in their literature. In this section of the paper, let us 

look in detail what all the authors have in their work about the factors affecting ERP. Parijat and 
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Pranab said that the factors of ERP are business process restructuring, change management, 

users’ attitude, training, project management, top management support, vendor support, project 

sponsorship (budget) and proper communication [4]. In [5], the authors mentioned some other 

general factors as inadequate clients’ willingness to participate, need for vast clients and relevant 

personnel involved [6], too broad coverage of business, lacking clear targets, shortage of support 

and experience, technological or cost-profit problems. Inadequate training, not enough experts, 

lacking analysis of flow and technology, failure of synergizing inside and outside expertise, [8] 

business plans incompatible with ERP functions, and separation from certain ready systems are 

risk factors for the success of ERP. The major challenges of ERP implementation in Business 

[11] [19] are Lack of senior management commitment, [20] ineffective communication with 

users, insufficient training of end-users, failure to get user support, [16] lack of effective project 

management [11] methodology, [12] [13] underestimating the legacy systems, conflict between 

the user departments, composition of project team members, change management, training to 

users, communication, failure to redesign business processes and the misunderstandings of 

change requirements. For an ERP project to succeed, you must prevent problems in the following 

high-priority areas which [14] are e-business strategy, project management approaches, complex 

technology and systems, and [17] End-user resistance. 

 

Process knowledge, customization and contextualization knowledge, management support, 

change management, and training have been identified as key components of this dimension [15] 

[21]. The major success factors of an ERP system are [3] [9] top-management support, training 

[15], team contributions, consulting capability, and support. Employee skills [18] and project 

knowledge [21] play an important role in the success of any project. Employees should be well 

trained in using the system and be fully aware of the system’s advantages and capabilities. 

Technical competence factors do play a very important role in the ERP system. [24] The 

implementation team should have the ability to implement, [23] maintain and upgrade the ERP 

system, actively builds relationships with business managers [22], responsive to the endusers 

and check for proper data integrity. 

 

As mentioned in [18] ERP should be a well-planned and accurate budget covering all the costs 

needed [15] in terms of training certificates, employees’ motivations, system upgrades in the 

post-implementation phase, and any costs due to recruitment and training of new staff to replace 

those leaving and to cope with potential increases in turnover[23]. ERP systems simply can’t 

handle complex transactions and therefore limit the success of channel partners, negatively 

impact margins, and ultimately hurt the bottom line. Legacy systems proper planning, 

softwareselection efforts and information-system area participation [1] [3]. 

 

All these challenges can be broadly categorized into 4: Employee Skills (Both Technical and 

Non-Technical), Change Management, Costs, and Other IT factors 

 

3. CHALLENGE IN FOCUS – COSTS 
 

The ultimate goal of any enterprise is profits which are the result of the whole revenue generated 

taking out the costs incurred. The profits will be more when the costs are less. Let us now discuss 

One of the important challenges of ERP are ‘Costs’. ERP software initiatives are complex, 

multifaceted undertakings making the budgeting process is one of the trickiest stages of 

implementation. [15] Cost is a very important factor for ERP projects. Generally, if we take 100% 

as our total budget for the ERP project, the hidden and unexpected costs would come up to 10% 

of the total estimate [27]. There are few factors that determine the ERP implementation cost such 

as the size of the Company, cost-involving implementation, third-party software Integration, ERP 

system customization, and brand factor. 
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While the most expensive ERP system will probably meet all or most of your company’s 

requirements, the TCO (Total Cost of ownership) may far exceed the corporate budget. On the 

other hand, there can be both functionality and implementation risks associated with selecting the 

least expensive ERP solution. 

 

3.1 Hidden/ Underestimated Costs 
 

The Hidden or underestimated costs of ERP projects can be any of the following: training, 

unanticipated customizations, data conversion into different formats, integration and testing, data 

migration from legacy systems, data analysis, consultants and Infinitum, replacing the best and 

the brightest people, process redesign and software upgrades. All these form most of the hidden 

and underestimated costs of an ERP project. These are not direct and are not all the time unaware. 

 

3.2 Mistakes that Increase the costs 
 

There are a few mistakes that cause the project to move into over-budget. They are: improper 

requirements gathering, underestimating potential hidden costs, failing to buyin from the top 

management, frequent changing of processes to meet software’s needs, over-estimating the ability 

to customize the system, failing to select the right person-incharge, doing too much at once, 

under-staffing the project, giving Inadequate training to the users and not expecting the 

unexpected. All these mistakes lead to more costs on an on-premise ERP. Many solutions are 

proposed to solve this problem of costs but only a few of them are practically feasible. 

 

3.3 Example Case-study 
 

While implementing an ERP system for the US Navy, the 2005 budget request for the Navy was 

$3.5 billion for business systems operations and upgrades, and it does include ERP. The Navy 

estimates the ERP will not be fully operational until 2011 at an estimated cost of $800 million. 

But the individual Program Managers for each of the pilots reported the following total costs of 

their pilot through September 2004 as $1,044,300,000. The $1 billion spent on the pilots was a 

waste. The best solution to the cost problem proposed so far is ‘Cloud ERP’ which means moving 

the ERP from onpremise to cloud so that all the resources are shared along with the products and 

services in the cloud [29]. 

 

4. CLOUD ERP 
 

Cloud ERP is an approach to enterprise resource planning (ERP) that makes use of cloud 

computing platforms and services to provide a business with a more flexible business process 

transformation [30]. The shift to cloud-based software is being fuelled by a number of factors, 

including virtualization (creation of a software layer between existing computer hardware and 

host operating systems), which enables shared use of servers, reducing the cost of IT 

infrastructure and support. In addition, organizations want to adopt the latest technologies quickly 

to remain competitive, and increasing complexity of IT support requirements for business 

management applications. 

 

4.1 Benefits of Cloud-ERP: 
 

Movement of ERP to the cloud is new but the benefits can be reaped both from the Cloud and 

ERP perspectives. It gives a double advantage of using Cloud ERP. The benefits of cloud ERP 

can be summed up as: reduction in capital and operational costs. ensures latest updates or 

versions, without the necessity of companies to be involved, perfect fit for new start-ups, even if 

they think of going public someday, access of information throughout the globe, ease of 
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maintenance and ensure regular compliance, reduction in IT staffers, procurement and 

configuration of servers, enhanced system speed and performance, trial applications without a 

large capital investment and roll out new applications to groups reducing risk and spreading 

training costs, and can adjust users and applications up or down to meet the changing demands of 

your business and enhanced mobility. In most cases, cloud computing is more secure than an 

organization’s data warehouse, businesses can focus more on their people and facilities rather 

than on providing infrastructure business continuity and provides an opportunity to re-architect 

our systems that will support new world applications 

 

4.2 Cost cuttings through Cloud ERP: 
 

Cloud ERP is more beneficial to save the costs for the ERP project. Some of the cost cuttings 

through Cloud ERP are: reduction in capital and operational costs, reduction in maintenance 

costs, reduction in investment and ownership costs, elimination of IT/ERP infrastructure facilities 

for user companies, lower Total Cost of Ownership (TCO), reduction in Resource costs due to 

sharing and less cost for upgrading the software. Using Cloud helps in turning down the cost of 

the whole ERP project to more than 50% less to the original on-premise cost. For this reason, 

most of the larger companies are moving their ERP to Cloud. Examples of such companies are 

Amazon, Qualcomm, Microsoft, and Google. Most of these concerns in cloud computing are 

solved by using methods and techniques in the cloud. The major concern of the present day cloud 

application, especially ERP is “Security”. 

 

5. METHODOLOGY OF RESEARCH 
 

The workflow of our Research can be given in a simple flow as figure 1. 
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Figure 1. ERP Cloud Work Flow 

6. CONCLUSIONS 
 

ERP is an excellent tool to improve the Organization’s profit margin. Providing a solution to the 

challenges faced by the ERP is not a huge task but implementing them at the right time in the 

right product provides the best results. The solution to the cost problem of ERP i.e., the Cloud 

ERP works amazingly for all the cost problems of the ERP software and also saves a lot of capital 

cost to the organization. Apart from the security concern of cloud ERP, everything else works 

well for any organization that would like to use ERP in the cloud without investing money on 

infrastructure. The Security concern of Cloud ERP has few solutions proposed but this issue is 

still skeptical from the view of users and the providers as well. The breaches in security will also 

cause violations of privacy leading to a new issue in the Cloud ERP. Hence, as the future work of 

this paper, a solution can be proposed to mitigate the Security issue of the Cloud ERP to a 

maximum level, so that the Cloud will become a safe place to work on ERP with a very less cost 

to the organization. 
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CHALLENGES OF BIG DATA APPLICATIONS IN 

CLOUD COMPUTING 
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ABSTRACT 
 

Big Data applications are used for decision making process for gaining useful insights hidden 

from large volume of data. They make use of cloud computing infrastructure for massive scale 

and complex computation which eliminates the need to maintain dedicated hardware and 

software resources. The relationship between big data and cloud computing is presented with 
focus on challenges and issues in data storage with different formats, data transformation 

techniques applied, data quality and business challenges associated with it. Also, some good 

practices which helps in big data analysis has been listed. 
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1. INTRODUCTION 
 

The volume and information captured from devices and multimedia by organizations is increasing 
and has almost doubled every year. This big data generated is characterized to be huge, can be 

structured or unstructured which requires pre-processing and cannot be easily loaded into regular 

relational databases. Healthcare, finance, engineering, e-commerce and various scientific fields 
use these data for decision making and analysis. The advancement in data science, data storage 

and cloud computing has allowed for storage and mining of big data [1]. 

 
Cloud computing has resulted in increased parallel processing, scalability, virtualization of 

resources and integration with data storages. Cloud computing has also reduced the infrastructure 

cost required to maintain these resources which has resulted in the scalability of data produced 

and consumed by the big data applications. Cloud virtualization provides the process to share the 
resources and isolation of hardware to increase the access, management, analysis and 

computation of the data [1]. 

 
The main objective of this paper is to provide challenges and issues of big data applications in 

cloud computing which requires data to be processed efficiently and provide some good design 

principles. 
 

2. BIG DATA 
 

Data which is difficult to store, manage and analyse through traditional databases is termed as 

“Big Data”. It requires integration of various technologies to discover hidden values from the data 
that is varied, complex and requires heavy computing. The characteristics of big data are. 
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1) Volume - Collection of data from different sources which would allow users to data mine 
the hidden information and patterns found in them. 

2) Velocity - Data been streamed in real time from sources such as IoT devices. It is the 

speed at which data is transferred and consumed for collection and archiving. 

3) Variety - Data collected in either structured or unstructured format from sensors and 
social networks. Unstructured data include text messages, audio, blogs. 

4) Variability - Data flow can be highly inconsistent and varies during peak period and their 

ingestion into the data stores. 
5) Value - Represents the hidden value discovered from the data for decision making. 

6) Veracity - It refers to the reliability of the data source. Its importance is in the context and 

the meaning it adds to the analysis. 
7) Validity - It refers to the accuracy of the data been collected for its intended use. 

8) Vulnerability - It represents the security aspects of the data been collected and stored. 

9) Volatility - How long the data needs to be stored historically before it is considered 

irrelevant. 
10) Visualization - In-memory tools which are used to plot data points representing as data 

clusters or tree map [2]. 

 

 
 

Figure 1: V’s of Big Data 

 

3. BIG DATA CLASSIFICATION 
 

Analysis Type - Whether the data is analysed in real time or batch process. Banks use real time 

analysis for fraud detection whereas business strategic decisions can make use of batch process.  
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Processing Methodology - Business requirements determine whether predictive, ad-hoc or 
reporting methodology needs to be used. 

 

Data Frequency - Determines how much of data is ingested and the rate of its arrival. Data could 

be continues as in real-time feeds and also time series based. 
 

Data Type - It could be historical, transactional and real-time such as streams. 

 
Data Format - Structured data such as transactions can be stored in relational databases. 

 

Unstructured and semi-structured data can be stored in NoSQL data stores. Formats determine the 
kind of data stores to be used to store and process them. 

 

Data Source - Determines from where the data is generated like social media, machines or human 

generated. 
 

Data consumers - List of all users and applications which make use of the processed data [3]. 

 

 
 

Figure 2: Big Data Classification 

 

Big data is classified based upon its source, format, data store, frequency, processing 

methodology and analysis types as shown in Figure 2. 
 

4. CLOUD COMPUTING 
 
Cloud computing has become default platform for storage, computation, application services and 

parallel data processing. It allows organizations to concentrate on core business without having to 

worry about the infrastructure, maintenance and availability of the resources. Figure 3 shows the 
differences between on premise and cloud services. It shows the services offered by each 

computing layer and differences between them. 
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Figure 3: Summary of Key Differences 
 

SaaS: Software as a Service 
 

Software as a service represents the most commonly used business option in cloud services. It 

uses the internet to deliver applications to users. It does not require installations on client side as 

they run directly through web. In SaaS vendor manages all the servers, middleware and storage of 
the data. It eliminates users to install, manage and upgrade softwares. 

 

PaaS: Platform as a Service  
 

Platform as a Service model is been used by developers to build applications. It allows business 

to design and create applications that are integrated in to PaaS software components. These 
applications are scalable and highly available since they have cloud characteristics.  

 

IaaS: Infrastructure as a Service 

 
Infrastructure as a Service cloud computing model provides servers, storage, operating systems to 

organizations through virtualization technology. IaaS provides same capabilities as data centers 

without having to maintain them physically [4]. Figure 4 represents the different cloud computing 
services been offered. 
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Figure 4: Primary Cloud Computing Services 

 

5. RELATIONSHIP BETWEEN THE CLOUD AND BIG DATA 
 

Cloud computing and big data go together, as cloud provides the required storage and computing 

capacity to analyse big data. Cloud computing also offers the distributed processing for scalability 
and also expansion through virtual machines to meet the requirements of exponential data growth. 

It has resulted in the expansion of analytical platforms. This has resulted in service providers like 

Amazon, Microsoft and Google in offering big data systems in cost efficient manner. 
 

Cloud computing environment has several providers and user terminals. Data is collected using 

big data tools later it is stored and processed in cloud. Cloud provides on-demand resources and 

services for uninterrupted data management. The most common models for big analytics is 
software services such as (SaaS), Platform service like (PaaS) and Infrastructure service like 

(IaaS). Recently Cloud analytics and Analytics as a Service (AaaS) are provided to clients on 

demand. Analytics as a Service (AaaS) provides services for a fast and scalable way to integrate 
data in semi-structured, unstructured and structured format, transform and analyse them. 

 

Virtualization simulates a virtual computing environment that can run operating system and 
applications on it. Virtualization reduces the workload and unifies them in to a physical server 

which helps in consolidation of multi-core CPUs in to one physical node. This reduces and 

improves resource utilization and power consumption as compared to the multi-node setup. 

Virtualized big data applications like Hadoop provide benefits which cannot be provided using 
physical infrastructure in terms of resources utilization, cost and data management. Virtual data 

includes wide range of data sources and improves the data access from heterogeneous 

environments. It also enables high-speed data flow over the network for faster data processing. 
 

Information privacy and security are one of the important aspects of big data in cloud as data is 

hosted and processed on the third party services and infrastructure. Service level agreements must 

be maintained between providers and consumers in order to bring confidence in users. Security of 
big data in the cloud is important because data needs to be protected from malicious intruders, 

treats and also how the cloud providers securely maintain huge disk space [5]. 

 



226 Computer Science & Information Technology (CS & IT) 

 
 

Figure 5: Big Data and Cloud Computing 

 

The relationship between big data and cloud computing follows input, processing and output 
model as shown in Figure 5. The input is the data obtained from various data sources and are 

processed and stored using Hadoop and data stores. Processing steps includes all the tasks 

required to transform input data. Output is the result obtained after data been processed for 
analysis and visualization. Internet of Things (IoT) is one of the common factors between Cloud 

computing and big data. Data generated from IoT devices needs to be analysed in real time. 

Cloud providers allow data to be transmitted over internet or via lease lines. It provides a pathway 
for the data to navigate, store and be analyzed. Cloud computing provides common platform for 

IoT and big data. IoT is the source of the data and big data is an analytical technology platform of 

the data as depicted in the Figure [6]. 
 

 
 

Figure 6: Overview of IoT, Big Data processing and Cloud Computing 
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6. CASE STUDIES 
 
There are several case studies of big data on cloud computing. 

 

A. Redbus 
 

Redbus is an online travel agency for bus ticket booking in India. Redbus decided to use Google 

data infrastructure for data processing and analysis in order to improve customer sales and 
management of the ticket booking system [6]. 

 

B. Nokia mobile company 
 

Nokia mobile phones are been used by many people for telecommunication. Nokia gathers large 

amount of data from mobile phones in petabyte scale for business decision strategies using 

Hadoop data warehouse for analytics [6]. 
 

C. Tweet Mining in Cloud 
 

Noordhuis et al. [6] used cloud computing to gather and analyse tweets. Amazon cloud 

infrastructure was used to perform all the computations. Tweets were crawled and later page 

ranking algorithm was applied. The data crawled had nearly 50 million nodes and 1.8 billion 
edges. 

 

7. DATA STORES 
 
Modern databases needs to handle large volume and different variety of data formats. They are 

expected to deliver extreme performance and scale both horizontally and vertically. Database 

architects have produced NoSQL and NewSQL as alternatives to relational database. Below are 

characteristics of relational database, NoSQL and NewSQL [7]. 
 

Characteristics of Databases Relational 

Database 

NoSQL 

Database 

New 

SQL Database 

ACID property ✔ ✖ ✔ 

Analytical and OLTP support ✔ ✖ ✔ 
Data analysis ✔ ✖ ✔ 

Requires Schema ✔ ✖ ✖ 
Data format support ✖ ✔ ✖ 

Distributed parallel processing ✔ ✔ ✔ 
Scalability ✖ ✔ ✔ 

 

8. HADOOP TOOLS AND TECHNIQUES 
 

Big data applications use various tools and techniques for processing and analyses of the data 

below table represents some of them [8]. 
 

 
Tools/Techniques Description Developed by Written in 

HDFS Redundant and Reliable 

massive data storage 

Introduced by Google Java 

Map Reduce Distributed data 

processing framework 

Introduced by Google Java 
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YARN Cluster resource 

management framework 

Apache Java 

Storm Stream based task 

parallelism 

Twitter Clojure 

Spark Stream based data 

parallelism 

Berkeley Scala 

Map Reduce Java API. Introduced by Google Java 

Pig Framework to run script 

language Pig Latin 

Yahoo Java 

Hive SQL-like language 

HiveQL 

Facebook Java 

HCatalog Relational table view of 
data in HDFS 

Apache Java 

HBase NoSQL column oriented 

Google’s 

BigTable Java 

Casandra NoSQL column oriented Facebook Java 

Flume Import/Export 

unstructure or semi-

structure data into 

HDFS. Data ingestion 

into HDFS. 

Apache Java 

Sqoop Tool designed for 

efficiently transferring 

bulk structured data 

(RDBMS) into HDFS 

and vies versa. 

Apache Java 

Kafka Distributed publish-

subscribe messaging 
system for data 

integration 

LinkedIn Scala 

Ambari Web based cluster 

management UI 

Hortonworks Java 

Mahout Library of machine 

learning algorithms 

Apache Java 

Oozie Define collection of jobs 

with their execution 

sequence and schedule 

time 

Apache Java 

Sentry Role based authorization 

of data stored on an 

Apache Hadoop cluster. 

Cloudera Java 

Zookeeper Coordination service 

between hadoop 

ecosystems. 

Yahoo Java 

 

9. RESEARCH CHALLENGES 
 

Big data can be stored, processed and analysed in many different ways. The data generated has 

many attributes which results in different dimensions of data to come in to play. This gives rise to 
challenges in processing big data and business issues associated with it. Volume of the data been 

generated worldwide doubles almost every year. Retail industries do millions of translations per 

day and also have established data warehouses to store data to take advantages of machine 
learning techniques to get the insight of data which would help in the business strategies. Public 

administration sector also uses information patterns from data generated from different age levels 

of population to increase the productivity. Also, many of the scientific fields have become data 
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driven and probe into the knowledge discovered from these data. Although cloud computing is 
been used for processing of big data applications there are several challenges in data storage, data 

transformation, data quality, privacy, governance [9]. 

 

Data Capture and Storage 
 

Data gathered from various sensor devices, machine logs and networks keeps increasing every 

year. It has changed the way we store data and their access mechanism. Previously, hard disk 
drives (HDD) had poor I/O performance but solid-state drives (SSD) may alleviate I/O 

performance to some extent but not completely. 

 

Data Transmission 

 

Cloud data stores are used for data storage however, network bandwidth and security poses 

challenges. 
 

Data Curation 

 
It involves data archiving, management and retrieval process. Structured data is stored in data 

warehouse and data marts which requires pre-processing of data before loading data and also can 

be queried using Standard Query Languages. Unstructured data is stored in NoSQL data stores 
which are schema free, support replication, distributed storage and consistency. There are various 

NoSQL data stores such as key-value, columnar, document and graph data stores which are 

specific to type of data which gets stored in them. 

 

Scalability 

 

Scalability is mainly manual and is static. Most of the big data systems must be elastic to handle 
data changes. At the platform level there is vertical and horizontal scalability. 

 

Elasticity 

 
Elasticity accommodates data peaks using replication, migration and resizing techniques. Most of 

these are manual instead being automated. 

 

Availability 

 

Availability refers to systems been available to users. One of the key aspect of cloud providers is 
to allow users to access one or more data services in short time even during security breach. 

 

Data integrity 

 
Data needs to be modified only by the authorized user or parties. Since the users may not be able 

to physically access the data, the cloud should provide mechanisms to check for the integrity of 

data. 
 

Security and Privacy 
 

Based on the service level agreement the data can be encrypted. But querying encrypted data 

would result in time consumption. User privacy can be de- identified, it’s also been proved that 
de-identification can be reverse engineered. 
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Heterogeneity  
 

Big data systems need to deal with different formats of data coming from various sources. 

Handling unstructured data during peak hours and processing them for analysis becomes a 

challenge. 
 

Data Governance 

 
Data governance specify the way data needs to be handled, data access policies have its life cycle. 

Defining the data cycle is not easy task and also its policies could lead to counter productiveness. 

 

Data Uploading 

 

Data is usually been uploaded through internet which is unsecure but results in time consumption 

if they are encrypted and transmitted. 
 

Data Recovery 

 
Specifies the procedures and locations from where the data can be recovered. Generally there is 

only one destination from where the data is securely recovered. 

 

Data Visualization 

 

Data Visualization is used to represent knowledge graphically for better intuition and 

understanding. It helps to analyse the data quickly. 
 

10. BIG DATA BUSINESS CHALLENEGES 
 

Utilities: Power consumption prediction 
 

Utility companies use smart meter to measure gas and electricity consumption. These devices 

generate huge volumes of data. A big data solution needs to monitor and analyse power 

generation and consumption using smart meters. 
 

Social Network: Sentiment analysis 

 
Social networking companies such as Twitter needs to determine what users are saying and topics 

which are trending in order to perform sentiment analysis. 

 

Telecommunication: Predictive analytics 
 

Telecommunication provides need to build churn models which depends on the customer profile 

data attributes. Predictive analytics can predict churn by analysing the subscribers calling 
patterns. 

 

Customer Service: Call monitor 
 

Call center big data solutions use application logs to improve performance. The log files needs 

to be consolidated from different formats before they can be used for analysis. 
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Banking: Fraud Detection 
 

Banking companies should be able to prevent fraud on a transaction or a user account. Big data 

solutions should analyse transactions in real time and provide recommendations for immediate 

action and stop fraud. 
 

Retailers: Product recommendation 

 
Retailers can monitor user browsing patterns and history of products purchased and provide a 

solution to recommend products based on it. Retailers need to make privacy disclosures to the 

users before implementing these applications [3]. 
 

11. GOOD PRINCIPLES 
 

Below are some of the good design principles for big data applications 

 

Good Architectural Design 

 

Big data architecture should provide distributed and parallel processing through cloud services. 
NoSQL can be used for high performance and faster retrieval of data. Lambda and Kappa 

architectures can be used for processing in real-time and batch processing mode. 

 

Different Analytical Methods 
 

Big data applications need to take the advantage of data mining, machine learning, distributed 

programming, statistical analysis, in-memory analytics and visualization techniques offered 
through cloud. 

 

Use appropriate technique 
 

No one technique can be used to analyse data. We must use appropriate technology stack to 

analyse the data. 

 

Use in-memory analytics 

 

It is not advisable to move data around. In-memory database analytics can be used to execute 
analytics where data resides. In-memory analytics also provides real-time processing of data. 

 

Distributed data storage for in-memory analytics 

 
The data needs to be partitioned and stored in distributed data stores to take the advantage of in 

memory analytics. Cloud computing infrastructure offers this distributed data storage solutions 

which must be adopted. 
 

Coordination between tasks and data is required 
 

To achieve scalability and fault-tolerance coordination between data and its processing tasks is 

required. Specialized cluster management frameworks as a Zookeeper can be used [10]. 
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12. CONCLUSION 
 

In the big data era of innovation and competition driven by advancements in cloud computing has 
resulted in discovering hidden knowledge from the data. In this paper we have given an overview 

of big data applications in cloud computing and its challenges in storing, transformation, 

processing data and some good design principles which could lead to further research. 
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ABSTRACT 
 

In this paper, a new no-reference image quality assessment (NR-IQA) metric for grey images is 
proposed using LIVE II image database. The features used are extracted from three well-known 

NR-IQA objective metrics based on natural scene statistical attributes from three different 

domains. These metrics may contain redundant, noisy or less informative features which affect 

the quality score prediction. In order to overcome this drawback, the first step of our work 

consists in selecting the most relevant image quality features by using Singular Value 

Decomposition (SVD) based dominant eigenvectors. The second step is performed by employing 

Relevance Vector Machine (RVM) to learn the mapping between the previously selected 

features and human opinion scores. Simulations demonstrate that the proposed metric performs 

very well in terms of correlation and monotonicity. 

 

KEYWORDS 
 

Natural Scene Statistics (NSS), Singular Value Decomposition (SVD), dominant eigenvectors, 

Relevance Vector Machine (RVM). 

 

1. INTRODUCTION 
 

In the present decade, no reference image quality assessment (NR-IQA) and enhancement has 

become an interesting topic in image processing as it handles the image without the need for its 

original version which may not exist in some applications (e.g., image restoration). Indeed, the 
most efficient NR-IQA metrics are based on Natural Scene Statistics (NSS) which assume that all 

original images are natural and that the distortions disrupt this naturalness and make images seem 

unnatural [1]. This fact may make users feel uncomfortable with visual data and may 

consequently affect their judgement concerning data’s visual quality. Most of the commonly used 
NR-IQA metrics in the literature are based on NSS features which are extracted from different 

domains such as the Discrete Wavelet Transform (DWT) domain (e.g. BIQI [2] and DIIVINE 

[3]), the Discrete Cosine Transform (DCT) domain (e.g. BLIINDS [4] and BLIINDS-II [5]) and 
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the spatial domain (e.g. BRISQUE [6] and NIQE [7]). However, the latest generation of metrics 

exploit the multi-domain information which simulates well the hierarchical structure of the visual 
cortex perception [8-9] (e.g. WG-LAB [10] and metrics proposed in [11] and [12]). 

  
In the present paper, the first step of the framework is to extract a descriptive vector containing 

natural scene statistics features from multiple domains, namely DWT, DCT and spatial domain. 
For the quality estimator to be accurate, the descriptive vector should hold as less as possible of 

generated features which can be relevant, irrelevant or redundant. Since the work by A. Lahoulou 

et al. [13], more and more researchers apply feature selection methods to image quality 

assessment in order to keep only informative features that describe better the visual quality 
attributes. 

 

Feature selection models can be classified into three main categories [14] : (1) Filter models: 
where a relevance index is calculated for each feature independently of the predictor considering 

some measures such as information measure, (2) Wrappers: these methods use learning 

algorithms to identify relevant features. This is what makes it more accurate than filter methods 
but time consuming and computationally expensive, and (3) Embedded models: it is a 

combination of the two previous methods, the feature selection is embedded in the learning 

process e.g. decision trees. 

 
In this paper, we develop a new and efficient NR-IQA metric for grey level images. First, a 

features vector is extracted using three well known NR-IQA metrics operating in three different 

domains (i.e. DCT domain, DWT domain and spatial domain) in order to better capture human 
vision properties. 

  

After that, the variable selection process is launched to keep only the most pertinent attributes. 
This step is performed by using an embedded method namely the dominant eigenvectors after the 

singular value decomposition (SVD). Finally, the nonlinear regression algorithm of the relevance 

vector machine (RVM) is applied to generalize prediction of quality scores to out of sample 

images. The LIVE (release 2) image quality database [15] provides the ground truth data (i.e. the 
DMOS values) as well as the test images from which the features vector is computed. 

 

2. FEATURES EXTRACTION AND SELECTION 
 

2.1. Image Features Extraction 

 
The features used in this paper come from three learning-based NR-IQA metrics namely 

BRISQUE, BIQI and BLIINDS-II summarized in table 1 below. The size of the vectors of 

features is 36, 18 and 24, respectively. The blind metrics where these features come from are 

described as follows: 
 

2.1.1. BRISQUE [6] 

 
This metric does not require any transformation of the image. It directly extracts NSS features in 

the spatial domain. For each image, a generalized Gaussian distribution (GGD) is used to estimate 

the distribution, and then generates the parameters as resulted features. 18 features are extracted 

using 2 scales, resulting in 36 features used to evaluate the perceptual quality of an image. 
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2.1.2. BIQI [2] 

 
This algorithm is based on the extraction of NSS in the wavelet domain over three scales and 

three orientations. Three features are extracted (mean, variance and shape) and used to classify a 

distorted image into one of N distortions using support vector machine (SVM), then support 
vector regression (SVR) is used to predict quality score. 

 

2.1.3. BLIINDS-II [5] 

 
Presented by Saad et al., this model works in the DCT domain. A total of 24 features are 

extracted from the block DCT domain and are affected by changing the type and the level of 

distortion. These features are then input to the Bayesian inference model to get the perceived 
quality estimate. 

 
Table 1. NR-IQA metrics considered to investigate the relevance of features for perceptual quality 

judgement.. 

 
As a first step, we build in a 78-D vector of original attributes by putting all the extracted features 

together. 

 

2.2. Feature Selection Technique 

 
All 78 descriptors previously discussed are extracted from LIVE image database release 2 (LIVE 

II) [15]. This database contains 29 high resolution colour reference images degraded by 5 

distortion types (JPEG2000, JPEG, white noise, Gaussian blur, and transmission errors using a 
fast fading Rayleigh channel model). A set of 982 test images is subjectively evaluated by 29 

observers and the Difference Mean Opinion Scores (DMOS) are calculated as recommended by 

the Video Quality Experts Group (VQEG) Phase I FR-TV [16]. DMOS corresponds to the 

difference of the Mean Opinion Scores between reference and distorted images. 
 

In order to eliminate redundant and irrelevant features and select only useful ones, we used 

singular value decomposition (SVD), which is one among a large array of techniques used for 
dimension reduction. 

 

SVD decomposes a M(m x n) matrix into three matrices as: 
 

M = USVT (Eq. 1) 
 

where U and V are two orthogonal matrices of (m x p) and (n x p) dimensions, respectively. 

S is a (p x p) diagonal matrix. 

p is called the rank of matrix M 
The diagonal positive entries of matrix S are called singular values of M. These values are 

arranged in descending order of their magnitude. 

 NR-IQA algorithm           Domain               Features 

       BRISQUE     Spatial domain         36 f1,  . . .,f36 

        BIQI      DWT domain         18 f37 , . . .,f54 

       BLIINDS-II      DCT domain         24 f55 , . . .f78 
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For feature selection, we used the same algorithm as the column select problem [17]. This 

algorithm can be summarized in the following steps: 
 

i. Input the matrix where rows are images and columns are features. 

ii. Compute the centralized data. 
iii. Apply SVD to get the main components. 

iv. Get the dimensions having most of the variation (select the dominant eigenvectors,        

e.g. representing the 95% of the data). 

v. Compute leverage scores using the dominant eigenvectors of the principal components   
(.i.e. the norm of the eigenvector’s coefficients). 

vi. Sort the leverage scores in descending order. 

vii. Get the indices of the vectors with the largest leverage scores. 
 

In this paper, we select the features which have a leverage score greater than or equal to 0.4. 

Figure 1 shows the resulting selected features with their leverage scores. We can note that the 

most significant features come from BLIINDS-II no-reference quality metric. 
 

3. PREDICTION MODEL 
 

In this work, Relevance Vector Machine (RVM) [18] is employed as prediction model instead of 
support vector machine (SVM) [19, 20] which is the most common. This choice is made based on 

the benefits the RVMs offer over the SVMs, mainly probabilistic predictions and automatic 

estimation of the hyper-parameters. 

For a given set of samples  where 𝑥𝑖 is the input variable vector, 𝑡𝑖 is the target 

value, N is the length of training data. The RVM regression expression is: 
 

 
 

Figure 1. The most significant features with their leverage scores 
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Where N is the number of data points, 𝑤 = [𝑤1,.., 𝑤𝑛] is weights vector, 𝑤0 is the bias, 𝐾(𝑥,𝑥𝑖) is 

the kernel function and 𝜀𝑛 = 𝑁(0,𝜎2) is the error term with zero Gaussian mean and variance 𝜎2 . 

Usually, the Gaussian Kernel is preferred and its formula is: 
 

 
 

Where 𝑆2  is the Gaussian kernel width. 

Assuming that the samples {𝑥𝑖,𝑡𝑖}𝑖=1𝑁 are independently generated, the likelihood of all data set can 

be written as follows: 

 
Where 𝜑 is a design matrix having the size 𝑁 ∗ (𝑁+1) with:  

 
The highest probability estimation of 𝑤 and 𝜎2 of equation (4) may suffer from serious over-
fitting. To solve this, Tipping [18] imposed an explicit zero-mean Gaussian prior probability 

distribution for the weights, 𝑤, with diagonal covariance of 𝛼 as follows: 
 

     
Where 𝛼 is a vector of (𝑁 + 1) named hyper parameters. 

In this way, using Baye’s rule, the posterior over all unknown parameters could be calculated 

given the defined non informative prior distribution: 
 

 
 

Full analytical solution of the integral of (Eq. 7) is obdurate. Thus, decomposition of the posterior 

distribution according to equation 8 below is called upon to ease the solution [18]. 

 

 
The posterior distribution over the weights is calculated using Bayes rule and is given by: 

 
The resulting posterior distribution over the weights is the multivariate Gaussian distribution: 

 

 
 

Where the mean and the covariance are respectively expressed by: 
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With diagonal matrix 𝐴=𝑑𝑖𝑎𝑔(𝛼0,.., 𝛼𝑁) 

For uniform hyper priors over 𝛼 and 𝜎2, one requires only to maximize the term (𝑡|𝛼,𝜎2) as 

follows: 

 
By simply forcing the derivatives of Equation (14) to zero, we can get the re-estimation formulas 

on for 𝛼 and 𝜎2 respectively as follow: 
 

 
 

4. EXPERIMENTS AND RESULTS 
 

The performance of our metric is evaluated using two criteria: Pearson Correlation Coefficient 

(PCC) and Spearman Rank Order Correlation Coefficient (SROCC) between subjective and 
objective scores. The first criterion gives estimation about the prediction linear correlation while 

the second measures the prediction monotonicity. 

 
Before computing PCC, a nonlinear mapping between true DMOS and algorithm scores is carried 

out using the logistic function with five parameters [21]. The expression of the quality score 

which is the predicted MOS is given by: 

 

 
 

Where 𝐷 and 𝐷𝑀𝑂𝑆𝑝 are the predicted scores before and after regression, respectively. 

𝛽1 to 𝛽5 are the regression parameters estimated using fmin search function in Matlab’s 

optimization Toolbox. The logistic function is given by: 
 

 
 

We randomly split the images of LIVE II database into two non-overlapping sets, 80% for 
training and the remaining 20% for test phase. This random splitting is repeated 100 times in 

order to ensure the robustness of our metric. At the end, we calculate the average of the obtained 

performance criteria. 
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Tables 2 and 3 give SROCC and PCC mean values between subjective and objective scores on 

each of the five distortion subsets and the entire database (noted by ALL). These values are 
compared to six state-of-the-art general-purpose NR-IQA metrics (BIQI, BLIINDS, DIIVINE, 

BLIINDS-II, BRISQUE and NIQE). 
 

Table 2. SROCC of different methods on LIVE II database. 

 

 JP2K JPEG WN Gblur FF ALL 

BIQI 0.736 0.591 0.958 0.778 0.700 0.726 

BLIINDS 0.805 0.552 0.890 0.834 0.678 0.663 

DIIVINE 0.913 0.910 0.984 0.921 0.863      0.916 

BLIINDS -II 0.951 0.942 0.978 0.944 0.927 0.920 

BRISQUE 0.914 0.965 0.979 0.951 0.877 0.940 

NIQE 0.917 0.938 0.966 0.934 0.859 0.914 

Proposed 0.949 0.924 0.982 0.946 0.884 0.955 

 
Table 3. PCC of different methods on LIVE II database. 

 

 JP2K JPEG WN Blur FF ALL 

BIQI 0.750 0.630 0.968 0.800 0.722 0.740 

BLIINDS 0.807 0.597 0.914 0.870 0.743 0.680 

DIIVINE 0.922 0.921 0.988 0.923 0.888 0.917 

BLIINDS-II 0.963 0.979 0.985 0.948 0.944 0.923 

BRISQUE 0.923 0.974 0.985 0.951 0.903 0.942 

NIQE 0.937 0.956 0.977 0.953 0.913 0.915 

Proposed 0.962 0.945 0.981 0.957 0.911 0.953 

 

Numerical results show that the proposed no-reference image quality assessment metric achieves 

good performances in terms of monotonicity (table 2) and correlation (table 3). The first position 
best results are mentioned in bold whereas the second positions best results are the underlined 

values. We can notice that the proposed metric gives the first or the second best performance for 

all the subsets except that of the encoded images via JPEG algorithm. 

 
Furthermore, the scatter plot of our method for test set with median SROCC is provided in figure 

2; where the horizontal axis corresponds to the objective scores and the vertical axis corresponds 

to subjective scores. Every dot in the plot represents an image in the database. It can be seen that 
most of the dots are clustered around the red line that represent ideal linear correlation line 

"Proposed=DMOS", this means that the proposed metric achieves good correlation with human 

scores. 
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Figure 2. The scatter plots of the predicted perceived quality vs. the DMOS 

 

5. CONCLUSION 
 

The two main ideas of this work is that the most successful NR-IQA metrics are based on NSS 
features and that the multi-domain information simulate well the hierarchical structure of the 

visual cortex perception. For these reasons, the features used to build the present NR-IQA metric 

are collected from three NR-IQA methods based on NSS features operating in three different 
domains (spatial, DWT and DCT). Only pertinent features are input to the relevance vector 

machine algorithm to predict the objectives score. The step of feature selection is achieved using 

Singular Value Decomposition (SVD) based dominant eigenvectors. Numerical experiments 
show that the proposed metric is competitive with DIVINE, BLIINDS II and BRISQUE methods. 

It also outperforms BLIINDS, BIQI and NIQE algorithms. 
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ABSTRACT 
 

Colonoscopy examinations are widely used for detecting colon cancer and many other colon 
abnormalities. Unfortunately, the resulting colon videos often have artifacts caused by camera 

motion and specular highlights caused by light reflections from the wet colon surface. To 

address these problems, we have developed a method for motion compensated colonoscopy 

image restoration. Our approach utilizes RANSAC-based image registration to align sequences 

of N consecutive images in the colonoscopy video and restores each frame of the video using 

information from these aligned images. We compare image alignment quality when N adjacent 

images are registered to each other versus registering images with larger step sizes between 

them. Three types of image pre processing were evaluated in our work. We found that the 

removal of non-informative images prior to image registration produced better alignment 

results and reduced processing time. We also evaluated the effects of image smoothing and 

resizing as a pre processing step for image registration. 
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1. INTRODUCTION 
 
Image registration/alignment has been used in a wide range of image processing, computer vision 

and pattern recognition applications, including panorama creation, motion estimation, object 

recognition, and multi-sensor data fusion. For this reason, a lot of work has been done to develop 
fast and efficient image alignment methods.  

 

The process of overlying two or more images by matching common features identified in the 

images using some methods is called image registration [1]. These images can be taken at 
different times may be taken in different angles or different camera/devices. Image registration-

based feature matching involves feature detection and extraction, feature matching, 

transformation and fitting function, and image resampling and transformation.  
 

Another image registration definition is illustrated by [2] who stated that image 

registration/aligning is the procedure to align two or more images after determining the optimal 
transformation that can fit or give the best transformation for a particular input image. Image 

registration also called image fusion, warping or matching. Registering two or more images helps 
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to combine information from multiple images. Image registration helps to integrate information 

for more than one image which are taken from different viewpoints, different angles, different 
times or different sensors. Therefore, it is very important step in image or video analysis  

 

Image alignment methods can be classified into two broad categories based on how images are 
aligned with each other. The first category is area-based matching. Here, patches from one image 

are compared to patches in another image at different offsets to determine the (dx,dy) motion of 

the patch from frame to frame. A large number of methods have been devised for comparing 

patches, and for searching for (dx,dy) displacements with different accuracy/speed trade-offs. 
Recent examples of area-based approaches are described by [3], [4], [5] and [6]. 

 

The second category of image alignment methods is based on feature matching. Here, each image 
is examined to find feature points based on some search criteria, and the neighbourhood around 

each feature point is used to create a feature vector that can be matched against feature vectors 

from another image. Feature points are typically found by calculating geometric properties in an 

image, and detecting visually interesting points like corners, centres of bright/dark objects. 
Feature descriptors are chosen so they describe the local neighbourhood of feature points in a way 

that is robust to changes in position, orientation, scale, and illumination.  

 
The scale invariant feature transform (SIFT) is one of the most widely used feature-based image 

alignment techniques [7]. Other recent examples of this approach include [8] and [9]. A hybrid 

approach using both area and feature matching was developed in [10].  
 

Another proposed scheme for alignment of differently exposed images is by [11]. The proposed 

method consists of two stages. First, directional mapping to normalize images and to mitigate the 

effect of saturation has been implemented. Second, intensity invariant features have been 
represented using LBP (a non-parametric local binary pattern). The experimental results showed 

that their method achieved better accuracy than the state-of-the-art methods.  

 
An efficient and robust method has been done in image alignment based on matching of relative 

gradient map. The match of the relative gradient feature from the training dataset has been used to 

find some candidate poses of the pattern from image. An iterative energy minimization approach 
is used to verify the candidate images. The authors show this approach is robust against non-

uniform illumination [12]. 

 

Another approach is use viewpoint invariant patches (VIP) in the alignment of scenes and images 
especially if there are images that are seen or captured from different viewpoints [13]. VIP 

consists of features that are uniquely finds the matching transformation between 3D sciences. 

Features vector of VIP contains some invariant features such as 3D position, local gradient 
orientation in the patch plane, SIFT descriptors, and surface normal and the patch scale. The 

authors claim that their method able to distinguish between square and rectangle while affine 

invariant approaches could not recognize them. The proposed method rectified the image texture 

with respect to the geometry locality of the science. Ortho-texture (viewpoint independent of 3D 
science) can be seen using rectification. 

 

Image registration in medical image analysis include applications of image registration to 
integrate information from computed tomography (CT), magnetic resonance imaging (MRI), 

single photon emission computed tomography (SPECT). Application areas include computer 

aided diagnosis, surgery simulation, intervention and treatment planning, radiation therapy, 
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anatomy segmentation, computational model building and image subtraction for contrast 

enhanced based approach, correction of scatter attenuation, partial volume corrections based on 
CT images, and assisted/guided surgery. Medical image registration has been applied on a wide 

range of body images such as brain [14], [15], [16], heart [17], breast, bones, wrist, entire body, 

liver, kidney, spine, knee, analysis of heart motion detection and many others [2]. 
 

In this paper, we address the problem of colonoscopy image registration. The proposed approach 

relies on three pre-processing steps, namely the removal of non-informative images, image 

resizing, median and mean filtering with or without image resizing. To the best of our knowledge 
we are the first researcher who tested these three pre-processing steps in image registration for 

colonoscopy images. By creating an image panorama from registered images, we are able to 

restore and enhance image details in colonoscopy images. The experimental set up shows that the 
removal of non-informative images allows enhancing the alignment results.  

 

2. OUR APPROACH 
 

Image alignment is an important component of our research. This is a very challenging task 
because we are dealing with colonoscopy images taken with a moving camera with significant 

changes in illumination and a number of images artefacts. It should be possible to align sequences 

of colonoscopy images with gradual changes in viewpoint, but it may not be possible to align 
very long sequences of images or sequences with rapid motion to each other. Our work will try to 

overcome these difficulties by preprocessing the colonoscopy video to identify and remove non-

informative images from the input prior to registration (see figure1). The method we use to find 

and remove bad images is based on feature-based image classification described in our earlier 
paper [18]. 

 

To register sequences of N colonoscopy images to each other we used RANSAC (random sample 
consensus) to solve for the projective transformation that produces the best image alignment.  

RANSAC is a widely used for fitting models to some data in the presence of outliers. As the 

name suggest, this approach uses trial and error approach to find model parameters that best fit 
the data. The RASAC algorithm works as follows [19]. 

 

Let X represent the set of experimental data points we wish to model, we choose S1 points from 

X at random and build the parametric model through these points. To evaluate this model, we 
check the error tolerance for other points in X to find the subset that are less than distance D from 

the model. We call this the consensus set S*. The goal of RASAC is to find the parameters with 

the largest size consensus set S*, so we repeat this process until we find S* with more than V 
members or until a pre-determined number of random trials T has been performed. The speed and 

accuracy of RANSAC is controlled by three parameters, the distance threshold D, the target 

consensus set size V, and the maximum number of trials T. 
 

They key to effective image registration is finding corresponding points in adjacent images.  We 

do this by extracting a collection of feature points from each image and match their 

corresponding feature vectors to identify potential point correspondences.  We performed 
RANSAC based image registration with four different types of image features (SURF, BRISK, 

FAST, and HARRIS) and our experiments show that SURF provides the best registration 

accuracy for our colonoscopy images [18].  
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Figure 1.  An illustration typical colonoscopy images.  The top six images are non-informative because 

they are very blurred or have large specular highlights.  The bottom six images are informative views of the 

colon, with small specular highlights and little blurring. 

 

We evaluated RANSAC based image registration with affine and projective transformations. 
Affine transformations capture translation, rotation, scaling and sheer between consecutive 

images, while projective transformations also capture changes due to changes in viewpoint. 

Affine transformations preserve parallelism while projective transformations do not. Affine 
transformation can be defined in terms of the motion of vertices of a triangle while projective 

transformation is defined by the transformation of quadrangle vertices. The affine transform 

equation is  where  

 

 
 

The affine homography matrix is represented as a vector called HA that contains six degrees of 

freedom (DOFs).  Hence, the minimum number of points needed to solve for homography is three 
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matching points (x1,y1), (x2,y2) and (x3,y3). These three matching points are combined into 

matrix A 
 

The projective transform is given by  where 

 

 
 

The projective homography matrix is represented as a vector is called HP which has eight DOF 
and for that reason the minimum number of points required to solve for homography is four 

points. These four matching points (x1,y1), (x2,y2), (x3,y3) and (x4,y4) are gathered into tow 

dimensional matrix A. The coordinate points (Xi,Yi) for affine or projective transformation can 

be calculated by multiplying the matching points A by the corresponding homography matrix 
[20] [21]. 

 

Using RANSAC to align colonoscopy images with affine transformations yields a large number 
of non singular transformation matrices, which means there is no viable affine transformation 

that can successfully align these two images. Hence affine transformations are not a good choice 

for image registration. Since the camera capturing colonoscopy video is changing position during 
the procedure, we will use RANSAC to calculate the best projective transformation that aligns all 

pairs of images within a moving 10 frame window of the colonoscopy image. The algorithm we 

use to register, and process colonoscopy images has the following steps: 

 

 Loop over all sets of 10 consecutive images in the colonoscopy video. 

 Detect and extract features points for all 10 images in the sequence. 

 Find the matching feature points for all pairs of images im1 and im2. 

 Determine the best projective transformation using RANSAC algorithm. 

 Exclude all transforms that fail any condition below: 
o The number of inlier points less than 5 points. 

o The determinant of the transform less than 0.5. 

o The image difference after alignment is less than before alignment. 

 Save aligned images in an output directory and create image panorama. 
 

3. EXPERIMENTAL RESULTS 
 

To evaluate the effectiveness of this image registration algorithm on colonoscopy images, we 

performed a number of experiments using a collection of 1000 typical colonoscopy images. 
These images have been automatically classified as being informative or non-informative using 

feature-based image classification [18]. 
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3.1 Evaluation Metrics 
 

 In each of our experiments, we considered the following four evaluation metrics. Three 

of these measures are objective, while one is subjective and depends on the viewer’s 

requirements. 

 The alignment error is calculated as the average RMSE between pairs of images after 
alignment for all images that are successfully aligned. 

 

 
 

where T(im2(i,j)) is image im2(i,j) after it has been transformed by the optimal 

projective transformation T to align with image im1(x,y). 

 The percentage aligned is the percentage of image pairs with valid projective 
transformations out of the total number of images in the sequence. 

 The average computation time for aligning images in the colonoscopy video. 

 The visual quality of the panorama image generated from the aligned images compared 

to the original images in the colonoscopy video. Panorama images that have specular 

highlights removed and/or have improved image detail would be considered high 
quality, and panoramas that are highly distorted would be considered low quality. 

 

3.2 Parameter Selection 
 

We performed RANSAC based image registration with four different types of image features 

(SURF, BRISK, FAST, and HARRIS) and our experiments show that SURF provides the best 

registration accuracy for our colonoscopy images [18]. This image registration algorithm has 
several parameters that control the accuracy and speed of colonoscopy image alignment. 

 

The identification of SURF feature points is controlled by a metric threshold. As this threshold is 
decreased more SURF feature points are detected. We experimented with a range of metric 

thresholds between [0..1000] and had the best alignment results with a metric threshold of 100. 

The number random trials used by RANSAC to find the optimal transformation effects the speed 
and accuracy of the results. As the number of trials increases, the quality of the alignment 

improves, but the computational cost increases. We experimented with a range of values between 

[400..3000] and selected 2500 to align images in reasonable time. 

 
After choosing the metric threshold and the number of trials, we conducted experiments to 

evaluate two pre processing operations, median filtering and image resizing. 

 
To smooth these images to remove noise, we performed median filtering with a 10x10 mask. The 

root mean square image alignment error (RMSE) when median filtering was used was 3.52 for 

the 150 images we aligned. The percentage aligned after median filtering was 30% for this group 
of images. The RSME without median filtering was slightly lower at 3.44 and the alignment 
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percentage increased to 43%. Median filtering reduces the number of matching points which in 

turn reduces the number of frames that can be successfully aligned. 
The images we extracted from our colonoscopy video were 1347x540 pixels. We experimented 

with image resizing prior to image alignment with a scale factor of 0.5 (673x270) and with a scale 

factor of 0.25 (336x135). Unfortunately, these resized images were too small for our algorithm to 
find enough matching points to successfully align any images. Median filtering before or after 

image resizing did not improve these results, so we will use our original images in our subsequent 

image alignment experiments. 

 

3.3 Pairwise Image Alignment 
 
Our first experiment performed pairwise image alignment with 1000 adjacent colonoscopy 

images. For each pair of images, we calculated the projective transformation using RANSAC that 

provided the best image alignment. Our experiments show that the average RMSE for the 1000 

images was equal to 8.85. This alignment error was reduced to 7.8 when the non-informative 
images were removed from the input sequence prior to alignment. Similarly, the percentage 

successfully aligned for the full video sequence was 61.5%. This was increased substantially to 

80.6% when non-informative images were omitted from the input sequence. These improvements 
in alignment error and percentage aligned are to be expected because the non-informative images 

are so highly distorted [18]. 

 

Once pairwise alignments have been calculated, it is possible to partition the 1000 images into 
aligned sequences by connecting adjacent images that are successfully aligned to each other. In 

our case, this resulted in 22 sequences of images that varied in length from [2..385] images. Once 

we have calculated this partition of the colonoscopy video into separate sequences, we can focus 
our image restoration and display efforts on these sequences. For example, we can recreate 22 

video clips that contain only the informative images, or in some cases we can create a panorama 

image using these images (see figure 2). 
 

 
 

Figure 2. Visualization structure for pair image alignment. Once the input video has been classified into 

informative (good) images and non-informative (bad) images, we have the option of creating video clips or 
panoramas from the good images for each aligned sequence of images. 
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3.4 Sequence Image Alignment 
 

Our second experiment, we performed image sequence alignment as a pre processing step to 

image panorama creation. For each frame in the colonoscopy video, we calculated the best 

alignment with the 10 subsequent images. Figure 3 shows that in some cases only a subset of the 
10 subsequent images were able to be successfully aligned with the starting image. 

 

 
 

Figure 3. Plot of panorama sequence length for colonoscopy frames 603 to 683. Notice that the sequence 

length ranges from 11 frames down to only 2 frames. This is because some portions of the colonoscopy 

video have high motion or contain non-informative images. 

 

When we evaluated our image alignment results for the entire 1000 frame sequence, we had a 
RMSE of 4.16 and a percentage aligned of 37%. When we ran the experiment again, excluding 

the non-informative images, the RMSE increased slightly to 4.38 and the percentage aligned 

increased significantly to 48%. 

 
When we compare our image sequence alignment results to our pairwise image alignment results 

we can see that the percentage aligned is much lower for sequence alignment. This is because we 

are attempting to align images that are more than one frame apart from each other in time, so 
there has been more motion, and it becomes more difficult to find and match image features. 

Consequently, it is harder to successfully align images as the sequence length increases. 

 
The average CPU time for image alignment and panorama creation was also significantly reduced 

from 15.7 seconds for the original video down to 5.1 seconds when non-informative images were 

excluded. This large change in CPU time can be explained by looking at the RANSAC image 

alignment process. When two images can be successfully aligned, the algorithm converges before 
the maximum number of iterations is reached. When two images can not be aligned, RANSAC 
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will attempt the maximum number of iterations before failing. Therefore, attempting to align non-

informative images to other images wastes a lot of CPU time. 
 

The results from our image sequence alignment and panorama creation are illustrated in the 

figures below. In figure 4 and figure 5, we show how some subsequences produce very good 
panoramas. In figure 6 and figure 7, we show how non-informative subsequences produce very 

poor panoramas that has no useful information. 

 

 
 

Figure 4. An illustration of image sequence alignment showing eleven consecutive input images and the 

resulting image panorama. Notice that the panorama includes additional information on the left and right 

sides of the first image in the sequence. 

 



252  Computer Science & Information Technology (CS & IT) 

 
 

Figure 5. An illustration of two additional image panoramas. In both cases, the width of the panorama is 

larger than the first frame in the image sequence and include more information about adjacent colon 

features. 

 

 
 

Figure 6. An illustration of unsuccessful panorama creation with non-informative images. The three 

colonoscopy images above were incorrectly aligned to each other by our RANSAC method. This produces 

singular transformations, and a highly distorted image panorama. 
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Figure 7. More examples of unsuccessful panorama creation. The two panoramas above were produced by 
aligning sequences that contained one or more non-informative images, which yielded singular 

transformations, and highly distorted image panoramas. 

 

 
 

Figure 8. Three examples of panoramas that were created with image sequences that had zooming out 

motions. The images on the left are the original colonoscopy images, and the images on the right are the 

corresponding panoramas. Blue boxes indicate areas of where specular highlights have been removed and 

where more image detail is visible. 
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One benefit of our image sequence alignment is that it restores some important details in our 

colonoscopy images. This can be seen in figure 8 which shows some original images and 
enhanced versions that have been generated using our approach. Notice that some specular noise 

has been removed, also some image details have been added that are indicated using blue 

rectangles. 
 

4. CONCLUSIONS AND FUTURE WORK 
 

In this paper we described our method for motion compensated colonoscopy image restoration. 

As a first step we perform RANSAC-based image registration to align sequences of N 
consecutive images in the colonoscopy video. We then use this sequence to construct panorama 

images that improve image quality. We have demonstrated that this approach successfully 

removes unwanted specular highlights from colonoscopy images, and in many cases adds details 
that are not present in the original image. 

 

Our experiments verify that the removal of non-informative images prior to image registration 

reduces the CPU time necessary for image alignment. This is because the RANSAC algorithm 
executes the maximum number of iterations without finding a good alignment transform for non-

informative images. We also experimented with different sequence lengths and found that 

sequences of 11 consecutive images provided a good trade-off between CPU time and panorama 
quality. 

 

For future work, we will focus on improving the quality of image alignment using different image 

registration techniques. In addition, we will explore methods to reduce the CPU time needed to 
perform this image restoration. By combining image alignment transformations from frame, A to 

B and from frame B to C, we should be able to get better estimates of the transformation from A 

to C. Since we are performing many independent image alignment operations, CPU time can also 
be reduced using parallel programming on a cluster or using GPUs. 
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ABSTRACT 
 
The JONSWAP spectrum sea surface is mainly determined by parameters such as the wind 

speed, the fetch length and the peak enhancement factor. In view of the study of electromagnetic 

scattering from JONSWAP spectrum sea surface, we need to determine the above parameters. 

In this paper, we use the double summation model to generate the multi-directional irregular 

rough JONSWAP sea surface and analyze the distribution concentration parameter and the 

peak enhancement factor’s influence on the rough sea surface model, then using physical optics 

method to analysis the JONSWAP spectrum sea surface’s average backward scattering 

coefficient change with the different distribution concentration parameters and the peak 

enhancement factors, the simulation results show that the peak enhancement factor influence on 
the ocean surface of the average backward scattering coefficient is less than 1 dB, but the 

distribution concentration parameter influence on the JONSWAP surface of the average 

backward scattering coefficient is more than 5 dB. Therefore, when we study the 

electromagnetic scattering of the JONSWAP spectral sea surface, the peak enhancement factor 

can be taken as the mean value but the distribution concentration parameter have to be 

determined by the wave growth state. 

 

KEYWORDS 
 
JONSWAP spectrum, multidirectional wave, wave pool, the peak enhancement factor, 

electromagnetic scattering 

 

1. INTRODUCTION 
 

With the in-depth study of sea clutter, the physical quantity of sea spectrum is used to describe 

the sea surface[1-3]. The sea spectrum is the power density spectrum of the sea surface. It is one 

of the most basic methods for describing the sea surface. It reflects the statistical distribution of 
wave energy in the wavelength and propagation direction. It is also the Fourier transform of the 

sea surface height fluctuation correlation function. The sea-spectrum model can be derived from 

the equilibrium equation of ocean wave energy, or the autocorrelation function of the sea surface 
height can be calculated by using fixed-point observation sea surface or laboratory wave-making 

pool data, and then obtained by Fourier transform. The various forms of sea- spectrum density 

provided in the existing literature are mostly semi-empirical, semi-theoretical results. Since the 
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1950s, many oceanographers have done a lot of observations and research on random waves, 

analyzed various statistical values of ocean waves from the large amount of data obtained, and 
then selected a function as an approximate expression of the wave spectral density. Common 

wave spectrums include PM (Pierson-Moscowitz) spectrum, JP (JONSWAP) spectrum, and 

Wen's spectrum. However, due to the different emphasis of various sea level models, the sea 
surface generated by different sea level simulations is very different. JONSWAP spectrum is a 

deep-water wind wave spectrum, which was developed by some institutes of England, 

Netherland, America and Germany after analyzing and fitting data collected during the “Joint 

North Sea Wave Observation Project” and is used extensively in the ocean wave research and 
engineering practice. The JONSWAP spectrum is commonly used for modeling sea surface 

geometry. 
 

The JONSWAP spectrum’s function is mainly determined by parameters such as wind speed, 
water depth, and peak enhancement factor. In this paper, we focuses on the effects of different 

peak enhancement factors and direction concentration parameters on the sea surface 

electromagnetic scattering. According to the research needs, the multi-directional JONSWAP 
spectral ocean model is generated by the double stacking method, and the physical optical optics 

(PO) is used to simulate the sea surface backscattering coefficient under different peak 

enhancement factors or different direction concentration parameters. Finally, the conclusions of 

the selection of relevant sea spectrum parameters in the study of JONSWAP sea surface 
electromagnetic scattering are given. 

 

2. JON SWAP SPECTRUM 
 

2.1. Power Spectrum 

 
The JONSWAP spectrum function is: 

 

 

Where, g is acceleration of gravity,  is the peak enhancement factor, which is used to represent 

wind-wave growth state, its values are in the range of 1.5~6, typical value is 3.3, ω is the wave 

frequency,  is peak shape parameter, its values are defined by: 

 

 
 is the intensity of the spectrum that relates to the wind speed and fetch length and has the 

following experience formula: 

 
Among them, F is the wind zone, it is the distance (km) at which the wind blows at a constant 

Speed. 
U10  is the wind speed (m/s) at 10 m above sea level. 

p is the peak wave-frequency, 
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which is the maximum value appeared in the frequency spectrum. The peak of the JONSWAP 

spectrum is empirically defined by: 

 
From the above analysis, the relationship between the power spectral density and the frequency of 

the JONSWAP spectrum at a wind speed of 5 m/s and a wind region of 40 km at different peak 
enhancement factors is shown in Fig. 1. 

 

 
Fig.1 JONSWAP spectrum energy distribution curves with different peak enhancement factors 

 

From Fig. 1 we can see that JONSWAP spectrum is narrow band spectrum, and its energy is 

mainly focused on some frequency band. The peak enhancement factor in the spectrum is used to 

correct the shape of the main peak, making the main peak thinner or higher. It can realistically 
simulate small changes in the wave model. 

 

2.2. Direction Function 
 

The actual sea surface waves are multi-directional irregular waves, so it is necessary to introduce 

a direction distribution function [4-9] to describe the energy distribution of the ocean waves with 

respect to the wind direction. A variety of directional distribution functions have been proposed 
so far, and the commonly used directional distribution function is an optically easy distribution 

function. 

 

The directional spectrum is the product of the power spectrum and the direction distribution 
function, which can be expressed as: 

 

Where, 
S  f  

is the frequency spectrum, G  f , is called direction spreading function, the  

commonly used direction spreading functions are: 
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Where 
0 is   the   main   direction   of wave propagation, s is the direction distribution 

concentration parameter, and the coefficient 
G0 is determined by equation (7): 

 
 

In the formula,  is the gamma function. When the direction concentration parameter is 

independent, we can give out the direction function distribution curves with different direction 

concentration as in Fig. 2. 

 
Fig2. The direction function distribution curves with different direction concentration 

 

Figure 2 shows the distribution of the directional function with the direction distribution 
concentration parameters when the main propagation direction is 0°. It can be seen from the figure 

that the larger the direction distribution concentration parameter, the more concentrated the wave 

energy of the multi-directional irregular wave is in the main direction range, that is, the wave 

energy in the main direction is large, and the wave energy on both sides in the main direction is 

rapidly reduced. Generally, the wind wave’s s is set to about 10, the swell with a short attenuation 

distance which s is set at about 25, and the swell with a long attenuation distance s is about 75 [5]. 

 

3. REALIZATION OF SIMULATING 3D OCEAN WAVES 
 

Sea waves are of stochastic nature in the stable sea conditions and, mathematically, are 
represented as Gaussian stationary and ergodic processes. So sea waves can be viewed as wave 

superposition of infinite simple Cosine waves spreading in the direction of θ angle relatively with 

x axis in (x,y) plane[9], and those Cosine waves are with different amplitudes, different 
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i i di 

frequencies and different initial phases. The sea surface elevation (x, y,t) can be represented by 

the Double Summation Model: 

 

Where 
k 

is the wave number ( 
k  2 / g 

), 
dj is spreading directional angle of a single wave 

( 
0  dj  2 

) ,di is representative frequency in the range of frequency division, 
ij is initial 

phase angle distributed at random( 
0  dj  2 

). 
ij is the wave amplitude of frequency i and 

directional angle j, which can be represented by: 

 
 

Equation (8) is the generation principle of multi-directional irregular ocean waves. According to 

the sea spectrum to be described, the corresponding parameters in the equation are discretized, 

and the wave height distribution data of the multi-directional irregular sea surface can be obtained 
through computer simulation. 

 

According to the above analysis, a multi-directional irregular sea surface of a peak enhancement 

factor is 3.3,  a wind speed is 5 m/s at 10 meters above the sea surface, a direction 
concentration parameter is 75 and a fetch length is 10 km is established. The result is shown in 

Fig. 3. 

 
Fig3. The three-dimensional JONSWAP sea surface simulation model 

 

4. PHYSICAL OPTICS  
 

The PO method is an approximation method for solving the Helmholtz integral equation. It is 
widely used in solving electromagnetic scattering problems [10-14]. The basic idea is that when 
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the wavelength of the incident wave and the radius of curvature of the rough surface are satisfied, 

the rough surface can be regarded as many small triangular facets are spliced together, and the 
electromagnetic waves are diffracted at the edges and sharp points of the rough surface, and the 

multiple scattering between the bins can be neglected. The area where the incident wave cannot 

be directly irradiated is a dark area, and the area where the incident wave can directly illuminate 
is a bright area, and each bright area scattering field is calculated, and the total scattered field is 

obtained after superposition. Rough surface element electromagnetic flow is: 

 

 
 

Where, 
RH , 

Rv is the local polarization reflection coefficient, respectively: 

 

 

Where  is the incident angle, which is the complex permittivity, and its calculation formula is： 

 

 
 

Where 
 r is the relative dielectric constant; 

 e is the conductivity of the surface material, the 

unit is Siemens meters (S / m).  

 

This gives the scattering field: 

 
 

5. RESULTS AND COMPARISON 
  

According to the mathematical model analysis of the first part of JONSWAP spectrum, When the 

wind speed and wind fetch length are determined, the JONSWAP sea surface is affected by the 

peak enhancement factor and the direction concentration parameter. The peak enhancement factor 
mainly represents the power spectrum of the spectral function at the peak frequency, on the 
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geometric model, it shows the sharpness of the waves at the peaks and troughs. The direction 

concentration parameter mainly represents the concentration of the multi-directional irregular sea 
surface in the main propagation direction, and the selection of the direction concentration 

parameter is related to the growth state of the wave. Therefore, in this section, the scattering 

characteristics of multi-directional irregular ocean waves under different peak enhancement factor 
and directional concentration parameters are calculated, and their effects on scattering 

characteristics are analyzed. Thus a method for determining the selection of relevant ocean wave 

parameters in the simulation or wave-making test of JONSWAP spectrum sea surface when study 

the electromagnetic scattering is given. During simulation, the dielectric constant of seawater is 
given according to the double Debye model [14]. 

 

5.1 Influence of Peak Enhancement Factors on Electromagnetic Scattering 

Characteristics  

 
When the wind fetch length is 10 km and the wind speed is 5 m/s, the JONSWAP spectral 

dynamic sea surface with peak enhancement factors of 1.5 and 6 is generated respectively. The 

incident electromagnetic wave frequency is 1 GHz, upwind observation, and the sea surface size 

is 16m ﹡16m, and the triangle facet size is smaller than 0.01m. Under the above conditions, We 

calculated the backscattering coefficient of the sea surface at the incident angle between 0°~70° 

by PO. The dynamic sea surface is sampled 40 times at each angle, and the sampling time is 1s, 

and the results are the forty average results. When the direction concentration s is 70, the curve of 
the backscattering coefficient under different spectral peak enhancement factors with the incident 

angle is shown in Fig. 4. 
 

 
Fig4. The simulation results of normalization radar cross section (NRCS) under different  

spectral peak enhancement factor 

 

It can be seen from the figure that the maximum difference of the backscattering coefficient of the 
multi-directional irregular JONSWAP wave at different incident angles is less than 1 dB under 

different spectral peak enhancement factors. Therefore, the peak enhancement factor has little 

effect on the average scattering coefficient of the ocean wave. 
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5.2  Influence of Direction Concentration Parameters on Electromagnetic 

Scattering Characteristics 
 
When the peak enhancement factor is the average value of 3.3, the other parameters are the same 

as those described in Section A. The relationship between the backscattering coefficient and the 
incident angle under different concentration parameters is simulated as shown in Fig. 5.  

 

 
Fig5. The simulation results of normalization radar cross section (NRCS) under different direction 

concentration 

 

According to the figure, the maximum difference of the scattering coefficients under different s 

parameters exceeds 5dB. From the geometric model of the sea surface, the larger s is, the more 

concentrated the wave is in the main propagation direction. Therefore, the backscattering 

coefficient of the sea surface is concentrated at the low incident angle to the wind, therefore the 
result is larger. But as the angle of incidence increases, the back scattering coefficient is smaller 

than the sea scattering coefficient of the lower s parameter of the coarser distribution. 

 

6. CONCLUSIONS 
 

In this paper, a Double Summation Model is used to combine the power spectrum and the 

direction distribution function of JONSWAP spectrum to establish a multi-directional irregular 

rough sea surface, and the physical optics method is used to simulate the sea surface 
electromagnetic scattering coefficient. And then give out the conclusions that when the 

JONSWAP spectrum sea surface is simulated or simulated in the wave pool, the peak 

enhancement factor parameters have little effect on the electromagnetic scattering characteristics, 
which can be taken as the average value, but the direction concentration parameter has a great 

influence on the sea surface electromagnetic scattering, thus its value needs to be determined 

according to the growth state of the sea surface. 
 

 



Computer Science & Information Technology (CS & IT)                                 265 

 

ACKNOWLEDGEMENTS  

 
This work was supported by the National Natural Science Foundation of China (Grant 

No.61471242). The authors would like to thank the reviewers for their constructive suggestions. 
 

REFERENCES 

 
[1] Hasselmann K,Barnett T P, Bouws E,et al. Measurements of wind-wave growth and swell decay 

during the Joint North Sea Wave Projects (JONSWAP) [J]. Ergnzungsheft zur Deutschen 

Hydrographischen Zeitschrift Reihe A8(Suppl.),1973,12:95.  

[2] Estimation of JONSWAP Spectral Parameters by Using Measured Wave Data[J].China Ocean 

Engineering,1995(03):275-282. 

[3] Annalisa Calini,Constance M. Schober. Characterizing JONSWAP rogue waves and their statistics 

via inverse spectral data[J]. Wave Motion,2016. 

[4] YU Yu-xiu, LIU Shu-xue.Random Wave and Its Applications to Engineering[M],Dalian:Dalian 

University of Technology Press,2016. 
[5] ZHAO Ke, LI Mao-hua, ZHENG JIAN-li, TIAN Guan-nan. 3-D simulation of random ocean wave 

based on spectrum of ocean wave[J]. Ship Science and Technology,2014,36(02):37-39. 

[6] Mitsuyasu H, et al. Observation of the directional wave spectra of ocean waves using a cloverleaf 

buoy.[J].Physical Oceanography,1975,5:750-760. 

[7] Si Liu,Shu-xue Liu,Jin-xuan Li,Zhong-bin Sun. Physical simulation of multidirectional irregular wave 

groups[J]. China Ocean Engineering,2012,26(3) 

[8] Hong Sik Lee,Sung Duk Kim. A three-dimensional numerical modeling of multidirectional random 

wave diffraction by rectangular submarine pits[J]. KSCE Journal of Civil Engineering,2004,8(4). 

[9] MI Xiao-lin, WANG Xiao-bing, HE Xin-yi，XUE Zheng-guo. Simulation and Measurement 

Technology of 3-D Sea surface in Laboratory Based on Double Summation 

Model[J].GUIDANCE&FUZE,2016,37(02):19-23. 

[10] WEI Ying-yi, WU Zhen-sen, LU Yue. Electromagnetic scattering simulation of Kelvin wake in rough 

sea surface[J],CHINESE JOURNAL OF RADIO SCIENCE.,2016,(3)：438-442. 

[11] Biglary, H.,Dehmollaian, M.. RCS of a target above a random rough surface with impedance 
boundaries using GO and PO methods[P]. Antennas and Propagation Society International 

Symposium (APSURSI), 2012 IEEE,2012. 

[12] Joon--Tae Hwang. Radar Cross Section Analysis Using Physical Optics and Its Applications to 

Marine Targets[A]. Scientific Research Publishing.Proceedings of 2015 Workshop 2[C].Scientific 

Research Publishing,2015:6. 

[13] YANG Peng-ju, WU Rui, ZHAO Ye, REN Xin-cheng. Doppler spectrum of low-flying small target 

above time-varying sea surface[J]. Journal of Terahertz Science and Electronic Information 

Technology,2018,16(04):614-618. 

[14] MEISSNER T. WENTZ F J. The complex dielectric constant of pure and sea water from microwave 

satellite observations[J]. IEEE Transactions on Geoscience and Remote Sensing, 2004,42(9)：1836-

1849. 

 

AUTHORS  
 
Xiaolin Mi (1993-), male, Chinese, engineer, mainly engaged in radar signal processing 

research. 

 
 

 

 



266 Computer Science & Information Technology (CS & IT) 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

INTENTIONAL BLANK 



Natarajan Meghanathan et al. (Eds) : CCSEA, CLOUD, SIPRO, AIFU, SEA, DKMP, NCOM - 2019 

pp. 267-274, 2019. © CS & IT-CSCP 2019                                                      DOI: 10.5121/csit.2019.90922 

 
THREE-DIMENSIONAL RECONSTRUCTION 

USING THE DEPTH MAP 
 

1A.El abderrahmani , 2R.Lasri and 3K.Satori 
 

1,2Advance Technology Lab, Department of Computer Sciences, Larache Poly 

Disciplinary School, Abdelmalek EssaâdiUniversity 
3LIIAN, Department of Mathematic & Computer Sciences Dhar-Mahraz 

Sciences School, FEZ, MOROCCO 
 

ABSTRACT 
 
This paper presents an approach to reconstructing 3D objects based on the generation of dense 

depth map. From a two 2D images (a pair of images) of the same 3D object, taken from 

different points of view, a new grayscale image is estimated. It is an intermediate image between 

a purely 2D image and a 3D image where each pixel of this image represents a z-height 

according to its gray level value. Our objective therefore is to play on the precision of this map 

in order to prove the interest and effectiveness of this map on the quality of the reconstruction. 

 

KEYWORDS 
 
Dense reconstruction; depth map; disparity map; camera parameters. 

 

1. INTRODUCTION 
 
Obtaining 3D models of very high quality and more accurate is the main concern of researchers of 

3D reconstruction domain. This is why several methods are proposed in the literature [1, 2, 3]. 

Most of these methods rely on a classical reconstruction process that provides us with only a 

scattered set of 3D points. This does not give us enough information about the scene. Hence, the 
interest of enriching this 3D structure by other information contained in the depth map what is the 

subject of this paper where we present the different steps to estimate a dense depth map. 

However, the quality of the depth map and the performance of the process of creating this map 
are our main objective in this paper. 

 

Our work is structured around four sections. In the second section, we present a synthesis of 
existing approaches in the literature concerned with the estimation of the depth map. Then, we 

describe in the third section the different steps to build the depth map. The experiments and 
interpretation are the subject of the fourth section. Finally, the fifth section provides a conclusion 

to this work. 
 

2. RELATED WORK 
 

The depth information is a key and essential element in several fields of research such as video 
processing [4], visual communication [5, 6], computer vision [7, 8], and many others areas. Its 

importance encouraged researchers to work on the accuracy of this information by presenting the 

latter in the form of a map, called depth map, where the value of each pixel of this map 
corresponds to its depth. 
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In all these researches interested in the depth map, we find in the literature two categories of the 
researchers, the first category is interested in the exploitation of the depth map [9, 10, 11] and the 

second is interested only to the improvement of the quality of this map [12, 13, 15, 16],so that 

other researchers use it in their research. 

 
Among the researches that used the depth map are the one based on image-based rendering (IBR) 

techniques [9]: in this work, Kim et al. found that they needed accurate depth information in order 

to generate reliable and accurate multiview intermediate images for use in a multiview 3D display 
system. It is for this reason that they decided to exploit the depth map. In their article, they carried 

out an experiment to estimate the depth map quantization for multiview intermediate image 

generation using depth image-based rendering (DIBR). This DIBR synthesizes several virtual 
views of a 3D scene from a 2D image and its associated depth map. 

 

Using the vanishing point, Kim et al. [10] proposed a new 3D panorama system based on the 

generation of the depth map to restore a 3D space structure from the 2D images. The points of 
intersection of the vanishing lines detected indicate the vanishing points. 

 

In order to describe the human actions Li et al. [11] also exploited the depth map, they presented a 
real- time human action recognition system that uses the depth map sequence as input. The 

proposed algorithm uses only depth information for applications where environmental 

illumination is weak or changing. This algorithm is based on depth continuity, which is the most 
essential attribute of objects in depth maps. 

 

For the second category, several efforts have been made in recent years to estimate the depth map 

whose main objective is to improve the quality of this map. As an example, Pascal Fua [12] 
proposed a correlation algorithm that reliably produces much denser depth maps with little false 

correspondence and in the presence of depth discontinuities and occlusions. This algorithm aims 

to match each point of the image and uses a consistency criterion to reject invalid matches. This 
criterion is designed so that when the correlation fails, instead of producing an incorrect response, 

the algorithm does not return a response. Subsequently, in order to calculate dense depth maps, 

the author proceeds to combine the depth map produced by correlation and the gray level 

information present in the image itself to introduce depth discontinuities and to adjust a surface, 
which is smooth in pieces. 

 

With the same objective, Zhang et al. [13] have developed a new system for the estimation of 
high quality and high resolution depth maps by the common fusion of stereo data and Kinect 

depth sensor [14]. The fusion problem is formulated as a maximum a posteriori probability 

(MAP) estimation problem and the MAP problem is solved using a multi scale belief propagation 
(BP) algorithm. 

 

Similarly, Malik and Choi [15] presented a new focus measure for the estimation of the depth 

map using image focus. This depth map can then be used in techniques and algorithms leading to 
the recovery of a 3D structure of the object. This new measurement aims to determine the best 

number of frames for each pixel, that is to say the frame where the pixel is best focused. In other 

words, only the frame corresponding to the best focusing value is selected for each pixel, and all 
the other frames in which the pixel is less focused are ignored. 

 

For a successful 2D-3D conversion, depth information is required. Then, for this reason Yang et 
al. [16] proposed an interactive method of depth map generation from a single image for 2D-3D 

conversion using a local depth hypothesis. The use of a depth variation hypothesis can reduce 

human effort to generate a depth map. The only thing required from a user is to mark some salient 
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areas to be distinguished with respect to depth variation. The proposed algorithm assumes 
hypothesis of each salient area and generates a depth map of an input image. 

 

3. STEPS FOR DEPTH MAP ESTIMATION 
 

In order to generate the depth map, the disparity map is first calculated. Given a pair of 
stereoscopic images, it is possible to calculate a dense disparity map, which encodes the 

correspondences per pixel between two views of the same scene. Given the calibration parameters 

of a pair of cameras, it is possible to transform a disparity map into a depth map. 
The steps for estimating the depth map is as in Fig. 1. 

 

                                            
 

Fig. 1 Steps for estimating the depth map 

  

3.1 Calculation of the Disparity Map 
 

A disparity map is a collection of distances of correspondence between the homologous visual 
indices of two images studied. We call visual index any object extracted from the image and 

containing in a compact way the information relevant to its analysis [17]. These indices may be 

points of interest, regions or contours. The points are mainly present, specific and numerous 

which give them more advantages over the contours and regions. In this work, we will use the 
primitive point. 

 

To generate this map several steps to follow: 
 

3.1.1 Detecting  Points Of  Interest 

 
This step involves extracting points of interest: Points of interest are defined as points that have 

characteristics that distinguish them from other points in the image. To detect these points, a point 

of interest detector is used. This detector consists of calculating a response value, representing the 

interest for each   pixel of the image and then selecting the best ones. In this work, we will use the 
Harris detector [18], which has given better results according to this comparative study of the 

detectors of points of interest [19].  
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Fig. 2   The points of interest of the left image       Fig. 3 The points of interest of the right image 

 

3.1.2 MATCHING 

 
This phase consists in finding, on two images of the same scene taken from different positions, 

the two points corresponding to the projection of the same element of the scene. In recent years, 

many matching methods have been proposed [20, 21, 22, 23]. 
 

In this work we will compute the pairings of each image (left / right) using a mapping method 

based on the correlation measure. In this case, it is assumed that the points neighboring two 

homologous points have gray levels that are similar. This resemblance can be quantified by a 
correlation measure. Thus, only the neighborhood of a point is used to find its correspondent. 

 

The correlation between stereoscopic images consists, from a window placed in one of the 
images, in calculating the degree of correlation with another window moving along the 

corresponding epipolar line in the other image. A sequence of correlation values along the 

epipolar line is thus obtained. The point corresponding to the best score will be chosen as being to 
match the point of the center of the fixed window in the other image. 

 

Several families of correlation measures can be distinguished in the literature [21]. In our work, 

the correlation measure between the points of the images is carried out by the centered and 
normalized correlation function ZNC (Zero mean Normalized Cross Correlation), it is a centered 

version of the NCC family, which obtained the best percentages d 'Matching according to the 

evaluation carried out in [21]. 
 

The function ZNCC for each point (u, v) is written: 

 

 
 
With 

                           𝐼1𝑢,𝑣=̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
 1 𝑀𝑥𝑀𝑦 Σ Σ 𝐼1(𝑥, 𝑦) 𝑣+𝑀𝑦−1 𝑦=𝑣 𝑢+𝑀𝑥−1 𝑥=𝑢                          (2) 

                                                                                                                             

And 

𝐼2 ̅̅̅̅̅̅̅̅̅̅1 𝑁𝑥𝑁𝑦 Σ 𝐼2(𝑥, 𝑦) 𝑁𝑦−1 𝑦=0      
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                                                              ( a)                                                                                        (b) 

 
Fig. 4: Corresponding points between the couple of images (a) and (b) 

 

3.2 DISPARITY MAP 

 

After the matching step, it is possible to calculate the disparity map. For each point of the left 

image (right resp). The position difference is calculated with the corresponding point of the right 
image (left resp) on the same line. These differences are then transformed for each point into a 

gray level image. 

 

 
 

Fig. 5 Pinhole model for the projection of the point M 

  

In this figure the measured disparity, defined as: 

 
𝑑   =  𝑢 –  𝑢′ 

 

With u and u' the horizontal position of the two image points Mg and Md corresponding to the 

projection of the point 3D in the two images. 
 

The disparity map is closely related with the depth map. We can create a depth map from a 

disparity map if we knows the camera focal length and the distance between the cameras. 
 

The distance Z from the 3D point to the camera is inversely proportional to the disparity 

measured on the image as in Fig. 5: 
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𝑍 = 
(𝑓𝐵)

⁄
𝑑                                                               (4)

 

With: 
B: distance between the cameras  

f: focal length 

d:disparity. 
To find these unknown, once the parameters of the camera are estimated then it is easy to deduce 

the value Z of depth. 
 

4. EXPERIMENTATIONS 
 

To estimate the depth map, an object-oriented programming language (Java) implemented the 
steps of estimating this map 

 

In the first interface as in Fig. 6, our process allows loading the left and right image and then 
displaying the points of interest for each image, thereafter displaying the matching points. In 

addition, it can generates a file of the matching points. Then the process provide the possibility of 

calculate disparity map and depth map as in Fig. 7. 

 
 

 
 

Fig. 6 The first interface of a program for estimating depth map 
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(a) (b) 

 

Fig. 7 Disparity map (a) and Depth map (b) 

 
Our program is being improved, in order to generate a more precise depth map to use it later in 

the 3D reconstruction. 

 

5. INTERPRETATION 
 
The results obtained in Figures 6 and 7, shows the satisfaction of our depth map estimation 

method. In addition this result would be used later to improve the 3D reconstruction 

 

6. CONCLUSION 
 

In this article, we have presented the different steps to estimate a dense depth map for the reason 

that  the generation of this map is a very important step in improving the quality of 3D 

reconstruction. Our goal later is to get other information more than depth from this map before 
proceeding to the reconstruction step. 
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ABSTRACT 

 
Object detection typically requires a large amount of data to ensure detection accuracy. 

However, it is often impossible to ensure sufficient data in practice. This paper presents a new 

data augmentation method based on pixel-level image blend and domain adaptation. This 

method consists of two steps: 1.Image blend using a labeled dataset as object instances and an 

unlabeled dataset as background images.2. Domain adaptation based on Cycle Generative 

Adversarial Networks (Cycle GAN).A neural network will be trained to transform samples from 

step 1 to approximate the original dataset. Statistical consistency between new dataset 

generated by different data augmentation methods and original dataset will be measured by 

metrics such as generator loss and hellinger distance. Furthermore, a detection/segmentation 

network for diabetic retinopathy based on Mask R-CNN will be built and trained by the 

generated dataset. The effect of data augmentation method on the detection accuracy will be 

presented. 
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1. INTRODUCTION 
 

In the task of object detection, data augmentation of training samples is of great significance, 

which can reduce over-fitting and improve the generalization performance of the detection 

models. Traditional data augmentation methods, such as cropping, flipping, and colour jittering, 

are able to obtain a certain degree of detection accuracy. However, object detection needs to not 

only recognize different kinds of instances but also distinguish the same instance in different 

contexts. Therefore, using image blend to expand context information is an effective data 

augmentation method [1].Image blend is to cut and paste object instances into other background 

images to obtain new samples which contains object instances. Nevertheless, if object instances 

are blended randomly with background images, it’s possible to generate unreasonable image 

contexts, which can even degrading the detection accuracy [2], [3]. Related work presents a 

method of training a deep learning network to predict whether the background image is suitable 

for image blend with the object instances [4].But when it comes to the object detection of medical 

images, which has less information, it only needs to judge whether the scale and location of an 

instances are correct or not. 

 

Samples generated by image blend often have different styles from original object instances. 

Domain adaptation is a effective method to transform blended image to be close to the original 
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object instances, so as to improve the quality of generated samples. Generative Adversarial 

Networks (GAN) is a common domain adaptation method recently [5], 6]. On the basis of GAN, 

a cyclic network called Cycle GAN which is composed of two mirror GAN was presented 

[8].Cycle GAN is able to transform and reconstruct samples cyclically between source domain 

and target domain, thus improving the consistency between the real samples and generated 

samples [9].This paper presents a new data augmentation method combined pixel-level image 

blend and domain adaptation. And a object detection model of diabetic retinopathy will be 

established to verify the validity and applicability of this method. 

 

2. PARTIAL ALGORITHM PRINCIPLE 
 

2.1 Object Detection Algorithm 
 
Object detection is an important branch of computer vision field. Which is mainly used to locate 

and recognize object instances with specific features in the image. Traditional methods, such as 

SIFT [10], SURF [11], DPM [12], mainly devoted to extract local features and match these 

features to retrieve instances. Few instance samples are needed when using traditional methods. 

But at the same time, local features extracted by these methods are not ‘rich’ enough to obtain 

better detection accuracy. The recent object detection algorithm are based on convolutional neural 

network (CNN)[13] andregion proposal algorithm to obtain better detection accuracy [14], [15], 

[16].Mask R-CNN is a representative of such algorithms. It presents a new structure based on 

feature pyramid network (FPN) [17] and micro Fully Convolutional Networks (FCN) [18]for 

each region of interest (RoI). Mask R-CNN [19] has excellent detection accuracy and can 

segment the object instances at the pixel level at the same time. But these algorithms based on 

CNN require a large amount of labeled dataset to train the detection model. Otherwise, Problems 

such as over-fitting, low detection accuracy will comes to these algorithms. In conclusion, it is 

necessary to search a suitable data augmentation method to expand dataset in practice. 
 

2.2 Data Augmentation Algorithm 
 

Data augmentation is to expand datasets by generate new samples with a certain methods. There 

are some traditional data augmentation methods below: 

1. PCA Jittering: Applinga transformation to each pixel ��� = [���
� , ���

� , ���
	 ]�of the image. The 

transformation is defined as： 

 

are the eigenvectors and eigenvalues of the covariance matrix of ���, � is a random                

variable. 

2.  Noise: such as filter image with Gaussian Blur. 

3.  Random Scale, Random Crop, Horizontal/Vertical Flip, Shift and Rotation/Reflection, and 

Color Jittering etc. 
 

Traditional data augmentation method will cause distortion and distortion to the original image. 

Due to the translation invariance in Mask R-CNN, methods such as shift have no significant 

effect on the detection accuracy. In contrast, pixel-level image blendis an effective method to 

generate new image samples. 
 

2.3 Pixel-level Image Blend 
 

According to recent research I, a single instance which is placed in different views, scales, 

directions, or lighting conditions extracts different features in object detection algorithm based on 
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CNN. Therefore, image blend is an effective methodto improve the coverage of various context 

conditions in a dataset [1]. It is necessary to ensure the global and local consistency of the image 

when generating new image samples. Therefore, it is reasonable to blend background image with 

pixel-level segmentation mask of the instance object instead of RoI about it. Pixel-level image 

blend includes the following steps: 

 

1. Collecting object instances: labeled dataset is necessary for object detection. In order to 

extract object instances in images, pixel-level mask of each image is necessary. These 

foreground masks can be used to cut and paste object instances to the background image. 

2. Collect background images: Background images must not contain the object instances 

and be similar to the original background of the instances. Otherwise, the differences 

between instances and background images may lead to useless context information [4]. 

3. Cut and paste the object instances: Different blending methods can be chosen to paste the 

object instances into the background images which is randomly selected. By this way, it 

is possible to ensure that the blending images covers different context information. 
 

However, due to the difference between the object instances and the background images, artifacts 

may appeared at the edge of the object instances, which cause to a decrease in the global 

consistency of the blending image. 
 

2.4 Cycle GAN Domain Adaptation 
 

GAN is a generation model based on deep networks that distinguishes the distribution of input 

data and generates new data samples [7]. GAN usually consists of two sub-networks: one called 

generator, denoted by ����, another one called discriminator, denoted by ����. The generator 

takes noise data as input and provides the generated data to the discriminator. The discriminator 

takes real data or generated data as input, then predicts whetherthe input data is real or not. 

Training this networks corresponds to a minimax two-player game. The generator generates 

samples closer to real data in the process. The process can be denoted as: 
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3. EXPERIMENT AND RESULTS ANALYSIS 
 

The paper's approach to treating diabetic retinopathy images uses the method described above and 

consists of three steps: 1. Data pre-processing, using existing data sets to fuse new data. 2. Data 

domain conversion, using Cycle GAN transformation to generate data to the target domain of the 

sample data. 3. Data validity test, using the generated data to train the Mask R-CNN detection 

network, and test the detection accuracy on the original data set, then analyze the detection 

metrics. On the basis of the experiment, this paper will compare the similarities and differences 

between the data generated by this program and the traditional data augmentation method, and 

analyze the validity and applicability of the method through statistical metrics such as the 

Intersection over Union (IoU), precision and recall. 
 

3.1 Data 
 

Diabetic retinopathy (DR) is a complication of diabetes that threatens vision and even leading to 

blindness. DR can be clinically divided into non-proliferative diabetic retinopathy and 

proliferative diabetic retinopathy. Due to the differences in medical equipment, datasets of DR 

often have different style. Therefore, it is difficult to obtain a large amount of available data. 
 

All the object instances data in this paper is collected from West China hospital, Sichuan 

University. The dataset have 547 cases in total. DR manifests as retina hemorrhage, which has 

irregular texture, boundary and scale. Therefore, this paper mainly focus on instances larger than 

20x20 pixels to extract more representative features. The background image data in this paper is 

from the Diabetic Retinopathy Detection dataset of kaggle 2018. Random combination of object 

instances and background images is adopted to ensure the diversity of generated data. 
 

3.2 Cut and Paste Blend 
 

It is mentioned above that pixel-level mask is necessary to blend the object instances and 

background images. But there are different methods to use the masks, such as Cut and Paste or 

Poisson Blend [7]. 

 

 
 

Figure 1.  (a) original image (b) mask image (c) background image (d)mask after removing useless region 

(e) object instance after removing useless region(f) result of Cut and Paste Blend 
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Cut and Paste method means directly extracting the object instances area and replaces the 

corresponding pixel in the background images. The experiment is as follows: 
 

Figure 1 (a) is a sample of 547 cases of object instances. Figure 1 (b) is a corresponding mask 

image, and Figure 1 (c) is a sample of the background image for blending. In order to prevent the 

object instance from appearing in an unrelated region, the first step is to find out the contour of 

the eyeball region of Figure 1 (c), and remove the mask where is beyond the eyeball region in 

Figure 1 (b). The mask after modify is shown in Figure 1 (d). And then, the corresponding object 

instance pixels in Figure 1 (a) are extracted as Figure. 1 (e) according to Figure 1 (d). Finally, 

Figure 1 (e) is used to replace the pixels of the corresponding region in Figure 1 (c), so that the 

blending image Figure 1 (f) is obtained. 
 

3.3 Poisson Blend and Gaussian Blur 
 

Poisson Blend is an image blend method based on the Poisson equation. Laplacian convolution 

kernel is used to obtain the divergence of each pixel in the image. Poisson Blend establishes a 

Poisson equation according to the divergence, and calculates the pixel value of the blend 

image.Poisson Blend can make the difference between the object instances and the background 

images smoothly diffused into the blend image and finally obtain seamless blend image [20]. 
 

 
 

Figure 2.  (a) original image (b) mask image (c) background image (d)mask after morphological dilation (e) 

object instance after morphological dilation (f) result of Poisson Blend (g) instance detail of Cut and Paste 

Blend (h) instance detail of Gaussian Blur 

 

Poisson Blend need to cut pixels other than object instances edges. Therefore, mask image Figure 

2 (b) should be processed with morphological dilation first. And then extracting the object 

instance pixels according to the mask Figure 2 (d). Figure 2 (e) is the extracted object instance. 
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Finally, the Poisson reconstruction equation of Figure 2 (c) and Figure 2 (e) is established and 

solved, so that a blend image obtained. The blending image is shown in Figure 2 (f). 
 

Analyzing the results of the two blend method, it is obvious that Cut and Paste Blend retains the 

features of the object instance, but there are artifacts at the edge of the object instance, which 

decrease the global consistency of the blend image. Poisson fusion can achieve seamless blend, 

but the object instance is hard to recognize in the blend image. In order to maintain the features of 

the object instance, this paper chooses to use the Cut and Paste Blend and add a Gaussian Blur 

filter on the edge of the object instance to smooth the image. The result is shown in Figure 2 (h). 
 

3.4 Domain Adaptation 
 

Through the image blend processing above, a new instance sample containing object instance and 

background image has been obtained. However, due to the difference in distribution between the 

object instance and the background image, the blending image is still inconsistent with the 

original image, which may results in inaccurate feature extraction of the detection model. Domain 

adaptation is used to solve this problem. In this section, the blend images are defined as source 

domain and the original images are defined as target domain. And a Cycle GAN is trained learn 

the mapping between source domain and target domain. After training Cycle GAN, the generator 

��	 can be used to transform blending images to new samples close to the original images. 

 
 

Figure 3 Structure of Cycle GAN Model. Cycle GAN works by training two transformations ��	 and �	� 
between source domain A and target domain B in parallel. 

 

Figure 3 shows the basic structure of the Cycle GAN. Cycle GAN uses the symmetric GANs to 

perform the same training on the source domain and target domain. But this paper focuses on the 

transformation of the source domain to the target domain. Therefore, �	� is changed to takes the 

sample generated by ��	 as input instead of samples from domain B, so that two generators can 

be trained together. In addition, since the generated samples are used for object detection, 

hellinger distance is combined into cyclic consistent loss to improve the statistical consistency of 

the generated samples with the original images. The new loss function is defined as: 
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Figure 4.  (a) discriminator loss (b) generator loss (c) cyclic consistency loss (d)blending image sample 

from source domain (e) 
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from source domain (e) generated image sample from target domain
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Result of training this domain adaptation model is shown in Figure 4 (a) to Figure 4 (c). 

According to the loss, model in 50th iteration has better performance. Transform the blend image 

with the trained model, new samples shown in Figure. 4 (e) is obtained
 

3.5 Object Detection 
 

To examine the detection accuracy of the generated images. This paper trains the Mask R

detection model with 2000 images generated by Cycle GAN. The original 547 cases of images 

are used as the test dataset to verify the accuracy of the trained model. 

generally considered that the RoI is positive when the IoU is greater than 0.5. This paper use IoU 

over 0.5 and IoU over 0.75 to calculate the metrics include average 

The average precision is denote

and ���.��. 

 

The training loss and verification loss of the detection model are shown in Figure 5 (a) and Figure 

5 (b). The annotated images and detection results of the test dataset are shown in Figure 5 (c) to 

Figure 5 (f). After calculation

detection result Figures 5 (d) 

IoUs of instances between original image 

0 and 0.75, which results in precision 1.0 and recall 0.67

quality of the data augmentation methods abov

generated by the traditional data augmentation method are also used to train Mask R

experimental comparison. Similar to Figure 5

three datasets are calculated, and 
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esult of training this domain adaptation model is shown in Figure 4 (a) to Figure 4 (c). 

According to the loss, model in 50th iteration has better performance. Transform the blend image 

w samples shown in Figure. 4 (e) is obtained. 

To examine the detection accuracy of the generated images. This paper trains the Mask R

detection model with 2000 images generated by Cycle GAN. The original 547 cases of images 

are used as the test dataset to verify the accuracy of the trained model. For object detection, it is 

generally considered that the RoI is positive when the IoU is greater than 0.5. This paper use IoU 

over 0.5 and IoU over 0.75 to calculate the metrics include average precision

denoted by ���.�and ���.��, and the average recall is denoted by 

The training loss and verification loss of the detection model are shown in Figure 5 (a) and Figure 

and detection results of the test dataset are shown in Figure 5 (c) to 

After calculation, The IoUs of instances between original image 

 are 0.81 and 0.79, which results in precision 1.0 and 

original image Figures 5 (e) and detection result Figures 

in precision 1.0 and recall 0.67. In order to compare and 

quality of the data augmentation methods above, 400 cases of original dataset and 2000 images 

generated by the traditional data augmentation method are also used to train Mask R

Similar to Figure 5, the metrics of the detection models obtained by the 

three datasets are calculated, and the results are shown in Table 1. 

( a ) 

( b ) 
 

esult of training this domain adaptation model is shown in Figure 4 (a) to Figure 4 (c). 

According to the loss, model in 50th iteration has better performance. Transform the blend image 

To examine the detection accuracy of the generated images. This paper trains the Mask R-CNN 

detection model with 2000 images generated by Cycle GAN. The original 547 cases of images 

For object detection, it is 

generally considered that the RoI is positive when the IoU is greater than 0.5. This paper use IoU 

precision and average recall. 

, and the average recall is denoted by ���.� 

The training loss and verification loss of the detection model are shown in Figure 5 (a) and Figure 

and detection results of the test dataset are shown in Figure 5 (c) to 

original image Figures 5 (c) and 

precision 1.0 and recall 1.0.The 

Figures 5 (f) are 0.77, 

In order to compare and analyse the 

e, 400 cases of original dataset and 2000 images 

generated by the traditional data augmentation method are also used to train Mask R-CNN As an 

he metrics of the detection models obtained by the 
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Figure 5.  (a) train loss (b) val loss (c) labeled  image from dataset (d) detected instance of Figure 5 (c) (e) 

labeled image from dataset (f) detected instance of Figure 5 (e) 

 

Table 1. Detection results 

 
Data Augmentation Method ���.� ���. � �!�.� �!�. � 

No data augmentation 0.61 0.46 0.67 0.52 

Traditional method 0.72 0.58 0.75 0.59 

Image blend & Domain adaptation 0.74 0.61 0.84 0.79 

 

4. CONCLUSION 
 

In this paper, a data augmentation method combining pixel-level image blend and domain 

adaptation is proposed. By using the augmented data for the detection model training, the 

effectiveness of different data augmentation is compared.  
 

Analysis of the results of Table 1 shows that the use of data augmentation can effectively reduce 

over-fitting of the detection model, improve the precision and recall. All data augmentation 

methods improve the  ���.�  and  ���.� of the detection model to more than 0.7 when the training 

dataset was expanded from 400 cases to 2000 cases. Compared to the detection model without 

data augmentation. The precision was improved by more than 0.1. And the data augmentation 

method u combining pixel-level image blend and domain adaptation has a greater improvement 

on the recall rather than traditional method. The ���.� reached 0.84 and ���.�� reached 0.79. The 

improvement of the precision is relatively lower than recall, the ���.� reached 0.74 and ���.�� 

reached 0.61.  

 

These results means that the additional context information generated by this method is more 

effective than the traditional method, so that the model can extract more features of the same 

object instance, which is beneficial to recognizing the object instance, thereby improving the 

recall. On the other hand, the fact that the features of the dataset are not obvious enough resulted 

in some false detection such as Figures 5(e). As a result, the precision is relatively low.  



284 Computer Science & Information Technology (CS & IT) 

In summary, data augmentation can effectively expand the dataset of the object detection, and 

solve the over-fitting problem of the object detection model trained by small dataset. The data 

augmentation method based on pixel-level image blend and domain adaptation has better 

performance than the traditional method. At the same time, the validation of this method is 

accomplished in the dataset of medical images which has less contextual information. The 

validity and applicability of the method still need to be tested and optimized on other datasets. 

The subsequent work will also continue to optimize and improve the algorithm on the basis of 

this method. 
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ABSTRACT 
 

In recent years, several online services have proliferated to provide similar services with same 

functionality by different service providers with varying Quality of Service (QoS) properties.  

So, service composition should provide effective adaptation especially in a dynamically 

changing composition environment. Meanwhile, a large number of component services pose 

scalability issues. As a result, monitoring and resolving performance problems in web services 
based systems is challenging task as these systems depend on component web services that are 

distributed in nature. In this paper, a distributed approach is used to identify performance 

related problems in component web services. The service composition adaptation provides 

timely replacement of the performance bottleneck source that can prohibit performance 

degradation for the forthcoming requests. Experimentation results demonstrate the efficiency of 

the proposed approach, and also the quality of solution of a service composition is maintained. 

 

KEYWORDS 
 

Web service composition; Quality of Service; reconfiguration; self-adaptive; optimal. 

 

1. INTRODUCTION 
 

A web services based software system also referred as a Composite Web Service (CWS) makes 
use of third party web services which run on-the-fly. Adaptability is one of the key requirements 
of such systems keeping in view the dynamic environment in which they execute [1]. Despite 
having to be continuously available, they also need to strive to remain optimal in changing 
conditions. Thus, reconfiguration of a CWS is required to adjust or adapt as per the changed 

scenario [2].So an important infrastructure level concern is to add self-adaptation ability so that a 
web services based solution can adapt seamlessly as the execution environment changes.  
 
A self-adaptive (self-healing or autonomic) system possesses capabilities to reconfigure in 
response to changing environment conditions [3]. In a self-adaptive system, monitoring occurs 
alongside its execution. The system may need to adapt depending upon the information extracted 
during monitoring. However, monitoring and adaptation [4] is not trivial in a web services based 

system which is distributed at different physical locations. The distributed ownership of the 
component web services add to the complexity of such systems. 
 
Most of the existing approaches that focus on the challenges of building complex web services 
based systems; treat critical situations arising in a dynamic execution environment as exceptions 
[5] or failures that require repair [6]. However a web service based system executing in a static 
environment cannot be a real world application. In a real world web services based system; 
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change is not an exception but a rule. Changes are a natural phenomenon for such systems as they 
operate in a dynamic execution environment. Moreover, a web services based system has not only 
to be correct and reliable, but it should also ensure that it remains optimal as the component web 
services evolve independently. The need to reconfigure a web service composition in a timely 
manner when change events happen during its execution is an important issue and still an open 
question [7, 8]. 
 

In this paper, a distributed (a hybrid of client and server) monitoring approach that keeps track of 
QoS values of different component web services of a web services based system is presented. 
Whenever QoS of a component web service degrades, the composite web service is notified 
which then replaces the component web service with an alternative.  We extend this framework 
further to identify component web services which make the composite web service sub-optimal. 
Such web services are pruned and replaced with better alternatives. Better alternatives may be 
available in distant/premium service repositories. It is assumed that all web services are 

substitutable and it is feasible to find direct substitutes either in local or in distant/premium 
repositories.  
 

The main contributions of this paper are: 

 The service clients are notified just-in-time using publish-subscribe mechanism when QoS 
of a component web service degrades. The service client then automatically (without any 

human intervention) shifts to a better alternative.  

 To localize the source of performance bottlenecks by monitoring the present workflow and 
pruning such source by replacing it with a better alternative in the proposed framework. 

  
This paper contains five sections. Section 2 presents related work about web service composition 
and self-adaptive web service composition at runtime. Section 3 gives an overview of the system 

design, and different modules to implement the proposed approach. Section 4 presents the results 
of the experiments. Finally, section 5 concludes the paper. 
 

2. RELATED WORK 
 

Existing web service composition approaches [9,10,11] strive to find an optimal solution at 

design phase, which is not efficient (as it is a NP-hard problem) and does not scale up for a large 
data set size. It also does not reflect a real world situation where a web service composition has to 
remain optimal in a dynamic execution environment. As consumers find it difficult to select a 
service composition that is near optimal solution satisfying functional and non-functional 
requirements, eagle strategy can be used [27].  
 
Liu et al. [12] use prediction based on case based reasoning to solve web service composition 
problem efficiently and effectively. Moustafa and Zang [13] predict potential degradation 

scenarios, and apply a proactive approach whenever the system deviates from expected QoS. 
Such solutions are appropriate for a dynamic execution environment. But their major drawback is 
that many a time predictions fail, and the overhead incurred to handle failed prediction may be 
high. In case of the Internet based applications, QoS degradation of component web services may 
be transient when the system load is high at one point of time. The dynamic optimization of a 
service composition can be done by using multi-agent reinforcement learning [26]. A distributed 
Q-learning algorithm is used to accelerate the convergence rate. 

 
Angarita et al. [14] propose to build fault tolerant CWS to ensure that either such a CWS 
completes successfully or leaves the execution in a safe state when component web services fail 
to perform as per expectations. Campos et al. [8] present an approach for building adaptive 
service compositions by detecting undesirable behaviors in their execution traces. They propose 
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to use formal methods to verify web service adaptation at execution time in a dynamic 
environment. 
 
After detecting violations in QoS values, the adaptation mechanism gets triggered.  Adaptation 
involves reconfiguring the execution plan without stopping the composite service execution. 
Adaptation may be implemented by following a reactive [8], a proactive approach [15], or a post-
mortem of the previous execution traces to improve the system for future [16]. 

 
Zhu et al. [17] argue that effective runtime adaptation of service needs real changes in QoS of 
web services for timely and accurate decisions about -When to trigger adaptation action?, Which 
web service to replace in execution?, and Which candidate web service to select? Adaptable Web 
Services Framework (AWSF) [18] and Self ADaptIve for web service Compositon 
(SADICO)[19] are the two frameworks which take into consideration the service user’s context 
(e.g. device features such as screen size, bandwidth, or user location) and adapt the web service 

behavior so that web service becomes more relevant and useful.  
 
Although, many solutions have been proposed to adapt a web services based software solution to 
QoS changes of its component web services [20,21], but runtime monitoring of component web 
services, and then communication of the data, collected during monitoring, to the clients still 
needs to improve. 

 

3. SYSTEM DESIGN AND IMPLEMENTATION 
 

3.1 Assumptions 

 
This work relies on a few key assumptions. First, it assumes that all component web services are 

substitutable and it is feasible to find direct substitutes either in local or in distant/premium 
repositories. Second, there exist two distinct periods of performance i.e. execution traces with 
distinct levels of performance. Third, the workload (i.e. request arrival rate) is uniform across 
different periods of analysis. Performance comparison of different execution traces under 
different workloads is not justified. Fourth, all the component web service are supposed to have 
same levels of performance. Though it seems unrealistic, but this assumption is motivated by the 
quality characteristics of web services. Fifth, the network connection between web services is 
error free, even though individual atomic services may be problematic. Lastly, service clients and 

providers are trustworthy entities, and there are no security risks when mobile agents execute on 
the provider side.  
 

3.2 System Overview 

 
This section presents the basic components of our proposed system by describing their own 
functions along with their interaction with other components in the system. 
The proposed system is composed of five components as:  
 
A. The Basic Process 
 

A workflow manager receives a client request; gets the corresponding abstract composition; 
selects corresponding concrete web services; dispatches mobile agents to service providers to 

monitor the QoS behavior of the chosen web services for execution in composition; invokes the 
partner web services for preparing the results and responds back to the client.  
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B. Monitoring the logs for QoS degradation  
 

Once the deployed web services are invoked upon client request in the composition workflow, 
continuous monitoring and analysis of component web services is done by examining their 
execution logs on the provider side. The execution logs consisting of QoS values of web services 
are maintained at the service provider side when each web service gets executed in the execution 
workflow. Each web service execution log is maintained for future prediction based analysis. 
Monitoring and adaptation of the component web services is based on four QoS parameters as 

execution time, throughput, reliability and availability. The values for QoS parameters are 
calculated using the formulae in Table 1. 

 

Table1: QoS Parameters formulae 

 
 

The throughput, reliability, and availability are the attributes with positive dimension i.e. higher 

the value, better it is, whereas, execution time is a negative dimension. 
 
C. Log Monitoring to identify the source of performance bottleneck 

 

This section presents an approach to improve QoS of a composite web service when some of its 
component web services are acting as a performance bottleneck in the service composition. Inter 
Quartile Range (IQR) is computed to measure variability in the data set by analyzing the previous 

execution logs. IQR is the difference between first quartile (Q1) and third quartile (Q3). The 
upper and lower threshold values in the dataset corresponding to every QoS attributes are 
calculated by using Tukey Fences [22] method which is a popular method of identifying extreme 
data values in a data set. 
 

Lower threshold = Q1-1.5(IQR)  ----(1) 
Upper threshold = Q3+1.5(IQR)  ----(2) 

 

A component web service executing in the workflow that can act as performance bottleneck can 
be detected based on its QoS values. The comparison against the threshold values depend upon 
the type of dimension of the QoS attributes. A component web service with QoS attribute as a 
negative (positive) dimension will be compared with the upper (lower) threshold value. In case 
there are multiple component web services adding to the performance degradation of the 
workflow, then pruning of a web service is decided on the basis of the quantum of influence that 
a web service has on the workflow. A web service with maximum influence is pruned first and 

then the others in that order. 
 

A workflow in a service composition may follow serial, cyclic, parallel, or a combination of the 
three execution patterns of partner web services [23]. Aggregate value of a QoS attribute for a 
CWS is calculated using different formulae for the different workflow patterns. Table 2 gives the 
formulae for a sequential workflow used in the service composition. In a sequential pattern, the 
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component web services execute in a serial order. The proposed service composition is a simple 
sequence of service executions.  

 

Table 2: QoS aggregate formulae for a sequential workflow 
 

 
 

D. Just-in-time Notification 

 

In a web service based application, changes in QoS values of component web services take place 
on-the-fly. Therefore, the challenge lies in tracking up-to-date information regarding changes in 

status of component services and then implementing change reaction decisions as soon as 
possible. 
 

Many researchers have proposed models and mechanisms for monitoring component web 
services for dynamic reconfiguration of a CWS [21], but to reconfigure a web service 
composition in a timely manner when change events happen during its execution is an important 
issue and still an open question [7,8]. 
 

A novel idea to handle web service failures in service oriented software systems uses a push 
mechanism to notify client application about the failure of a service. A multi agent system tracks 
a web service on the provider side, and informs the client application as soon as the service fails. 

This approach is expected to reduce delay in making the replacement decisions. It is also easy on 
resources as the solution is distributed, and therefore monitoring overhead is also divided between 
service consumer and provider. 
 

An agent based approach for handling web service availability issues uses the concept of mobile 
agents, which run at service provider side and provide latest information regarding the web 
service to the service user. Therefore, service user can arrange alternatives of a failed service 
even before invoking it. In addition, it also proposes service replacement strategies for optimizing 

the process execution.  
 

E. Adaption in case of QoS degradation and performance bottleneck 

 

The proposed framework will trigger adaptation as soon as a web service executing in the service 
composition becomes unavailable or its aggregate QoS values degrade at a provider. This will 
replace the faulty web service with the next best service (of the same category) available in the 
local repository. If the last service of a particular category is used, an alert is raised to retrieve 

more services matching the criteria from the external repository. If the web services alternatives 
do not exist in the service registry, then the search space is expanded to distant or premium 
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service repositories. Therefore, a potential set of services are always ready for replacement. 
Lastly, if no matching candidate services are found, then the application may be terminated.  

 

3.3 System Implementation 
 

The prototype of proposed framework is implemented using Java EE. The experiment is 
conducted on an Intel Core i5 processor with 4 GB RAM running on Windows 7 using Tomcat 
server and JADE 7 [24, 25]. The web services used in the experiment are described and selected 

with quality parameters. In order to save time, an abstract service composition is available before 
execution of the workflow starts.  
 

The process execution starts when a user hits the service client module on a (mobile) device as 
shown in Figure 1. The service client prompts the user to enter the type of problem (e.g. accident 
case or a sudden heart attack). The workflow of the service composition starts by finding the 
current location of user with help of the location locator service. Then an emergency hospital 
finder service finds the appropriate hospitals on the basis of the user location and the specialized 
services required in the case. The map and time services provide best route related information. If 

the user had opted for an ambulance service, then a transport management service provider is 
invoked. User’s location and best route from the source to destination is passed as input to the 
transport service provider.  

 

 
 

Figure 1. The service composition 

  

4. RESULTS AND ANALYSIS 
 

4.1 Performance Evaluation 
 

A performance of a system can be evaluated on the basis of several criteria such as execution 
time, throughput, and scalability. The execution time is the time spent in servicing a request 

which also includes time the framework spends in handling the change events i.e. when the 
change event is detected, and the replacement of a web service is invoked. Throughput is the 
number of requests completed in unit time.  
 

Figure 2 shows CWS execution time in three different situations 1) a best case that does not need 
to adapt, 2) a reactive solution to handle change events and, 3) proposed framework. The request 
was repeated 50 times, and average response time was calculated. In the first case, request is 
services in 0.28 sec as the system operates in a static environment, and no change event happens. 
However, such a case is suitable for comparison only to mark a benchmark case. In the real 

world, there cannot be a web services based solution that does not need to handle change events 
as the underlying environment is based on the Internet, and is continuously changing. In the 
second case, the execution time turns out to be 0.65 seconds. While in third case the execution 
time is around 0.45 seconds. It is remarkably less than the second case that follows a reactive 
approach to handle change events. The main reason for the time gap in these two cases is that our 
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proposed approach uses a preselected set of candidate services for replacement in case a 
component web service degrades or becomes a performance bottleneck. 
 

 
 

Figure 2. CWS Execution Time (seconds) (1) Best case, (2) Reactive Framework, (3) With Framework 
 

4.2 Analyzing the Quality of Solution 
 

The QoS attributes such as execution time, throughput, availability, and reliability of component 
web services play a vital role to determine the aggregate QoS of CWS. Figures 3 to 6 show the 
performance of QoS attributes of CWS performed for simultaneous 100 requests. Figure 3 
demonstrate that the execution time of the CWS remains stable even if there is a QoS degradation 
of component web services or if any web service acts as a performance bottleneck. The average 

execution time of CWS is nearly 0.45 seconds; though there is a rise in execution time in first ten 
requests which is warmup time taken by the system to start the workflow. Figure 4 shows that 
throughput of the service composition improves over period of time. The throughput of proposed 
system increases as the number of requests is increased over time. After certain time interval the 
throughput of proposed system becomes stable even if the component web services are creating 
performance bottleneck for the service composition. Figure 5 and 6 depicts the reliability and 
availability of the service composition respectively. The results demonstrate that values of 

reliability and availability are consistently good on an average. The small variations in Figure 5 
and 6 are depicted because of the time taken to substitute the component web service which is 
acting a performance bottleneck for the service composition execution.  
 

Therefore, the proposed framework maintains a stable performance of various QoS attributes in a 
service composition execution even if the values of QoS attributes degrade over time. The 
variations in QoS values in a dynamic service execution environment is due to QoS degradation 
of component web services which should be replaced with better alternatives to improve the 
quality of solution of a workflow.  
 

 
 

Figure 3. Execution time of the CWS 
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Figure 4. Throughput of the CWS 
 

 
 

Figure 5. Reliability of the CWS 

 

 
 

Figure 6. Availability of the CWS 
 

5. CONCLUSIONS  
 

The monitoring and adaptation of web service composition according to the changing scenario at 

runtime has drawn a lot of attention in the web services based solutions. This paper proposes a 
distributed monitoring and adaptation framework to keep track of the performance bottleneck of 
component web services. This paper follows a preventive approach in invocation of component 
web service with   degraded QoS. Additionally, the applicability of the self-adaptive system on 
the various quality dimensions, such as reliability, availability and throughput is discussed. The 
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adaptation process is flexible enough as it takes into consideration different QoS requirements of 
different clients.  
 
The experimental results demonstrate that the proposed approach performs better even if 
component web services are creating performance bottlenecks. The quality of solution is efficient 
for QoS parameters such as execution time, throughput, reliability and availability. In future, we 
plan to extend the framework for global optimization of web service composition using self-

learning techniques.  
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ABSTRACT 
 
Data analytics and Business Intelligence (BI) is essential for strategic and operational decision 

making in an organization. Data analytics emphasizes on algorithms to control the relationship 

between data offering insights. The major difference between BI and analytics is that analytics 

has predictive competence whereas Business Intelligence helps in informed decision-making 
built on the analysis of past data. Business Intelligence solutions are among the most valued 

data management tools available. Business Intelligence solutions gather and examine current, 

actionable data with the determination of providing insights into refining business operations. 
Data needs to be integrated from disparate sources in order to derive insights. Traditionally 

organizations employ data warehouses and ETL process to obtain integrated data. Recently 

Data virtualization has been used to speed up the data integration process. Data virtualization 

and ETL are often complementary technologies performing complex, multi-pass data 

transformation and cleansing operations, and bulk loading the data into a target data store. In 

this paper we provide an overview of Data virtualization technique used for Data analytics and 

BI. 
   
KEYWORDS 
 
Data Analytics, Business Intelligence, Big data, Data Virtualization, ETL and Data Integration.    

 

1. INTRODUCTION 
 
Success of an organization depends upon the decision making process. These decisions are based 

on the collection and analysis of data been gathered. During the early stages of business 

intelligence and analytical development in 1990s the data collected and processed was mostly 
structured, collected from legacy systems and stored in relational databases which also supported 

online analytical processing and reporting on the enterprise-specific data. In addition to reporting 

functionalities data mining techniques such as clustering, regression analysis, anomaly detection 
and classifications was also supported. In the early 2000s the raise of internet helped web search 

and e-commerce companies such as Google and Amazon to present their business online to the 

users and interact with them. Companies began collecting user specific data through logs and 

cookies in order to understand user behaviors and improve business. Web and text analytics was 
developed to determine user browsing and purchasing patterns. Web site design, personalization 

and recommendation engine can be built using web analytics. In recent times the use of IoT 

(“Internet of Things”) such as mobile and sensor devices have increased in usage and provides an 
opportunity for analytics based on location-aware and person-centric operations [1].     

 

Data needs to be collected from disparate data sources and processed as a part of data integration 

process. Analysis and correlation of data provides key insights into the business decisions and 
also helps in predictive analysis. Organization sales, human resources and marketing department 

gather and analyze data obtained from data integration process. They have multiple databases 
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which are in cloud and on-premise, extracting data from all these repositories and sources is a part 
of data integration process. Data from these repositories can be extracted in many different ways 

using either push or pull techniques. Also, same business entity could have different semantic 

value which needs to be reconciled and correlated. Extracted data also undergoes cleansing and 
transformation process before deriving key insights from it. Business Intelligence and analytical 

techniques also provide business-centric methodologies which can be applied to various 

applications such as e-commerce, healthcare and security. In this paper we are focused on Data 

analytics and Business Intelligence process using Data virtualization for data integration [2]. 
 

The traditional data integration approach of moving data from source to target database after 

cleaning, demoralization and transformation is called Extract-Transform-Load. The target data 
store is called data warehouse which runs on high end parallel computational hardware systems. 

Data virtualization is the new technique which does not move the data from the source data 

stores. Instead all the cleansing and transformation of data is done through virtual tables. It 
provides better agility and has shorter data integration life cycle. In this research we examine data 

virtualization technique impact for analytics and business intelligence and contrast it with 

traditional data warehouse process [3]. 

 

2. BACKGROUND 
 

Organizations employ Data analytics and Business Intelligence for decision making process. Data 

discovery helps in integration of all the available data across the organization. It is common to 
have large databases and understanding the relations between tables and data is the first step of 

data integration. Data discovery is the process of collecting data from various databases in silos 

and consolidating it into a single source that can be easily and instantly evaluated. Having 

heterogeneous data stores results in different semantic definition of the same business entity 
which needs to be cleansed to remove discrepancies. Once data is cleansed it requires 

transformations to normalize tables and resolve any data type and unit differences in the data. 

Data can be correlated based on filtering, joins or aggregation. Business analysts can examine 
their hypothesis on the data available after data correlation stage. The analyzed data can be 

visualized using various tools for presentation.       

 
    Figure 1: Phases of Data Integration 

 

ETL process involves moving the data from source data stores to staging area and later it 
undergoes cleansing and transformation before been loaded in to target data warehouse. Data 

warehouse off loads data analysis related work from source data stores, provides an integrated 

and consistent view of the integrated data. Data warehouse also supports materialized views of 
the tables, indexing on columns and creation of star and snowflake schemas which groups data 

into fact table containing business related information [4].    

 

Data virtualization does data cleansing, transformation, association and correlation from source 
data stores evading any in-between physical data movement. Each of these stages are distinct 

using virtual tables, each step uses data from preceding one by using virtual tables. It uses 

connectors such as JDBC or ODBC to access the source data. The relationship of different tables, 
attributes and constraints metadata are stored in data source catalogs which is used by Data 

virtualization. Virtual tables are the result set of query which acts like a regular table, it is virtual 

since data is not physically stored and data is brought from underlying table when virtual table 
query is executed. Multiple views would be defined at various level of abstraction and when a 



Computer Science & Information Technology (CS & IT)                                 299 

 

query is executed data moves through these views before producing the result [5]. 

 
Figure 2: Data Virtualization 

 

Since data is fetched from disparate data sources and views are defined for various data 
integration stages, the relevance of having a cost based query optimizer becomes important which 

reduces the query latency and improves performance. Figure 2 shows the various views of the 

Data virtualization process which extracts, cleans and transforms the data fetched from different 
sources.  

 

3. DATA VIRTUALIZATION OVERVIEW 

 
Data virtualization facilitates extraction of business insights by creating an abstraction layer and 

providing a unified view of data which are in traditional repositories or in cloud. The abstraction 
layer exposes only accessible data to the users without requiring them to know about the physical 

location of the data and it ensures that the users meet the data governance policies. Data 

virtualization enables easy data gathering and manipulation by reducing data duplication and 
compression across different databases. This also helps in infrastructure cost savings.  It does not 

require to perform ETL process but instead virtually connects different databases to provide 

virtual views and publish them. This makes data readily available for analysis and reporting. This 

reduces silos across different data repositories with in an organization.  Data virtualization is an 
integral part of data management which extracts greater value from data sources. 

 

Data virtualization delivers data as a service to interested users. It also enables data 
transformation through user interface and eliminates the need for replication since data is not 

moved from the sources physically. Abstraction layer hides the storage structure and technology 

from the users allowing them to focus on the required tasks. It makes it easy for users to use the 

data according to their requirements. It brings agility to business decisions as data is readily 
available. The infrastructure cost is also reduced as the administrator are exempt from operational 

cost and data duplication. Data integration from cloud sources and on premise databases is also 

made easy when organizations adopt Data virtualization. It helps in improving services of 
existing or new products providing speed-to-market value.   
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Data virtualization enables logical data warehouse functionalities which federates queries across 
data warehouses and provides data access using different protocols. Business requires real-time 

and historical data to make decisions leading organizations to adopt different technologies which 

are designed for special requirements. Having abstraction layer enables collective benefit of their 
functionalities. Traditional ETL process needs to handle bulk and outdated data from previous 

operation which is streamlined using Data virtualization [6].   

 

 
    Figure 3: Data Virtualization Overview 

 

Figure 3 shows how Data virtualization integrates different data sources which are soiled and 
helps in the BI and analytics decision making process. 

 

4. DATA VIRTUALIZATION TECHNIQUES 

 
Data analytics and Business Intelligence help in gaining insight that is been discovered from data 

integration, data mining and statistical analysis. Most of these technologies depend upon 
relational databases, data warehouse, BPM, ETL and OLAP cubes. Popular algorithms have been 

incorporated into data mining systems including K-means, Apriori, AdaBoost, KNN, Support 

Vector Machine and Page Rank which helps in clustering, classification and association analysis. 
Data analytics continues to be an active area of research due to Data science and statistical 

analysis community. The commercial databases show efficiency in query processing and having 

high level query interface.  

 
Most firms today use Business Intelligence of some form and it involves cost. It depends on what 

is already installed and the hardware required to upgrade the data warehouse. Software cost 

involves subscription to various Business Intelligence packages and implementation cost includes 
initial training and annual software and hardware maintenance costs [7]. 
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ETL and Data virtualization are both data integration tools. Data virtualization is more agile and 
cost efficient than ETL. Data virtualization computes optimal way to fetch data from different 

sources and achieve necessary joins and transformations and presents the results to the users 

without knowing about the location of the data. Data virtualization does not move data from the 
sources rather it delegates the queries to the source data stores. When requests are issued the data 

sources are queried in real time and results are returned. Also, they are more agile with the data 

models where new data stores can be added easily and help in the rapid iteration of project 

development life cycle. Data virtualization defers costly commitment to ETL process and 
accelerates the dialog between business users and IT to reduce the risk of an ETL process and 

help in developing efficient data marts [8].  

 
Data virtualization is a decent choice for Business Intelligence and analytics when structured and 

unstructured data from dissimilar sources needs to be combined and queried quickly. This is very 

important for business decisions on inventory levels and portfolio risk analysis. It also helps in 
eliminating data duplications and privacy risk concerns regarding the data being accessed. The 

data required for analytics needs to be transformed, undergo cleansing and enriched before it can 

be used which are done through virtual tables. 

 
Business Intelligence and analytics that traditionally use ETL can extend to include unstructured 

sources. It can be used to pull data from social media to analyse user behaviour patterns and build 

recommendation systems. Mobile applications that access corporate data requires a virtualization 
that separates these applications from the underlying data sources. Mobile applications can access 

corporate data through REST web services and Data virtualization can adequately help in 

accomplishing this [9].  

 
Data virtualization helps in building Business Intelligence system from either the existing data 

warehouse or from disparate data sources virtually. It also helps in pulling data from various 

components such as CRM and provides an integrated view of data for data analysts and data 
scientists. This provides flexibility and time-to-value for any business decisions been made. 

Information governance policies can also be implemented to bring in compliance with industry 

regulations.  
Table 1: Key Characteristics of BI, Technologies and Research 
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Table 2: Data Virtualization and ETL categories 

 
 

5. CONCLUSION 
 

Data virtualization reduces complexity of data management systems and also provides single 
consolidated, integrated view of the data. It helps resolve the issue of data silos which are created 

by multiple applications. Data virtualization abstracts the users from the underlying data sources 

and allows for real-time data access and brings agility to decision making process. It eliminates 
the need for replication as data is not moved physically from the source. Finally it is infrastructure 

agnostic which reduces project life cycle time.     
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ABSTRACT 
 

If a computational system is to be successful, it must have an impressive user interface endowed 

with appealing usability features for providing exceptional user experience. User interface 

engineering requires an innovative approach because it is one of the most challenging areas 

given the diversity of knowledge, ideas, skills and creativity needed for building smart interfaces 

in order to succeed in today’s rapidly paced and tough, competitive marketplace.Modern 

engineering aspects including analytical, intuitive, user experience, artistic, technical, 

graphical, mathematical, psychological and programming models need to be considered in the 

development process of a user interface. This paper critically examines some of the past 

practices and recommends a set of principles for designing alluring user interfaces.It also 

demonstrates how UML use case diagrams can be improved by naturally relating use cases to 

user interface elements. The improved design constructs of an enhanced UML view are 

presented with examples for highlighting and clarifying important user interface engineering 

issues.   
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1. INTRODUCTION 
 

User interface design is one of the most challenging areas of software engineering. The 

challenges of building innovative user interfaces is often considered to be “beyond the reach” of 

ordinary software developers, particularly, when compared to the repeated achievements of an 

extraordinary genius such as Steve Jobs of Apple, Inc. Creating great design is not easy [1]. Great 

software designers have not written much about their innovative design approaches. This is one 

of the difficulties in understanding and replicating great design techniques [1]. We are not likely 

to learn much about software design from the design of physical systems such as buildings.   

“Because software is so malleable, software design is a continuous process that spans the entire 

lifecycle of a software system; this makes software design different from the design of physical 

systems such as buildings, ships, or bridges” [2, page-2]. After an initial design is created, 

software design continues to evolve through iterations, experiments with prototypes, or 

incremental development. Software complexity is challenging since “it isn’t possible to visualize 

the design for a large software system well enough to understand all of its implementations before 

building anything” [2, page-2]. An initial software design may have to be revised after the initial 

development phase when better insights about the complexity of the system becomes evident. The 

initial user interfaces of the system may play very crucial constructive roles in the formative 

process. This paper critically examines a number of the past practices and suggests a set of 
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principles upon which future innovative user interface engineering can be guided. Every time a 

human uses a digital product, machine or tool, the interaction takes place through a machine-to-

human boundary or interface. If the interface is correctly structured, then the user is likely to have 

a satisfactory experience which invites the user back again and again. Designing elegant user 

interfaces for complex computational systems presents daunting challenges [1-9]. The 

employment of use case analysis in the software development process has been increasingly 

utilized because use cases help in reducing complex systems to manageable aspects [8, 9].  

Usability questions in design are drawing more attention than any others in recent years [1, 8].   

Software design, including user interface design, is based on current best practices since 

practicing engineers have developed useful strategies based on past experiences [1-14]. Support 

for context-aware user interfaces is evolving to a level where it becomes feasible even in large 

systems [14]. User interface quality is difficult to assess, and yet, an emergent discipline is 

attempting to do so [1, 3, 8]. A good user interface is truly appreciated only when it is integrated 

with smart total system architecture including hardware and software that renders a useful 

service.  User interfaces cannot be considered in isolation from the entire integrated system. 

Software development has often been considered as one of the most challenging processes of 

modern technology. Some approach it from a scientific perspective while others treat it in an 

artistically creative manner. Over the decades, a multitude of approaches to software development 

have been proposed. These approaches are often described with impressive metaphors. Donald 

Knuth initially indicated that software writing is an art [15]. David Gries argued it to be a 

scientific endeavor [16]. Watts Humphrey [17] viewed software development primarily as a 

process. In recent years, practitioners have come to realize that software is engineered [3-4], [18-

23]. As a result of the adoption of engineering methods, software development techniques have 

evolved and software product quality has steadily improved.   

 

The significance and role of user interface engineering in product design has recently been the 

focus in many of the highly successful interactive systems [1]. Certain aspects of user interfaces 

including graphical aspects could not be adequately developed before object oriented 

programming. Indeed, it has become easier to design and implement a Graphical User Interface 

(GUI) with object oriented concepts and languages.  The Unified Modeling Language (UML) has 

made significant contributions in representing software design including certain aspects of 

usability [9]. The UML includes modeling of use case aspects in various views including the use 

case view [9]. However, the UML does not include modeling and representation of GUI. This 

paper critically examines important development issues and the UML use case view and proposes 

an augmented use case view which is more appropriate for modern user interface modelling. It 

suggests that certain interface elements should be properly included in use case diagrams. It 

proposes some elements of modeling GUI in an intuitive language similar to UML. In addition, it 

presents a set of principles for developing innovative user interface features following the 

suggestions in recent studies [1, 2].  

 

2. DESIGN PROCESS 
 

Although various process models can be found in literature, important modern processes for 

creatively developing interface-based software are iterative, evolutionary, prototype-based, and 

agile [2-4], [7], [18-23]. Practitioners have come to realize that a complex system with smart GUI 

elements cannot be built in one pass. In an iterative process, after requirements analysis, an initial 

software design is constructed which is then reviewed. Next, the design review may lead to 

newrequirements analysis which may be revised again on the basis of a combination of software 

design reviews, new or changed requirements, or other factors which in turn lead to the next 

software design. That is, the spiral process model [23], or an agile process [2] is found to be a 

more productive software development process than the traditional processes. Certain aspects of 

software are such that after an initial analysis and assessment, iterative enhancements lead to 
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significant progress in the development process. One of the major benefits of the iterative process 

is the improvements made in the design of user interfaces through successive iterations [25]. The 

current study is based on the iterative scheme shown in Figure 1, where software design and 

modeling is followed by design review and evaluation. Figure 1 shows an iterative process of 

design and review in the central core with solid bold arrows which allows developers to start with 

a highly abstract conceptual design after an initial requirements analysis. The details can be 

gradually added in successive iterations. If needed, prototypes can be built and reviewed by 

stakeholders in order to enhance the design. The dotted arrows show other viable alternatives 

including iterations over the entire development process. User interface development requires 

adjustments and refinements that are best done in iterations [2-3], [18-20], [23-24]. Often defects 

are found during the review or evaluation process and these defects need to be corrected. The 

design may start with just a few elements with some possible defects; other elements may be 

incrementally added, and new defects identified may be corrected successively, as practiced in 

agile processes [2]. The design review may be performed by the designer or by external 

reviewers, formally or informally. 
 

 
 

Figure 1: Iterative Design and Review  
 

3. USE CASE VIEW       
 

“Separation of concerns” is a fundamental premise of Software Engineering proposed by 

Dijkstra[32] and arguably leads to multiple views of a software product. Separation of concerns is 

usefulto software engineers as long as interactions among system elements are controlled. The 

authors posit that the segmentation of the whole system into multiple views motivated by 

separation of concerns should provide an undistorted total picture of the integrated system when 

the views are put together. However, care must be exercised because multiple views may over 

simplify the system without accounting for interactions of the system elements. The rules of 

composition need to be spelled out consistently because the whole picture needs to become clear 

when the multiple views are composed together in the operational software system. According to 

UML2.0, there are nine views for describing different aspects of software [9]. The views are: use 

case view, interaction view, state machine view, static view, design view, activity view, 
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deployment view, model management view, and profile. A view is generally defined to be a 

subset of the UML modeling constructs representing certain aspects of the software [9].Each view 

is thoroughly explained in [9] with one or more diagrams that visually illustrate the main features 

of the view. The UML use case view is presented with a use case diagram for capturing use case 

features. The use case view is well-utilized due to the role use cases play in defining requirements 

analysis and management [8]. It is not appropriately used for user interface design in UML[9] 

although use cases have a lot to contribute to user interfaces. Use cases can clarify many 

important software issues early in the development process if they are adequately treated in the 

engineering process [3, 8, 9]. However, a very narrow definition of use case view is attempted in 

UML that basically ignores the nature and significance of use cases. “The use case view models 

the functionality of a subject (such as a system) as perceived by outside agents, called actors, that 

interact with the subject from a particular view point” [9, page-34]. The perception of the outside 

agents and interactions mentioned above should be mediated through an interface such as a GUI, 

especially when the agents are humans. However, UML use case view fails to deal with user 

interfaces or interfaces between the actors and the use cases. In fact, there is no UML view that 

adequately deals with GUI features. The diagram that characterizes the use case view is the use 

case diagram which presents the major use cases in a box with the actors outside the box to 

indicate that the actors are external users of the current software. One of the central problems 

with the UML use case diagram is that it totally ignores interfaces with the actors although each 

actor is shown to be using one or more use cases utilizing a line or association. Interactions 

among the actors cannot be shown in the same use case diagram. Each use case represent a 

service which can be illustrated in a UML sequence diagram [9,33]. For illustration purpose, 

consider a sample use case diagram shown in Figure 2. 
 

The following initial requirements description characterizes the start of a small software project: 

Develop a software system for computing areas of three types of play-place units: Rectangular, 

Circular and Triangular. A contractor in Los Angeles builds play-places (with materials such as 

wood, iron, pads, plastics etc.) at customer site using play place units of different dimensions. The 

charges are in dollars based on the area of each unit in square feet, plus the number of units. The 

software system is needed for computing the cost which is based on area. The cost is: $5.00 per 

square foot. Assume that users always use feet for entering the dimensions of the units. A 

Graphical User Interface (GUI) is required for user interactions. Additional typical assumptions 

can be made about this project.   

 

Most software projects start with some fuzzy requirements. Software engineers start their work 

with an initial requirements analysis. After performing the initial requirements analysis, software 

engineers may determine that the system must be web-based and should be available 24/7. The 

access to the system is not required to be restricted with login ID. The system should be easy to 

maintain using web-based tools. The functional and nonfunctional requirements would be 

properly analyzed by the engineers. Finally, a software requirements specification (SRS) 

document would be prepared; it is generally use case driven [8]. The use case diagram for the 

play-place problem is given in Figure 2 in the standard UML notations [9].  
 



Computer Science & Information Technology (CS & IT)                                307 

 
 

Figure 2: Use Case diagram in UML 2.0 

 

The UML use case diagrams properly show use cases with ovals within the system boundary, 

represented by a rectangle. One of the issues with a UML use case diagram, such as the one 

shown in Figure 2, is that it ignores the interfaces between the actors and the use cases although it 

depicts the actors as stick figures outside the current system boundary. For example, Rumbaugh, 

Jacobson and Booch [9: page 34] present a use case diagram for a subject called “box office” 

with four actors without any interfaces. In order to model functionality of the system as perceived 

by the actors, interfaces appropriate for the given actors need to be depicted in a use case 

diagram. This research proposes that appropriate interfaces are included in augmented use case 

diagrams. Thus, the use case diagram given in Figure 3 is recommended for the sample software 

project mentioned above.  It is important to note that the interfaces are shown with dotted 

rounded rectangles in Figure 3.These interfaces are referred to as the general interfaces in order to 

distinguish them from specialized interfaces such as provided interfaces and required interfaces 

mentioned in UML [9, 33].In order to refer to the general interfaces, they are sequentially 

numbered. If a general interface is to be developed as a part of the current software system, then it 

is shown within the system boundary; otherwise, it is shown outside the system boundary. As 

there are many different types of interfaces, some of them need to be marked for their importance. 

If an interface is a graphical user interface (GUI), then it is marked with the term <<GUI>> 

utilizing UML stereotypes [9].In addition, when one general interface includes another, it may be 

marked appropriately. If there is a third general interface that includes the first, then “3 1 כ” can 

be shown in the third interface. 
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Figure 3. Augmented Use case diagram with general interfaces 

 

Having general interfaces in the use case diagram intuitively and logically supports the idea that 

user’s perception about the functionality is modeled appropriately in the augmented use case 

view. When the actor is a human user, the general interface may be a GUI for appropriate 

interactions between the user and the system. For interactive systems, addition of GUIs to a use 

case diagram helps in understanding the perceived functionality of the system. It is the role of 

GUIs that is not adequately detailed in the UML modeling techniques leading to a high degree of 

confusion for the development of modern interactive systems. 

 

In addition to use case diagrams, the augmented use case view should have general interface 

diagrams. Without such a diagram concerns about user interfaces are grossly ignored and 

interactions among system elements are not appropriately accounted for. Without interface 

diagrams, the standard UML [9] misses information vital to the success of a modern software 

system.  It also misses to give a comprehensive account of the software which is expected to be a 

composition of the standard UML views. It is reasonable to be flexible about the notations of the 

general interface diagrams, especially if they are GUIs. Two main alternative notations for the 

general interface diagram are (1) screen shots from a prototype, and (2) abstract graphical 

representation of major interface elements. We show the former notation in the general interface 

diagram given in Figure 4 for the general interface 1 of Figure 3. That is, we developed a 

prototype GUI applet using the Java programming language for the sample problem of play-place 

units mentioned above in section 3 and took a screen shot of the GUI for Figure 4.  It is to be 

assumed that through each subsequent iteration the GUI applet of Figure 4 will evolve and 

acquire better qualities.  
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Figure 4: General interface diagram 

 

The general interface diagrams such as the one shown in Figure 4 should be considered important 

for software design purposes. Jason Hong [1] asks an important question: “how do we effectively 

incorporate great design into products?” Currently, we cannot incorporate GUI design into 

standard UML based techniques. The role of the UML in modeling can be enhanced by 

appropriately accounting for the perceived functionality of a system by providing the augmented 

use case view along with general interface diagrams. This is true because the augmented use case 

view includes general interfaces in its use case diagram between the actors and the use cases. The 

perceived functionality is evident perceived by the actors as it passes through the general 

interfaces.   

  

The balance between abstraction and details can be appropriately achieved in the general 

interface diagram as the interface elements can be added incrementally. “Software engineers and 

programmers are often competent users of the technology . . .  All too often, however, they do not 

use this technology in an appropriate way and create user interfaces that are inelegant, 

inappropriate and hard to use” [4]. The augmented use case view puts extra emphasis on 

modeling user interfaces. This promotes focusing on many other aspects of user interfaces such as 

maintaining input mechanisms the same throughout the application. Nobody should argue that 

interfaces are adequately treated in the UML design view and that augmentation of the use case 

view is not required, because the design view simply places the provided and required interfaces 

with their appropriate components. Extra emphasis is needed for showing the details of interfaces 

of certain types such as GUIs. Modeling GUIs for interactive systems has become increasingly 

important in the past two decades [1, 2, 7, 26]. Separation of concerns [27] motivates modular 
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design where a software system is decomposed into components; however, well-defined 

interfaces need to be specified among the components. GUIs may be required for human 

interactions with the components. The main confusion with the UML is that its presentation of 

software aspects totally disregards GUIs. A visual modeling language such as the UML cannot 

achieve its major goals without appropriate attention to GUI design. In addition, software 

engineering education with the UML requires guidance for learners so that different views 

together would be able to define the complete software system compositionally. Due to missing 

elements such as GUIs, the UML provides a fragmentary view of the software which is 

inadequate for any account of the integrated whole system. The proposed augmented use case 

view is designed to fill the gap. Reasoning with the augmented use case view is better than with 

traditional use case view, because the functionality of the system, as perceived by the actors, is 

more reasonable by including the general interfaces mentioned above. Engineering practices and 

design activities with the general interface constructs may also encourage and promote learning 

about user interfaces which is valuable for students in educational settings and academic 

environments. 

 

4. UI DESIGN PRINCIPLES  
 

In this section, we propose a set of design principles for developing user interfaces. Jason Hong 

[26] observes that “Apple tends to design by principle rather than from data.”  Human Computer 

Interaction (HCI) data along with use case scenarios may help in understanding some aspects of 

user interfaces. However, these may not help much if the goal of the design is to present an 

innovative solution to exceed all expectations. HCI data are useful for accomplishing the more 

modest goal of “meeting expectations”. Advanced design principles along with effective 

strategies may lead to innovative user interface design. The following user interface design 

principles include the principles discussed by Hong [26] in the context of Apple, plus others that 

we found to be valuable for innovative solutions. 

 

1. Examine promising alternatives from the widest range of possible alternatives in order to 

provide the best user experience through integration of various features including 

hardware, software, artistic, mathematical and intuitive aspects. 
 

2. Let subject matter experts play a leading role in all phases of the design.  
 

3. Utilize Object Oriented Design concepts throughout the development process.  
 

4. Push the design-review-design cycle to its limits.   
 

5. Consider separation of concerns in order to deal with all interactions among system 

elements. 
 

6. Consider design principles as well as HCI data and user experience for innovative user 

interface solutions.   
 

7. Include only those action features which are intuitively learnable; transform others to this 

category or to an automated category. 
 

8. Maximize cohesion and minimize coupling among components. 
 

9. Include error prevention and simple error handling.  
 

10. Present user interface design at multiple levels of abstraction  
 

For innovative user interface solutions, designers need to consider unusual alternatives in addition 

to the obvious ones. With reference to principle 1 suggested above, it is important to mention that 

quick design under time pressure leads to consideration of only a few obvious alternatives 
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missing innovative but unapparent alternatives. Apple came up with brilliant user interface 

solutions that were missed by others in the same field.   

    

Principle 2 is thoroughly discussed by Hong [26] with an example where contributions of subject 

matter experts are explained with an example of an experienced photographer. Experienced 

subject matter experts would be able to adequately explain what will, or will not, work in a given 

context.   

 

Principle 3 suggests that object oriented design concepts [2, 3, 34] need to be utilized throughout 

the iterative development process. Object oriented design elements such as buttons, windows, 

allow fast development cycles.  

   

Principle 4 suggests that improvements can be achieved by repeating the design-review-design 

cycle for a complex system. We have suggested an iterative design-review-design cycle as shown 

in Figure 1. Through an iterative process a designer may exhaustively explore many alternatives 

by critically examining her own designs.   

  

Principle 5 is based on a traditional strategy for dealing with complexity [2-4]. The complexity of 

a system becomes increasingly difficult if the degree of interactions among its elements become 

unpredictable. As the concerns are separated, their relations become properly understood and, 

consequently, their interactions become predictable.  

 

Principle 6 is based on a commonsense integration of HCI factors [27-29], user experience, and 

other advanced design principles [26]. A good study of user groups helps in the understanding of 

user interface aspects which may stimulate innovative user interface constructs [27], [28], [30].    

Principle 7 basically suggests that users should not be burdened by difficult learning tasks. If 

there are tasks that are not easy to learn, the designer should try to automate them as much as 

possible.     

 

Principle 8 is discussed in most textbooks [1, 2]; it is related to Principle 4 because loosely 

coupled systems have advantages over tightly coupled systems. Interactions among components 

of a tightly coupled system are often unmanageable.  

  

The idea of Principle 9 is based on Ben Shneiderman’s suggestion [27] that when users are prone 

to make errors, an automated or easy recovery process should be used to prevent the error from 

occurring. 

 

Principle 10 makes sure that design is expressible in multiple levels of abstraction without 

significant loss of clarity. When one level of abstraction is transformed into another level, 

consistent interpretations should be applicable. Presenting user interfaces in multiple levels makes 

sure that no inconsistencies exist. In addition, the gap between high level design and low level 

design should be eliminated in the final phase. It is to be noted that the proposed design principles 

do not contradict with the various versions of the UML [9], [32] or the enhancements suggested 

above. The proposed design principles combined with augmented use case view have great 

potentials for smart user interface design.   
 

5. CONCLUSION   
 

As user interfaces become increasingly important, a  set of principles that direct selective iterative 

design techniques are considered helpful in developing an innovative approach towards user 

interface engineering. The set of principles proposed in this paper may provide sufficient clarity 

about the nature of innovations that are achievable through user interface engineering activities.It 
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is reasonable to expect that various aspects of user interface modeling and design might be, 

procedurally, systematically reviewed and revised in an iterative evolutionary process that spans 

the entire lifecycle of a software system. In addition, the UML use case view is reviewed and 

suggestions are made for augmenting the use case view. Research of user experience (UX) is a 

critical component of use case development [31]. The enhancements suggested in this paper are 

most applicable in dealing with GUI aspects that are missing in the standard UML [9].Without 

GUI related constructs, the UML appears to be deficient and, therefore, the addition of general 

interface diagrams is suggested. This addition significantly enhances software modeling in UML. 

Design techniques suggested here have the potential to help in the development of smart user 

interfaces.     
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  ABSTRACT 
 

Background: Assessment of liver fibrosis is a vital need for enabling therapeutic decisions          

and prognostic evaluations of chronic hepatitis. Liver biopsy is considered the definitive 

investigation for assessing the stage of liver fibrosis but it carries several limitations. FIB-4 and 

APRI also have a limited accuracy. The National Committee for Control of Viral Hepatitis 

(NCCVH) in Egypt has supplied a valuable pool of electronic patients’ data that data mining 

techniques can analyze to disclose hidden patterns, trends leading to the evolution of predictive 

algorithms. 
 

Aim: to collaborate with physicians to develop a novel reliable, easy to comprehend noninvasive 

model to predict the stage of liver fibrosis utilizing routine workup, without imposing extra costs 

for additional examinations especially in areas with limited resources like Egypt. 
 

Methods: This multi-centered retrospective study included baseline demographic, laboratory, 

and histopathological data of 69106 patients with chronic hepatitis C. We started by data 

collection preprocessing, cleansing and formatting for knowledge discovery of useful information 

from Electronic Health Records EHRs. Data mining has been used to build a decision tree 

(Reduced Error Pruning tree (REP tree)) with 10-fold internal cross-validation. Histopathology 

results were used to assess accuracy for fibrosis stages. Machine learning feature selection and 

reduction (CfsSubseteval / best first) reduced the initial number of input features (N=15) to the 

most relevant ones (N=6) for developing the prediction model.  
 

Results: In this study, 32419 patients had F(0-1), 25073 had F(2) and 11615 had F(3-4). FIB-4 

and APRI revalidation in our study showed low accuracy and high discordance with biopsy 

results, with overall AUC 0.68 and 0.58 respectively. Out of 15 attributes machine learning 

selected Age, AFP, AST, glucose, albumin, and platelet as the most relevant attributes. Results 

for REP tree indicated an overall classification accuracy up to 70% and ROC Area 0.74 which 

was not nearly affected by attribute reduction, and pruning . However attribute reduction, and 
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tree pruning were associated with simpler model easy to understand by physician with less time 

for execution. 
 

Conclusion: This study we had the chance to study a large cohort of 69106 chronic hepatitis 

patients with available liver biopsy results to revise and validate the accuracy of FIB-4 and 

APRI. This study represents the collaboration between computer scientist and hepatologists to 

provide clinicians with an accurate novel and reliable, noninvasive model to predict the stage of 

liver fibrosis. 

 

KEYWORDS 
 

Liver Fibrosis, Data Mining, Weka, Decision Tree, Attribute Reduction, Tree Pruning. 

 

1. INTRODUCTION 
 

Hepatitis C virus (HCV) is a worldwide etiology of chronic hepatic infection particularly in 

Egypt where genotype 4 being responsible for >90% of cases, and the remaining is due to 

genotype-1 [1, 2]. The natural history of chronic hepatitis C (CHC) infection passes through 

consecutive steps of progressive fibrosis, hepatic cirrhosis that decompensates into end-stage 

liver disease and the dismal malignancy of Hepatocellular carcinoma (HCC) [3]. The gold 

standard for staging liver fibrosis remains percutaneous liver biopsy, which is an invasive 

procedure [4]. Fibroscan ultrasonography is non-invasive and reliable methods for diagnosis of 

the stage of liver fibrosis, compared to liver biopsy [5]. The Aspartate aminotransferase-to-

platelet ratio index (APRI), and FIB-4 scores are simple, noninvasive, easy to perform, 

inexpensive and reproducible algorithms for diagnosing advanced fibrosis stages [5–7], but they 

are not consistently accurate in classifying fibrosis stages [8]. 
 

1.1. MOTIVATION AND AIM 
 

Medicine involves decision making and classification or prediction is an important part of it. 

However, medical classification or prediction is usually a very complex and hard process. Human 

reasoning even of expert clinician could not deal with highly dimensional criteria of health care 

data, their underlying associations, and predictive capability. In Egypt, the NCCVH program has 

provided a valuable pool of demographic and laboratory data which can lead to information 

discovery, making good use of the data stored in EHRs of CHC patients and the conducting large 

population based researches. 
 

Most of medical studies rely on statistical analysis and to a much less extent on machine learning. 

Even those studies which consider machine learning are usually defective in the medical aspects 

and are complex or difficult to comprehend by physicians. This study represents a multi-

disciplinary approach between hepatologists and health informatics researchers to develop a 

novel, reliable, and non-invasive model to predict the stage of liver fibrosis based on routine 

workup, without imposing extra costs for additional examinations especially in areas with limited 

resources like Egypt. Further we use machine learning attribute reduction and decision tree 

pruning to simplify the model to be easily understood by physicians. 
 

1.2 OUR CONTRIBUTION 
 

I. To our knowledge this study enrolled the largest sample size of CHC patients with available 

histopathological results. This chance will not be repeated with the new era of directly acting 

antiviral therapy which did not necessitate liver biopsy. 
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II. This study represents collaboration between physicians and medical informatics people to 

overcome the complexity of Machine Learning algorithm, and to provide easy to 

comprehend model using ML tools as feature reduction, and decision tree pruning. 

 

III. This study provides a chance to re-validate the diagnostic accuracy of the famous and widely 

used FIB-4 and APRI. Further we use the power of data mining to explore this large 

volumes of data stored in electronic health records to discover hidden patterns and 

relationships to provide more accurate model for prediction of advanced liver fibrosis. 

 

1.3 RELATED WORK 

 
Data mining is a reliable method of predictive analysis which explores tremendous volumes of 

data to discover hidden patterns and relationships in highly complex dataset. Data mining differs 

from classical statistical analysis in that statistical inference in its hypothesis testing sense may 

not be appropriate, and the questions asked may not be applicable to large datasets. In most 

applications of data mining, there is no a priori reason to sample and all attributes of data is 

readily available for exploratory questions. Thus, it can enable the development of predictive 

models. 

 

Decision trees are the recommended approach for building comprehensible clear predictive 

models, which are simple and quick to build with adequate accuracy. Conversion of decision 

trees into classification rules is easy. They do not require any domain knowledge and easy to 

assimilate by physicians. The main benefit of decision trees over logistic regression analysis is 

that decision trees are easy to understand [9]. The simple allocation of patients into subgroups by 

following the flowchart design could define the anticipated possibility of outcome 

[10].Prognostic factors of different diseases have been defined using decision trees. 

 
In previous work we implemented Data mining analysis explores data, and trends that enable the 

development of models to diagnose HCC [11, 12], the prediction of therapeutic outcome of HCV 

patients utilizing simple laboratory data [13]. We further addressed the issue of performance 

evaluation of decision tree classifiers, where we assessed the correctly classified instances, recall, 

precession, and area under the curve [14]. Hashem, et al. used the decision tree learning algorithm 

to provide an accurate prediction of advanced Liver fibrosis in CHC [15]. 

 

2. PATIENTS AND METHODS 
 
This retrospective multi-center study included 69106 Egyptian patients with CHC who were 

naive candidates for antiviral therapy registered by The Egyptian National Committee for Control 

of Viral Hepatitis in the period from January 2010 till December 2014. A local ethical committee 

approval was available before starting data collection. With respect to patient’s confidentiality, all 

patients were represented in the study by code numbers after concealing all their personal data. 

The protocol of the study conformed to the ethical guidelines of the 1975 Declaration of Helsinki. 

Knowledge discovery of useful information from Electronic Health Records EHRs of a cohort of 
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69106 patients necessitates putting high quality data. characterized by accuracy, integrity, 

completeness, validity, consistency, uniformity and uniqueness.  

 

This is a multistep process, composed of the following primary activities: 

 

• Data collection pre-processing, cleansing and formatting. 

• Data auditing and statistical analysis. 

• Feature selection and reduction to minimize the dimensionality of the problem. 

• Selecting appropriate mathematical models to represent the trends. 

• Evaluating the selected models. 
 

2.1. DATA COLLECTION, CLEANSING AND FORMATTING 
 

Knowledge discovery of useful data from EHRs of a standardized recruitment questionnaire was 

completed by CHC patients physicians that included demographic features (age, gender, body 

mass index (BMI), Complete blood count (CBC), Liver biochemical testing (alanine 

aminotransferase (ALT), aspartate aminotransferase (AST), alkaline phosphatase, Serum 

bilirubin, albumin and INR), blood glucose, and Serum creatinine and alpha fetoprotein (AFP), 

thyroid stimulating hormone (TSH), antinuclear antibody (ANA), and HCV quantitative real time 

polymerase chain reaction (Abbot Real Time, detection limit 30 (IU/ml). In addition to their 

histopathological data where liver biopsy was mandatory for fibrosis assessment in the interferon 

era. Metavir scoring system of fibrosis F0-F4 was used as a gold standard to assess accuracy for 

the stage of fibrosis. 
 

The information was largely collected from medical notes and checked for completeness and 

correctness. Finally, data were entered onto a computer database (in the form of excel sheets) by 

a person with paramedical training then it was transformed to a standard relational database 

management system. All laboratories undergone proper quality control measures to ensure 

validity of their results. Data cleansing is detecting and adjusting (or removing) corrupt or 

inaccurate patients’ records from a record set in addition to excluding of typographical errors or 

validating and correcting values against a known list of entities. If inconsistencies were found or 

necessary corrections were needed, the form/s was returned to the physician for revision. The 

identified inappropriate parts of the data may be replaced, modified or deleted. High quality data 

needs to be characterized by accuracy, integrity, completeness, validity, consistency, uniformity 

and uniqueness. Data transformation techniques were used to format and prepare the patient 

records to be processed by the learning algorithms. Each attribute was classified as numerical or 

categorical then validated, to setup high quality valid consistent data. 
 

2.2. DATA AUDITING AND STATISTICAL ANALYSIS 
 

Numerical data are reported as means ± standard deviation (S.D). Categorical data are 

represented as counts and percentages. The student t-test and the Chi-square test are used when 

appropriate. Statistical significance is considered if the probability of occurrence by chance is 5% 

or less (P<0.05). Statistical analysis was used for cross tabulation, and estimation of sensitivity, 

specificity, positive predictive value, negative predictive value and ROC curves. 
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2.3. FEATURE SELECTION AND REDUCTION 
 
In this stage we aim to reduce the initial number of input features (N=15) to the most relevant 

ones (N=6) for developing the prediction model. Attributes that showed statistically significant 

correlation with F2-F4 stages of fibrosis were used to create a decision tree to predict liver 

fibrosis stage. However, using such statistical based approaches for feature selection may impair 

classification performance. To avoid the limitations of statistical based techniques for feature 

selection, we used correlation based Feature Sub-set Selection for Machine Learning 

(CfsSubsetEval) to evaluate the worth of a subset of attributes through considering the individual 

predictive ability of each feature along with the degree of redundancy between them. The second 

step is searching the space of attribute subsets by greedy hill climbing augmented with a 

backtracking facility. Best first may start with the empty set of attributes (forward search), or start 

with the full set of attributes (backward search), or start search at any point in both directions 

[16]. 

 

2.4. SELECTING APPROPRIATE MATHEMATICAL MODELS TO REPRESENT THE TRENDS 
 
Reduced Error pruning tree (REP tree) is considered a fast decision tree learner that builds a 

decision/regression flowchart using information gain/variance and prunes it using reduced error 

pruning. The Weka program can be used for testing data sets using a variety of open source 

Machine Learning algorithms. The workbench includes methods for all the standard data mining 

problems e.g. clustering, association rule mining, regression, classification, and attribute 

selection. In addition, it involves a variety of tools for converting, pre-processing datasets, feed it 

into a learning scheme, and analyse the resulting classier and its performance. Weka is available 

from http://www.cs.waikato.ac.nz/ml/weka. 

 

2.5. PERFORMANCE EVALUATING THE SELECTED MODELS 
 
The performance of decision trees built using all attributes was compared to those built after 

attribute reduction. The calculated algorithm was validated using the k-fold cross-validation 

approach. In brief, we divided the original sample into k sub-samples. The cross-validation 

process was repeated k times (folds). Each of the k sub-samples was used once as the validation 

data [17]. We assessed the performance of algorithm according to evaluation matrix based on 

values for the correctly classified instance, precision (specificity), recall (sensitivity), and 

Receiver operating characteristic (ROC) curve. 

 

3. RESULTS 
 

To our knowledge this multi-centered registry study has the largest sample size (69106 HCV 

patients) with liver biopsy histo-pathological results. The patients were divided according to their 

Metavir scores into, 32419 patients (46.9%) with minimal fibrosis stages (F0-F1) and F2 in 

25073 patients (36.3%), and advanced fibrosis (F3-F4) in 11615 patients (16.8%). The 

demographic and laboratory features and statistical differences between the studied groups (F0- 

F2 / F3-F4) are shown in Table 1 arranged according to their significance. Male patients 
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represented 71.8% (49618 patients) of the study population. There was a statistically significant 

difference between the 2 groups in terms of their age, body mass index (BMI), platelet count, 

white blood cell count(WBCs) , AFP, AST, serum bilirubin , albumin and alkaline phosphatase. 

All the 15 attributes used for liver fibrosis prediction were presented as categorical or numerical, 

and arranged according to statistical significance (p-value) and their weight as shown in Table 2. 

Using machine learning attribute selection these attributes were reduced to six attributes namely 

Age, AFP, AST, glucose, albumin, and platelet that proved to be the most relevant attributes. 

 

In our study, FIB-4 and APRI diagnosed advanced fibrosis (F3-F4) with a good negative 

predictive value and high specificity which is comparable to the original study, but low positive 

predictive value and with poor sensitivity. Patients with advanced fibrosis were not diagnosed 

and there was a great discordance between FIB-4 and APRI compared to liver biopsy results. The 

correctly classified F3-F4 patients were 57.5% and 13.9% for cut-off value ≥ 1.45 and ≥ 3.25 

receptively. The results of APRI test showed poor diagnostic abilities and only 32.7% F3-F4 

patients were correctly classified at cut off value ≥ 1. 

 

This high discordance in our study between the actual results of liver biopsy and the other two 

tools APRI and FIB-4 with overall AUC 0.58 (Figure 1) and 0.68 (Figure 2) respectively, has 

provided us the motivation of using data mining techniques to find a new non-invasive predictive 

algorithm. Machine learning techniques such as Decision Trees (classification trees) have been 

used for prediction, classification, and as diagnostic tools. 

 
able 1. Baseline characteristics of the study population. 

 

Attribute F 0-1 F 2-4 P-value 

Age 37.31 ±  .073 43.13 ±  .067 .0001 

BMI 26.11 ±  .02 27.04 ±  .02 .0001 

Platelets 221.14 ±  .34 203.95 ± .34 .0001 

AFP 5.99 ± .14 9.60 ±   .20 .0001 

Fasting blood glucose 

(mg/dL) 

102.0 ± 27.9 110.6 ± 38.0 .001 

Total Bilirubin (mg/dl) 0.84 ±  .02 1.47 ± .34 .002 

Albumin (g/dL) 4.38 ±  .002 4.30 ±  .002 .003 

AST (IU/L) 50.44 ± .35 51.52 ± 1.47 .018 

WBC (x1000) 6.4 ± .01             6.44 ± .01 .028 

Alkaline Phosphatase 

(IU/L) 

113.54 ± .41 118.31 ± 1.68 .035 

Serum Creatinine 

(mg/dl) 

0.85 ± 0.2 1.04 ± 0.4 .200 

Hb (G/L) 13.87 ±  .009 13.89 ± .008 .340 

ALT (IU/L) 86.51 ± 29.4 118.87 ±  63.31 .371 

HCV RNA (IU/M) 22×10
5
 ± 27× 10

4
 24×10

5
 ± 40×10

4
 .442 
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Table 2. Features selection for prediction of advanced fibrosis F3-4. 

 

  

Attribute 

Represented 

as 

Statistical 

sig 

(P-Value) 

Attribute 

weight 

ML 

selection 

1 Gender Categorical .021 0.00243 No 

2 Age Numeric .0001 0.05968 Yes 

3 BMI Numeric .0001 0.02108 No 

4 Hb (G/L) Numeric .340 0.00153 No 

5 WBC (x1000) Numeric .028 0.00129 No 

6 Platelets Numeric .0001 0.05351 Yes 

7 Total Bilirubin 

(mg/dl) 

Numeric .002 0.02191 No 

8 Albumin (g/dL) Numeric .003 0.01682 Yes 

9 AST (IU/L) Numeric .018 0.02399 Yes 

10 ALT (IU/L) Numeric .371 0.02456 No 

11 Alkaline Phosphatase 

(IU/L) 

Numeric .035 0.00475 No 

12 Fasting blood 

glucose (mg/dL) 

Numeric .0001 0.01436 Yes 

13 AFP Numeric .0001 0.06157 Yes 

14 HCV RNA (IU/M) Numeric .442 0.00773 No 

15 Serum Creatinine 

(mg/dl) 

Numeric .043 0.00191 No 

 

 
 

Figure 1. FIB-4 ROC Curve                                 Figure 2. APRI ROC Curve 

 

At first we applied REPTree as a predictive algorithm using all the 15 attributes. This decision 

tree model showed that AFP level was selected as the variable of initial split (most decisive), with 

optimal cut-off value of ≤ 6.55ng/mL. Age is the next decisive splitting attribute with optimal 

cut-off value of ≤ 38.5 years, platelet count with optimal cut-off value of ≤ 181.5, other attributes 

as AST, ALT, glucose, BMI, albumin, bilirubin, and INR have less decisive role for prediction of 
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fibrosis (Figure 4). Patients with significant liver fibrosis were significantly older in age, higher 

AFP levels and lower platelet counts. 

 

Results indicated an overall classification accuracy about 67% and ROC Area 0.74 for REPtree 

(Figure 3), which was not affected by attribute reduction. This model was further simplified by 

attribute reduction using only the six attributes selected using machine learning as shown in table 

2. The diagnostic performance analysis of advanced fibrosis F3F4 of the various prediction 

models clearly shows that the diagnostic power of REPtree over exceeds the two popular models 

APRI and FIB-4 (Table 3). This simple easy to comprehend prediction model could be provided 

to doctors so they can know the probability of stage of fibrosis by entering simple data as age, 

AFP, and platelet. 

 

 
 

Figure 3. FIB-4 ROC Curve 

 

 

 
 

Figure 4. Decision tree (REPTree) to predict liver fibrosis. 
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Table 3. Diagnostic performance of advanced fibrosis F3-4 prediction models. 
 

   

REPTr

ee 

REPTree 

pruned 

 

REPTree 

REPTree 

pruned 

FIB-4 

>1.45 

FIB-4 

>3.25 

APRI 

>1 

Attributes 15 15 6 6 4 4 2 

Time(sec) 1.68 0.21 0.6 0.1 - - - 

Tree Size 88.3 17 875 17 - - - 

Correctly 

Classified% 

68.1% 70% 66.4% 67.3% 57.5% 13.9% 32.7% 

TP Rate 66.4% 61.9% 62.6% 60.8% 27.62% 45.16% 25.13% 

FP Rate 30% 28.3% 29.9% 26.5% 88.55% 84.30% 85.81% 

Precision 68.1% 68% 67% 69% 68.58% 96.48% 80.68% 

Recall 66.4% 61.9% 62.6% 60.8% 57.48% 13.89% 32.70% 

ROC Area 0.742 0.732 0.732 0.731 0.68 0.68 0.58 

 

4. DISCUSSION AND CONCLUSION 
 

Staging of Liver fibrosis is an integral component in the appropriate management of CHC and the 

prediction of patient prognosis. Patients with advanced fibrosis (F3-F4) will eventually progress 

to cirrhosis carrying the risk of liver decompensation, primary liver cancer of hepatocellular 

carcinoma and death [18]. The needed evaluation and follow up of liver fibrosis stage have been 

traditionally performed by liver biopsy [19]. There have been many proposed non-invasive 

biomarkers, an ideal serological test for assessing liver fibrosis stages is still awaited [18]. 

 

Liver biopsy is still the gold standard for assessing the staging of liver fibrosis. The collected 

demographic, biochemical, and histological data sets for a large cohort of 69106 chronic hepatitis 

patients with available liver biopsy results give us the chance to revise and validate the accuracy 

of FIB-4 and APRI [4, 20]. In our study, FIB-4 and APRI diagnosed advanced fibrosis (F3-

F4with a good negative predictive value and high specificity which is comparable to the original 

study, but low positive predictive value and with poor sensitivity. Patients with advanced fibrosis 

were not diagnosed and there was a great discordance between FIB-4 and APRI compared to liver 

biopsy results. 

 

This high discordance in our study between biopsy, FIB-4 and APRI with overall AUC 0.69 and 

0.58 provided the motivation to use data mining techniques to find a noninvasive predictive 

algorithm. Machine learning techniques such as Decision Trees (classification trees) have been 

used for prediction, classification, and as diagnostic tools. The decision tree method is a potent 

statistical technique for allocation, prediction, and, interpretation that has a lot of applications in 

the field of medical research. The relationship between data is represented in an easy to follow 

top down tree architecture. The root node of the decision tree is the most influential piece of data 

that affects the response variable in the model [21, 22]. It is simple, easy to interpret and can 

efficiently deal with large, complicated data without a complicated parametric structure [23]. An 

alternative approach to create a decision tree is to grow a large tree, and then prune it by 
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removing nodes that provide less additional information. Pruning is usually performed for 

enhancing tree comprehensibility while maintaining (or even improving) its accuracy [24]. 

Reduced error pruning (REP) is a conceptually simple strategy that should be performed in a 

bottom-up fashion [14, 17]. 

 

Conclusion: This is the largest multi-centered registry study including the largest sample size of 

CHC patients (69106 patients). This large sample size could explain the discrepancy between 

these study findings and the reports from the original studies or other studies that included 

smaller sample size (hundreds). This large sample size showed a great discordance between FIB-

4, APRI and Metavir score. Decision tree (REP tree) could provide a reliable method for non-

invasive diagnosis of fibrosis stages using routine laboratory parameters 
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ABSTRACT 
 

Three major factors that can affect Voice over Internet Protocol (VoIP) phone services’ quality, 

these include packet delay, packet loss, and jitter. The focus of this study is specific to the VoIP 

phone services offered to customers by cable companies that utilize broadband hybrid fiber 

coaxial (HFC) networks. HFC networks typically carry three types of traffic that include voice, 

data, and video. Unlike data and video, some delays or packet loss can result in a noticeable 

degraded impact on a VoIP’s phone conversation. We will examine various differentiated 

services code point (DSCP) marking, then analyze and assess their impact on VoIP’s quality of 

service (QoS). This study mimics the production environment. It examines the relationship 

between specific DSCP marking’s configuration. This research avoids automated test calls and 

rather focuses on human made call testing. This study relies on users’ experience and the 

captured data to support this research’s findings. 
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1. INTRODUCTION 
 

Voice over Internet Protocol (VoIP) is a newly adopted technology; its deployment continues to 

accelerate [1, 2]. The acronym VoIP refers to voice communication on the Internet using the 

Internet protocol (IP). Voice signals change into voice packets and get transmitted through the 

same network that providers use for data communications [3]. For voice traffic to travel in a 

Hybrid Fiber Coaxial (HFC) broadband network, the analog voice signal gets converted into 

digital signals. Additional hardware such as routers, switches, and servers are needed to transport 

voice traffic to its destination. IP broadband networks allow cable providers to combine voice 

traffic, data traffic, and video traffic to travel over a single communication link. Packet loss, jitter, 

and latency continue to be the major elements that impact the quality of VoIP [1, 4]. Packet 

prioritization can play an important role in VoIP’s quality; where it differentiates between VoIP 

traffic and other traffic types that share the same networks links. The Differentiated Services 

Code Point (DSCP) marking is based on assigning different values for a various traffic types 

including VoIP [5]. Packet loss between 1% and 5%, and having less than 300 milliseconds (ms) 

of end-to-end delay are key elements of VoIP calls [6].   
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As a result, finding methods that can address VoIP’s quality is the primary focus of many 

scholars and researchers in the telecommunications field. DSCP marking may allow HFC 

broadband network carriers to prioritize their traffic. If the carriers have the ability to mark the 

different types of traffic across the various devices in their networks, VoIP’s quality might 

improve. DSCP marking can be of a great benefit to VoIP. This research focuses primarily on 

providing and recommending the best DSCP marking that can be used in HFC network to ensure 

a better VoIP’s voice quality. 

 

2. PURPOSE, PROBLEM STATEMENT AND HYPOTHESIS 
 

This study focuses on our research purpose, the problem statement and our hypothesis. 

 

2.1 Research Purpose Statement 
 

This research primarily focuses on studying the quality of VoIP service delivery in an HFC 

broadband network when mixed with data and video traffic. The primary purpose of this research 

is to improve VoIP’s QoS. VoIP, video, and data share the same transport links in broadband 

HFC networks. VoIP traffic cannot tolerate packet loss or delay. Call instances where VoIP 

phone calls encounter considerable packet delays, both callers begin to talk over each other [6, 7]. 

 

2.2 Problem Statement 
 

HFC networks carry multiple types of traffic that include voice, data, and video. Some of the 

elements that affect VoIP’s quality are packet loss, jitter, latency, and delay. Treating all three 

types of traffic equally in each element of the broadband HFC network, especially with over 

utilized capacity links, can degrade VoIP’s QoS. 

 

2.3 Hypothesis Statement 
 

Configuring VoIP traffic with a DSCP marking value of EF across all the equipment in a 

broadband HFC network would improve VoIP's QoS. 

 

2.4 Research Question 
 

This research focuses on addressing one primary research question: considering the routers’ links 

carry Internet, video, and VoIP traffic where traffic links are under-utilized, which of the DSCP 

marking has the best impact on VoIP’s QoS? 

 

3. RELATED WORKS  
 

The need for prioritizing voice traffic on IP networks became imminent. The implication of 

recent research studies on VoIP and QoS increased to improve VoIP services and make them 

affordable, cheaper, and a reliable for users’ daily needs [8, 9, 10]. The quality of VoIP traffic can 

be dependent on five factors: mean opinion score (MOS), jitter, latency, network load, and 

network throughput [11]. There is an imminent the need for QoS in VoIP calls while at the same 

time have the ability to support as many calls as possible [12]. 
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VoIP’s degraded call quality, when compared with circuit-switched phone calls, became an issue 

that was not easy to tolerate or ignore. Since then, many research studies started to focus on 

improving the quality of VoIP’s services. Due to VoIP’s nature where it travels across various 

networks and equipment, many academics & practitioners continue to study the various aspects of 

VoIP to improve its service. VoIP’s poor QoS through wireless fidelity (WiFi), universal mobile 

telecommunications system (UMTS) & WiFi UMTS networks led researchers to examine the 

MOS and the packets’ end-to-end delay to improve VoIP’s quality [13]. Researchers continue to 

focus on coming up with new solutions that improve VoIP’s quality. 

 

Some studies turned towards utilizing Machine Learning Quality of Experience (MLQoE) to 

improve VoIP traffic's quality of Experience. MLQoE selects the Machine Learning (ML) 

algorithm that shows the best performance and its elements in an automated process, considering 

the use of the dataset as input [14]. There is a recommendation to prioritize Voice traffic to 

handle packet losses in VoIP services. This can be achieved through providing a mechanism to 

drop first the least important content, in order to keep the best VoIP’s quality signal for user 

perception using an Arduino platform [15]. Researchers investigated the performances of routing 

protocols Optimized Link State Routing (OLSR) and Training and Doctrine Command 

(TRADOC) Operations Research Agency (TORA) in a Mobile Ad hoc Networks (MANETs). 

The wireless mobile nodes group form a temporary network; this avoids the utilization of any 

centralized access-point management of the mobile networks. The research used the network 

simulator Optimized Network Engineering Tool (OPNET) 14.5 to analyse and evaluate some 

QoS metrics like end-to-end delay, Jitter, throughput and MOS. The OPNET simulation results 

showed that the OLSR protocol is a good candidate for VoIP application [16]. 

 

To ensure that mobile networks deliver improved VoIP QoS, each network element should follow 

the same single protocol. The investigation focused on WiFi and Cellular networks. Network 

Neutrality may become an obstacle for achieving the intended results of improving VoIP’s 

conversations [17]. To address QoS in wireless networks regardless of whether they are 

heterogeneous or homogenous, the recommendation was to use a software defined network 

(SDN) architecture. The use of Smart Adaptive QoS for Heterogeneous and Homogeneous 

Networks (SAQ-2HN) architecture resulted in higher delay without the use of QoS and better 

results with the use of SAQ-2HN [18]. 

 

VoIP’s QoS transition from an IP Version 6 (IPv6) network to an IP Version 4 (IPv4) network 

maintained its quality through the IP network tunnelling process. No substantial delay was 

noticed where it could have impacted the quality of VoIP phone calls [19]. 

 

4. RESEARCH DESIGN  
 

This research uses an experimental testing design approach where its quantitative study 

investigates the impact of changing DSCP marking on VoIP phone calls. The experiments in this 

study rely on making manual VoIP phone calls. In each of the manual testing scenarios; one tester 

makes a call while the other tester answers. Primary elements of the test environment include a 

router and an MGC. The links between the router and the HFC broadband network carry all three 

types of traffic that include data, video, and VoIP. VoIP traffic marking changes take place at the 

MGC level. The routers pass VoIP traffic and perform prioritization dependent on the MGCF’s 

DSCP marking. Iris tool captures the end-to-end call signalling. Iris traces will show the MOS, 

DSCP marking, and any packet loss or packet drops. 
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4.1 Phone Calls’ Testing: VoIP to signaling system 7 (SS7) and SS7 to VoIP 
 

The first testing scenario focuses on making calls from a VoIP network and terminate on SS7 

network. The second testing scenario focuses on making calls from SS7 network and terminate in 

a VoIP network. Each of the testing scenarios is composed of five independent DSCP marking 

configuration changes that include class selector 0 (CS0), CS1, CS3, CS4, and expedited 

forwarding (EF). The process of making 10 calls takes place after each of the DSCP configuration 

changes.  

 

4.2 Answering the Research Question 

 

The experiments’ data for each of the test calls are collected and populated in identical tables. 

The data gets analysed and used to answer the research question including the research 

hypotheses. The analysis is based on the telecom industry and ITU’s standards. The dependent 

variables of this research include the average MOS captured by the Iris tool, calling party’s 

estimated MOS, called party estimated MOS, average jitter, average interpacket arrival time, 

latency, and packets lost. This research compares the experiment dependent variables’ values 

with the VoIP industry’s standards. MOS values between 4 and 5 refer to clear phone 

conversation, and anything below 4 as poor quality [20]. The acceptable jitter’s value is less than 

50 ms [21]. VoIP interpacket arrival time should be between 20 or 30 ms [22]. 1.5% or less are 

the acceptable data loss value [21]. The maximum tolerable latency value falls between 80 ms 

and 120 ms [23]. 

 

5. EXPERIMENTS RESULTS AND ANALYSIS 
 

Each experiment will be composed of five tests and each of the tests is based on 10 phone calls. 

Each of the tests will focus on one DSCP configurations that include CS0, CS1, CS3, CS4, and 

EF.  

 

5.1 VoIP to SS7 Experiments 
 

This section focuses on VoIP to SS7 test scenrios and their related data.  

 

5.1.1  VoIP to SS7 test calls with a DSCP marking value of CS0 

 

10 random calls are made; testing results are captured in Table 1. The lowest MOS value of the 

10 calls is 4.380 and the highest value is 4.400. The lowest average interpacket arrival time is 

20.030 ms, while the highest value is 20.400 ms. The lowest jitter’s value is 0.01 ms while the 

highest value is 5.30 ms. The highest packet loss is 0.27%, and the highest latency value is 54 ms. 

Examining the values of each of the dependent variables indicates that each of the values were 

within specifications which lead to good and clear phone conversations between both parties. 
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Table 1. VoIP to SS7 test calls with a DSCP marking value of CS0 

 

Call 

No. 

MOS 

Avg 

CQ 

MOS 

Calling 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss 

(%) 

Lat-

ency 

1 4.380 4.400 4.400 20.030 1.00 3344 6 0.18 0 

2 4.400 4.400 4.400 20.000 0.02 3438 0 0.00 35 

3 4.390 4.400 4.400 20.000 0.05 12694 0 0.00 54 

4 4.400 4.400 4.400 20.080 5.30 3534 0 0.00 32 

5 4.390 4.400 4.400 20.000 0.02 13799 0 0.00 48 

6 4.400 4.400 4.400 20.050 3.84 1987 0 0.00 33 

7 4.400 4.400 4.400 20.400 2.97 2947 8 0.27 0 

8 4.400 4.400 4.400 20.000 0.01 1582 0 0.00 32 

9 4.400 4.400 4.400 20.000 0.02 23726 4 0.02 0 

10 4.400 4.400 4.400 20.000 0.02 40522 6 0.01 0 

 

5.1.2  VoIP to SS7 test calls with a DSCP marking value of CS1 
 

10 random calls are made; testing results are captured in Table 2. All 10 calls have the same MOS 

value of 4.400. The lowest average interpacket arrival time is 20.000 ms while the highest is 

20.070 ms. The lowest jitter’s value is 0.02 ms while the highest is 7.83 ms. Packet loss is 0%, 

and the highest latency value is 20 ms. Examining the values of each of the dependent variables 

indicate that each of the values were within specifications that lead to good and clear phone 

conversations between both parties. 

 
Table 2. VoIP to SS7 test calls with a DSCP marking value of CS1 

 

Call 

No. 

MOS 

Avg 

CQ 

MOS 

Calling 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss 

(%) 

Lat-

ency 

1 4.40 4.400 4.400 20.000 0.02 1820 0 0.00 14 

2 4.40 4.400 4.400 20.010 7.09 2195 0 0.00 9 

3 4.40 4.400 4.400 20.000 4.04 4799 0 0.00 20 

4 4.40 4.400 4.400 20.000 7.83 4438 0 0.00 8 

5 4.40 4.400 4.400 20.010 7.49 1445 0 0.00 19 

6 4.40 4.400 4.400 20.000 0.02 2944 0 0.00 8 

7 4.40 4.400 4.400 20.000 0.02 1747 0 0.00 12 

8 4.40 4.400 4.400 20.020 4.03 1755 0 0.00 12 

9 4.40 4.400 4.400 20.070 7.13 1999 0 0.00 12 

10 4.40 4.400 4.400 20.000 0.02 1350 0 0.00 11 
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5.1.3  VoIP to SS7 test calls with a DSCP marking value of CS3 
 

10 random calls are made; testing results are captured in Table 3. All 10 calls have the same MOS 

value of 4.400. The lowest average interpacket arrival time is 20.000 ms while the highest is 

20.070 ms. The lowest jitter’s value is 0.02 ms while the highest is 7.83 ms. Packet loss is 0%, 

and the highest latency value is 20 ms. Examining the values of each of the dependent variables 

indicate that each of the values were within specifications that lead to good and clear phone 

conversations between both parties. 
 

Table 3. VoIP to SS7 test calls with a DSCP marking value of CS3 
 

Call 

No. 

MO

S 

Avg 

CQ 

MOS 

Calling 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss 

(%) 

Lat-

ency 

1 4.40 4.400 4.400 20.010 2.72 2889 0 0.00 8 

2 4.40 4.400 4.400 20.000 0.04 2897 0 0.00 0 

3 4.40 4.400 4.400 20.000 1.53 797 0 0.00 0 

4 4.40 4.400 4.400 20.000 0.11 3588 0 0.00 0 

5 4.40 4.400 4.400 20.000 4.01 24077 0 0.00 0 

6 4.40 4.400 4.400 20.000 0.03 10704 0 0.00 0 

7 4.40 4.400 4.400 20.000 0.91 1681 0 0.00 0 

8 4.40 4.400 4.400 20.000 0.19 6499 0 0.00 0 

9 4.40 4.400 4.400 20.000 1.54 457 0 0.00 0 

10 4.40 4.400 4.400 20.000 0.01 12619 0 0.00 0 

 

5.1.4  VoIP to SS7 test calls with a DSCP marking value of CS4 

 

10 random calls are made; testing results are captured in Table 4. All 10 calls have the same MOS 

value of 4.400. The lowest average interpacket arrival time is 20.000 ms while the highest is 

20.010 ms. The lowest jitter’s value is 0.01 ms while the highest is 0.02 ms. Packet loss is 0%, 

and there is no indication of any latency. Examining the values of each of the dependent variables 

indicate that each of the values were within specifications that lead to good and clear phone calls 

between both parties. 
 

Table 4. VoIP to SS7 test calls with a DSCP marking value of CS4 
 

Call 

No. 

MOS 

Avg 

CQ 

MOS 

Calling 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss 

(%) 

Lat-

ency 

1 4.40 4.400 4.400 20.000 0.02 11929 0 0.00 0 

2 4.40 4.400 4.400 20.000 0.01 1023 0 0.00 0 

3 4.40 4.400 4.400 20.000 0.02 9106 0 0.00 0 

4 4.40 4.400 4.400 20.000 0.01 8171 0 0.00 0 

5 4.40 4.400 4.400 20.010 0.02 11843 0 0.00 0 

6 4.40 4.400 4.400 20.000 0.01 5507 0 0.00 0 

7 4.40 4.400 4.400 20.000 0.02 90026 0 0.00 0 

8 4.40 4.400 4.400 20.000 0.01 5484 0 0.00 0 

9 4.40 4.400 4.400 20.000 0.02 2904 0 0.00 0 

10 4.40 4.400 4.400 20.000 0.02 5502 0 0.00 0 
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5.1.5  VoIP to SS7 test calls with a DSCP marking value of EF 
 

10 random calls are made; testing results are captured in Table 5. All 10 calls have the same MOS 

value of 4.400. The average interpacket arrival time for each of the 10 calls is 20.000 ms. The 

lowest jitter’s value is 0.00 ms while the highest jitter’s value is 0.01 ms. Packet loss is 0%, and 

there is no indication of any latency. Examining the values of each of the dependent variables 

indicate that each of the values were within specifications that lead to good and clear phone calls 

between both parties. 
 

Table 5. VoIP to SS7 test calls with a DSCP marking value of EF 
 

Call 

No. 

MOS 

Avg 

CQ 

MOS 

Callin

g 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss (%) 

Lat-

ency 

1 4.400 4.400 4.400 20.000 0.01 1286 0 0.00 0 

2 4.400 4.400 4.400 20.000 0.00 730 0 0.00 0 

3 4.400 4.400 4.400 20.000 0.01 4618 0 0.00 0 

4 4.400 4.400 4.400 20.000 0.02 8118 0 0.00 0 

5 4.400 4.400 4.400 20.000 0.02 13543 0 0.00 0 

6 4.400 4.400 4.400 20.000 0.02 1313 0 0.00 0 

7 4.400 4.400 4.400 20.000 0.02 24123 0 0.00 0 

8 4.400 4.400 4.400 20.000 0.02 1969 0 0.00 0 

9 4.400 4.400 4.400 20.000 0.01 6799 0 0.00 0 

10 4.400 4.400 4.400 20.000 0.02 3561 0 0.00 0 

 

5.2 SS7 to VoIP Experiments 
 

This section focuses on SS7 to VoIP test scenrios and their related data.  

 

5.2.1  SS7 to VoIP test calls with a DSCP marking value of CS0 

 

10 random calls are made; testing results are captured in Table 6. The lowest MOS value of the 

10 calls shows a value of 4.360 and the highest value is 4.400. The lowest average interpacket 

arrival time is 20.000 ms while the highest is 20.400 ms. The lowest jitter’s value is 0.01 ms 

while the highest is 5.47 ms. The highest packet loss is 0.49%, and the highest latency value is 54 

ms. Examining the values of each of the dependent variables indicate that each of the values were 

within specifications that lead to good and clear phone conversations between both parties. 
 

 

 

 

 

 

 

 

 



334  Computer Science & Information Technology (CS & IT) 

Table 6. SS7 to VoIP test calls with a DSCP marking value of CS0 

 

Call 

No. 

MO

S 

Avg 

CQ 

MOS 

Calling 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss 

(%) 

Lat-

ency 

1 4.39 4.400 4.400 20.000 0.03 12698 0 0.00 54 

2 4.40 4.400 4.400 20.000 0.02 4791 0 0.00 20 

3 4.38 4.400 4.400 20.400 0.26 1760 4 0.23 0 

4 4.40 4.400 4.400 20.040 3.68 3442 0 0.00 35 

5 4.36 4.400 4.400 20.100 0.01 1235 6 0.49 8 

6 4.40 4.400 4.400 20.010 5.47 1591 0 0.00 32 

7 4.39 4.400 4.400 20.000 0.06 13800 0 0.00 48 

8 4.40 4.400 4.400 20.000 0.02 3540 0 0.00 32 

9 4.40 4.400 4.400 20.000 0.02 3211 0 0.00 0 

10 4.40 4.400 4.400 20.000 0.20 26927 4 0.01 0 

 

5.2.2  SS7 to VoIP test calls with a DSCP marking value of CS1 

 

10 random calls are made; testing results are captured in Table 7. All 10 calls had the same MOS 

value of 4.400. The lowest average interpacket arrival time is 20.000 ms while the highest is 

20.120 ms. The lowest jitter’s value is 0.01 ms while the highest is 6.69 ms. Packet loss is 0%, 

and the highest latency value is 19 ms. Examining the values of each of the dependent variables 

indicate that each of the values were within specifications that lead to good and clear phone 

conversations between both parties. 

 
Table 7. SS7 to VoIP Test Calls with a DSCP Marking Value of CS1 

 

Call 

No. 

MO

S 

Avg 

CQ 

MOS 

Calling 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss 

(%) 

Lat-

ency 

1 4.40 4.400 4.400 20.000 0.02 1351 0 0.00 12 

2 4.40 4.400 4.400 20.010 6.69 2582 0 0.00 8 

3 4.40 4.400 4.400 20.020 2.71 1830 0 0.00 14 

4 4.40 4.400 4.400 20.000 0.01 2884 0 0.00 8 

5 4.40 4.400 4.400 20.000 0.02 1436 0 0.00 19 

6 4.40 4.400 4.400 20.120 4.96 1232 0 0.00 8 

7 4.40 4.400 4.400 20.000 0.02 1998 0 0.00 12 

8 4.40 4.400 4.400 20.080 5.39 1352 0 0.00 11 

9 4.40 4.400 4.400 20.010 3.14 1354 0 0.00 12 

10 4.40 4.400 4.400 20.000 0.02 2188 0 0.00 9 

 

5.2.3  SS7 to VoIP test calls with a DSCP marking value of CS3 

 

10 random calls are made; testing results are captured in Table 8. All 10 calls have the same MOS 

value of 4.400. The lowest average interpacket arrival time is 19.990 ms while the highest is 

20.000 ms. The lowest jitter’s value is 0.01 ms while the highest is 1.10 ms. Packet loss is 0%, 
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and the highest latency value is 8 ms. Examining the values of each of the dependent variables 

indicate that each of the values were within specifications that lead to good and clear phone calls 

between both parties. 

 
Table 8. SS7 to VoIP Test Calls with a DSCP Marking Value of CS3 

 

Call 

No. 

MOS 

Avg 

CQ 

MOS 

Calling 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss 

(%) 

Lat-

ency 

1 4.40 4.400 4.400 20.000 0.01 2576 0 0.00 8 

2 4.40 4.400 4.400 20.000 0.07 1104 0 0.00 0 

3 4.40 4.400 4.400 20.000 0.24 8526 0 0.00 0 

4 4.40 4.400 4.400 20.000 0.04 6304 0 0.00 0 

5 4.40 4.400 4.400 19.990 0.04 26959 0 0.00 0 

6 4.40 4.400 4.400 20.000 0.06 1035 0 0.00 0 

7 4.40 4.400 4.400 20.000 0.18 3584 0 0.00 0 

8 4.40 4.400 4.400 20.000 0.11 23136 0 0.00 0 

9 4.40 4.400 4.400 20.000 0.18 45362 0 0.00 0 

10 4.40 4.400 4.400 20.000 1.10 52977 0 0.00 0 

 

5.2.4  SS7 to VoIP test calls with a DSCP marking value of CS4 

 

10 random calls are made; testing results are captured in Table 9. All 10 calls have the same MOS 

value of 4.400. The average interpacket arrival time for each of the test calls is 20.000 ms. The 

lowest jitter’s value is 0.01 ms while the highest is 0.03 ms. Packet loss is 0%, and there is no 

indication of any latency. Examining the values of each of the dependent variables indicate that 

each of the values were within specifications that lead to good and clear phone calls between both 

parties. 

 
Table 9. SS7 to VoIP test calls with a DSCP marking value of CS4 

 

Call 

No. 

MOS 

Avg 

CQ 

MOS 

Calling 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss 

(%) 

Lat-

ency 

1 4.40 4.400 4.400 20.000 0.02 17400 0 0.00 0 

2 4.40 4.400 4.400 20.000 0.01 3346 0 0.00 0 

3 4.40 4.400 4.400 20.000 0.02 23142 0 0.00 0 

4 4.40 4.400 4.400 20.000 0.01 6308 0 0.00 0 

5 4.40 4.400 4.400 20.000 0.04 1659 0 0.00 0 

6 4.40 4.400 4.400 20.000 0.02 26464 0 0.00 0 

7 4.40 4.400 4.400 20.000 0.02 955 0 0.00 0 

8 4.40 4.400 4.400 20.000 0.02 1697 0 0.00 0 

9 4.40 4.400 4.400 20.000 0.02 45362 0 0.00 0 

10 4.40 4.400 4.400 20.000 0.03 1763 0 0.00 0 
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5.2.5  SS7 to VoIP test calls with a DSCP marking value of EF 
 

10 random calls are made; testing results are captured in Table 10. All 10 calls have the same 

MOS value of 4.400. The average interpacket arrival time for each of the test calls is 20.000 ms. 

The lowest jitter’s value is 0.01 ms while the highest jitter’s value is 0.02 ms. Packet loss is 0%, 

and there is no indication of any latency. Examining the values of each of the dependent variables 

indicate that each of the values were within specifications that lead to good and clear phone calls 

between both parties. 

 
Table 10. SS7 to VoIP Test Calls with a DSCP Marking Value of EF 

 

Call 

No. 

MOS 

Avg 

CQ 

MOS 

Calling 

Party 

MOS 

Called 

Party 

Avg 

Inter-

packet 

Time 

(ms) 

Avg 

Jitter 

(ms) 

Total 

Packets 

Packets 

Lost 

Packets 

Loss 

(%) 

Lat-

ency 

1 4.40 4.400 4.400 20.000 0.02 3551 0 0.00 0 

2 4.40 4.400 4.400 20.000 0.02 90024 0 0.00 0 

3 4.40 4.400 4.400 20.000 0.02 1291 0 0.00 0 

4 4.40 4.400 4.400 20.000 0.02 8526 0 0.00 0 

5 4.40 4.400 4.400 20.000 0.01 1754 0 0.00 0 

6 4.40 4.400 4.400 20.000 0.01 1041 0 0.00 0 

7 4.40 4.400 4.400 20.000 0.02 10694 0 0.00 0 

8 4.40 4.400 4.400 20.000 0.02 3364 0 0.00 0 

9 4.40 4.400 4.400 20.000 0.02 17395 0 0.00 0 

10 4.40 4.400 4.400 20.000 0.02 8107 0 0.00 0 

 

5.3 Calls’ Data Analysis 

 
We rely on our analysis of the data to answer the research question and the research hypotheses. 

Research Question: Which of the DSCP marking have the best impact on VoIP QoS? Our testing 

data show that the tests associated with a DSCP marking of EF have the best results and the best 

positive impact on VoIP QoS. EF test cases are the only tests that have the best results. Each call 

has a MOS score of 4.400. Each of the test calls of both tests show a 0 packet loss and a 0 

latency. Each of the test calls of both tests show 20.000 ms average interpacket arrival time. Our 

research’s hypotheses statement states that cconfiguring VoIP traffic with a DSCP marking value 

of EF across all the equipment in a broadband HFC network improves VoIP's QoS. VoIP traffic 

that have a DSCP marking of EF kept its level of good quality and the mixture of video and 

Internet traffic have no negative impact on VoIP phone calls. When comparing the test data 

associated with a DSCP marking of EF with the other eight different test cases, the data show a 

clear difference where VoIP traffic with a DSCP marking of EF improved. None of the test calls 

associated with the DSCP marking of EF have any packet loss or latency. EF DSCP marking test 

calls have the same MOS value of 4.40. The interpacket arrival time associated with each of the 

EF DSCP marking test calls is 20.00. 
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6. CONCLUSIONS AND FUTURE WORKS 
 

This study found that the higher VoIP traffic’s DSCP marking value assignment, the less the 

chances of higher latency or packet loss in the VoIP traffic. Also, the study found that lower 

DSCP marking values have a negative impact on VoIP quality where the probability of running 

into higher latency or packet loss increases. This study also highlighted that VoIP traffic’s DSCP 

marking is beneficial and have value even when the links between the MGC and the routers are 

underutilized. This research concludes that it is important to use DSCP marking in IP networks 

where various traffic share the same links. The assignment of EF DSCP marking to VoIP 

prioritizes VoIP over other types of traffic which eliminates packet loss, packet delay and 

improves VoIP’s quality. 

 

Future research should consider studying an additional three of the DSCP marking that include 

CS2, CS5, and CS6. This experiment tested five of the DSCP marking while the links between 

the MGC and the adjacent routers were not at full capacity. Future research studies should 

consider making the same tests but while the links between the MGC and the routers are at full 

capacity. Other recommendations include making the same tests that were executed in this 

experiment while changing the DSCP marking either in the adjacent routers or in the media 

gateway (MGW). This research did not test any VoIP-based calls to VoIP-based calls within the 

same network or between two different VoIP networks. Those are some of the options and ideas 

that researchers can consider and take into considerations to perform future research studies that 

are based on this research. Such studies can further strengthen this research and its results. 
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ABSTRACT 

 

Cloud-based Business is a Business running and relying on Cloud computing IT paradigm. 

Cloud computing is an emerging technology paradigm that transfers current technological and 

computing concepts into utility-like solutions similar to electricity and communication systems. 

It provides the full scalability, reliability, computing resources configurability and outsourcing, 

resource sharing, external data warehousing, and high performance and relatively low cost 

feasible solutions and services as compared to dedicated infrastructures. Cloud-based 

Businesses store, access, use, and manage their data and software applications over the internet 

on a set of servers in the cloud without the need to have them stored/installed locally on their 

local devices. The cloud technology is used daily by many businesses/people around the world 

from using web based email services to executing heavy complex business transactions. Like any 

other emerging technology, Cloud computing comes with a baggage of some pros and cons. It is 

very useful in business development as it brings amazing results in a timely manner; however, it 

comes with increasing security and privacy concerns and issues. In this paper we will 

investigate, analyse, classify, and discuss the new security concerns and issues introduced by 

cloud computing. In addition, we present some security requirements that address and may 

alleviate these concerns and issues. 

 

KEYWORDS 

 

Cloud-based Business security issues and concerns; Cloud computing security issues and 

concerns. Cloud computing security requirements.  

 

1. INTRODUCTION 
 

Nowadays every company relies on digital data and services to operate their business. As the 

amount of data and software applications increase some businesses cannot afford to have them 

stored and installed on their local premises for various reasons starting from storing huge data and 

information to using expensive software applications and computing platforms. Businesses started 

using Cloud computing to take advantage of their many benefits like scalability, reliability, 

resource sharing, external data warehousing, and high performance and relatively low cost 

feasible solutions and services as compared to dedicated infrastructures. Cloud computing 

platform is a net of computing resources, including networks, servers, and applications. It is 

flourishing across enterprises today, serving as the IT infrastructure driving new digital 

businesses. It is persuasive for most businesses and an estimated 70% of all enterprises use the 

cloud for at least one application and its related data [1]. According to Public Cloud Market 

Research Report, the worldwide market for public cloud will accelerate at a compound annual 

growth rate of 22.78% during the projection period (2017-2023) [2]. In addition, the number of 

cloud service providers is growing at a rapid speed due to the increase in the rate of the 

businesses adopting this new platform to use their many technical and operation management 

benefits that it offers. As more and more businesses move towards digitization, they will adopt 



342                                           Computer Science & Information Technology (CS & IT) 

 

one form or the other of the Cloud computing technology. According to a report published by 

Statista [3] on the current and planned usage of public cloud platform services running 

applications worldwide in 2018, 80% of enterprises are both running apps on or experimenting 

with Amazon Web Services. 67% of enterprises are running apps on (45%) and experimenting on 

(22%) the Microsoft Azure platform. 18% of enterprises are using Google’s Cloud Platform for 

applications today, with 23% evaluating the platform for future use. [Figure 1]  

 

 
 

Figure 1: Current and planned usage of public cloud platform services running applications worldwide in 

2018. 

 

On the other hand, as security and privacy risks continue to increase globally, businesses cannot 

risk storing their critical data on remotely located servers that they do not have full control over it 

and could be subject to security attacks by malicious hackers [1]. Cases such as the Equifax data 

breach in the fall of 2017, from which the safety and privacy of more than 143 million 

individuals’ data are compromised, have a major hit on the confidence of businesses and their 

customers in the new platform. Businesses can rarely afford such an enormous hit that badly 

affect their reputation, and hence, they should study carefully their choices and employ the best 

cloud security practices [4].  

 

In addition to the general security issues like confidentiality, integrity, availability, legitimacy, 

and accountability that needs to be individually taken care of, new security issues and concerns 

are surfaced and need to be addressed properly before fully indulge in cloud computing 

platform/paradigm/services. Enterprises have to study and evaluate these issues to ensure the 

manageability and security system of the cloud provider before adopting Cloud computing 

technology for their businesses.  

 

This paper provides a good presentation, discussion, and a strong overall coverage and 

classification of the new security issues and concerns of businesses arising from using the Cloud 

computing technology paradigm, and it gives a good summary of the available requirements and 

techniques used in handling the different types of security and concerns. The rest of the paper is 

organized as follows: In section II, we introduce the cloud computing architecture and the 

different consumption models. In section III, we present and classify the different business 

security issues and concerns related to cloud computing. In section IV, we discuss some of the 

main security requirements and measures that must be addressed or taken care of in order to 
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alleviate the different security issues and concerns. Finally, in section V, we present a conclusion 

of the paper. 

 

2. CLOUD COMPUTING ARCHITECTURE 
 

The general architecture of cloud computing is shown in Fig. 1 where users can access the cloud 

computing services using their digital devices through network providers and the internet. Cloud 

computing users use cloud services on the fly through the Internet and can choose between three 

different types of services, as explained in what follows, Platform as a Service (PaaS), 

Infrastructure as a Service (IaaS), or Software as a Service (SaaS).  

 

 
 

Figure 1: General Architecture of Cloud Computing 

 

Users interact with cloud services provider using native mobile applications or embedded browser 

applications. Embedded browser applications are developed using standard web development 

languages (e.g.  HTML and JavaScript). Native applications are   developed using mobile 

platform supported programming languages and a set of APIs provided by the cloud services 

provider. 

 

2.1. Cloud Computing Service Models 
 

Based on the National Institute of Standards and Technology’s (NIST) definition of the different 

cloud models [8], cloud computing services are generally classified into three delivery models, as 

shown in Figure 2 and Table 1: The Software as a Service (SaaS), the Platform as a Service 

(PaaS), and the Infrastructure as a Service (IaaS). 

 

2.1.1. Software as a Service (SaaS)  
 

SaaS offers comprehensive applications on demand. It consists of software running on the 

provider’s cloud infrastructure, supplied to one or several clients on demand via a thin client over 

the Internet. It allows a software company to publish their software and let their users access the 

software via a web browser. Suite servers like Microsoft Office 365 or applications like 

Salesforce provide users with instant access to documents and files without the hassle of 

installing, managing, and storing applications and data on their personal devices. 
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Users and organizations utilize SaaS applications for additional computer space, added cloud 

security, ease of updating software, and the ability to synchronize data across many devices. SaaS 

applications help users avoid software ownership and costly, time-consuming updates and usually 

work on a monthly or annual subscription-based model. The provider controls and maintains the 

physical computer hardware, operating systems and software applications. Because of this, SaaS 

relieves the end users from the labor of software maintenance, continuing operation, and support. 

Most widely used examples of SaaS include Gmail, Google Docs, Microsoft Office 365, and 

Salesforce.com [9]. 

 

 
 

Figure 2: Service delivery models of cloud computing. [5] 

 

2.1.2. Platform as a Service (PaaS) 
 

PaaS provides the end users the platform that includes the operating system, the software 

development, the programming languages, and the testing tools needed to develop their own 

applications.   It is the delivery of computing platform and solution stack as a service. Businesses 

can store their clients’ data in the platform provider’s cloud service, and they can use software, 

hardware, provided by Cloud computing services to develop, construct, test, and install their own 

suite of cloud-based apps/services on the Cloud without having to invest in expensive hardware, 

software licences/tools, operation maintenance, and connectivity. Some examples of PaaS 

providers include Microsoft Windows Azure, Google App Engine, and Amazon Web Services 

(AWS).   

 
Table 1: Cloud Computing Service Models and Providers 

 

Cloud Service 

Models 

Cloud Service Providers 

SaaS Google Apps, Microsoft 365, IBM, Salesforce.com, and Rackspace. 

PaaS Amazon AWS, Google Apps, Microsoft Azure, SalesForce, Intuit, 

WorkXpress, and Joyent 

IaaS Amazon Elastic Compute Cloud, Rackspace, IBM, Savvis, VMware, 

Terremark, Citrix, Joyent, and BluePoint. 
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2.1.3. Infrastructure as a Service (IaaS) 
 

IaaS offers end users direct access to processing, storage and other computing resources over the 

network. It is the delivery of computer infrastructure as a service which is sometimes referred to 

as utility computing. It provides virtual servers with unique IP addresses and chunks of storage on 

demand using pay-as-you-go method to allow users to pay a single monthly subscription fee 

based on how many gigabytes or megabytes of data they need to store. Businesses can install and 

run different software, and have control over operating systems, storage, and installed 

applications. IaaS is the most flexible cloud computing service that allow organizational users to 

customize their product combination and enable them to have the most control over their cloud 

infrastructure although the Cloud service provider owns the equipment and is responsible for 

housing, running and maintaining it. Some examples of IaaS include Amazon Elastic Compute 

Cloud (EC2), Joyent, Rackspace, and IBM Computing on Demand. 

 

2.2. Cloud Computing Consumption Models 
 

There are three basic cloud application deployment and consumption models or configurations: 

public, private, or hybrid clouds. Each offers complementary benefits, and has its own trade-offs 

[10, 11, 12]. It is very important for businesses to choose the appropriate cloud model based on 

their needs. This is very important and critical to the safety and security of the Business’ 

operations. Some companies having enormous data so they prefer private clouds while small 

organizations usually use public clouds. A few companies like to go for a balanced approach with 

hybrid clouds. Before choosing a cloud model, businesses should be fully aware of the terms of 

use, service level agreement, and the security and privacy measures implemented in the Cloud 

model. In what follows, we will give a brief description of each cloud model. 

 

2.2.1. Public Clouds 
 

Public clouds are owned and managed by providers, and applications from different customers 

are likely to be mixed together on the cloud’s servers, storage systems, and networks. However, 

this model has a variety of inherent security risks that need to be considered. A well architected 

private cloud properly managed by a provider provides many of the benefits of a public cloud, but 

with increased control over security. Public clouds are most often hosted away from customer 

premises, and they provide a way to reduce customer risk and cost by providing a flexible, even 

temporary extension to enterprise infrastructure. 

 

2.2.2. Private Clouds 
 

Private clouds are client dedicated and are built for the exclusive use of one client, providing the 

utmost control over data, security, and quality of service. The enterprise owns the infrastructure 

and has control over how applications are deployed on it. If the private cloud is properly 

implemented and operated, it has reduced potential security concerns. A managed private cloud 

may enable enterprise customers to more easily negotiate suitable contracts with the provider, 

instead of being forced to accept the generic contracts designed for the consumer mass market 

that are offered by some public cloud providers. Private clouds may be deployed in an enterprise 

datacenter, and they may be deployed at a co-location facility. 

 

2.2.3. Hybrid Clouds 

 

A Hybrid cloud involves a combination of both public and private cloud models. They can help to 

provide on-demand, externally provisioned scale. The ability to augment a private cloud with the 

resources of a public cloud can be used to maintain service levels in the face of rapid workload 
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fluctuations. Enterprise Computing and private cloud extend outward to consume public compute 

resource for peak need or deliver on Industry cloud. An example is using commodity resources 

from a public cloud such as web servers to display non-sensitive data, which interacts with 

sensitive data stored or processed in a private cloud. Focus primarily on proprietary data centers, 

but rely on public cloud resources to provide the computing and storage needed to protect against 

unexpected or infrequent increases in demand for computing resources. 

 

3. CLOUD COMPUTING SECURITY CONCERNS 
 

The Cloud computing platforms, like any other IT platforms, are vulnerable and subject to a 

variety of malicious attacks that may affect sensitive business data and applications. In addition, a 

cloud provider usually hosts numerous clients; each can be affected by actions taken against any 

one of them. When any threat came into the main server, it affects all the other clients also. 

Businesses should choose a cloud provider who can meet their security standards set by their 

company’s internal policies and government agencies. They must carefully read the service level 

agreement and understand the provider’s policies, terms, and security measures. 

Security experts in the field of Cloud computing have identified several critical security issues 

and concerns. These include the following: 

 

- Data breaches and loss. 

- Incomplete data control. 

- Inability to monitor data in motion. 

- Denial of Service. 

- Insecure Application Programming Interfaces. 

- Vulnerable systems and applications. 

- Host Access Management. 

- Lack of consistent security controls over multi-cloud and on-premises environments. 

 

In general, we can classify the Cloud computing security issues and concerns into four main 

classes as shown below in figure 3. In what follows, we will discuss each class in more details. 

 

 

 

 

 

 

 

 
 

Figure 3: Different Classes of Cloud Computing Security issues and concerns. 

 

3.1. Data Security 
 

Most Cloud computing security issues and concerns are directly or indirectly related to data 

security. Whether a lack of visibility to data, inability to control data, or theft of data in the cloud, 

most issues come back to the data customers put in the cloud. Individuals and enterprises take 

advantage of the benefits for storing large amount of data on a cloud.   However, by using Cloud 

computing businesses have concerns and fear of so many security issues related to data access 

control, integrity, protection, and data location [22]. Businesses count on cloud content 

management platforms from vendors such as Dropbox, Google, and Microsoft to access, store 

and share data and files within an enterprise repository. However, there are security concerns 

about this information falling into the wrong hands and be subject to phishing attacks and 
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malware. In what follows in this section, we will discuss the main security issues and concerns 

related to data in cloud computing. 

 

3.1.1. Data Access Control and Authentication 
 

Different authentication mechanisms have been presented and proposed using cloud computing to 

secure the data access suitable for cloud environments. Some uses the open standards and even 

supports the integration of various authentication methods. For example, the use of access or 

login IDs, passwords or PINS, authentication requests, etc. Sometimes confidential data can be 

illegally accessed due to lack of secured data access control. Sensitive data in a cloud computing 

environment emerge as major concern with regard to data security in cloud computing.  

 

3.1.2. Data Integrity 

 

Data integrity is essential in cloud computing. Every cloud  user  must  ensure  the  integrity  of  

their  data stored  on  the  cloud. Errors may occur when data is entered or transmitted from one 

computer to another. It could also occur because of some hardware malfunctions, such as disk 

crashes, software bugs or viruses. Every access a cloud user make must be authenticated and 

verified. Different approaches in preserving integrity for one’s information that is stored on the 

cloud is being proposed. For example, every access a user make must be authenticated assuring 

that it is his/her own information and thus verifying its integrity. 

 

3.1.3. Data Confidentiality and Protection 
 

Cloud computing allows users to store their own information on remote servers, which means 

content such as user data, financial data, business data, videos etc., can be stored with a single 

cloud provider or multiple cloud providers. When users store their data in such servers, data 

confidentiality is a necessity. Storing of data in remote servers also arises some privacy and 

confidentiality issues among individual, business, government agency, etc., each customer data in 

the public cloud environment are exposed to internet. Cloud computing services should require 

reliable processes for protecting data before, during, and after any operation. 

 

3.1.4. Data Theft 
 

Cloud computing uses external data server for cost effective and operation flexibility. Therefore, 

there is a risk of data being stolen from the external server. 

   

3.1.5. Data Loss 
 

Data loss is a very serious concern in cloud computing since they are stored on premises that they 

have no control over. Customers may lose data as a result of a major server crashes, a hacker’s 

attack on main and backup servers, or due to financial or legal problems with the service 

provider.  

 

3.1.6. Data Location 
 

Cloud computing customers do not always know the location of their data. The provider does not 

reveal where all the data are stored. In addition, cloud computing offers a high degree of data 

mobility, so data could be very far away from the location of the customer and could be on 

different servers in different countries [23]. In addition, location of data may have considerable 

effects on the privacy and confidentiality, on information protection, and on privacy obligations 

for those who process or store the data. 
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3.2. Host Security 
 

Host security concerns are those which affect the host infrastructure when it is connecting itself to 

the cloud computing. They are directly related to virtualization vulnerabilities and weak access 

control in public cloud environment. 

 

In the IaaS model, customers are primarily responsible for securing the host provisioned in cloud.  

They are accountable for security management of the guest VM. Cloud service provider 

recommends the customer to use SSH to manage the VM instances. The attacker may steals the 

SSH private keys that are used to access and manage virtual instances. This can be eliminated by 

storing the private keys on system in an encrypted form [13]. Other host security threats related to 

virtual machine security is attacking the vulnerable services like FTP and NetBIOS. It is 

recommended to run only the necessary services and turn off the unused services that are not 

required. Some more security threats like capture user accounts that are not properly protected 

with strong password, attack the systems that are not properly protected by host firewalls and 

deploy Trojans embedded in the VM software component or within the VM image itself. Cloud 

service provider must ensure that the strong operational security procedures are followed to 

secure the virtual machine from these threats. 

 

In PaaS and SaaS models, cloud service providers do not share their host platform and the host 

operating system with their customers, therefore, host security responsibility is transferred to the 

cloud service provider. As a result of that, PaaS and SaaS customers should get the appropriate 

level of guarantee from the cloud service provider about their host security [13]. 

 

3.3. Application Security 
 

In cloud computing platform, any application or software that is used does not reside on the 

machine of the actual user, and if this software/application has vulnerabilities then it can have a 

negative impact on the security of all the customers using the cloud. These vulnerabilities can 

lead to compromising security, and can affect the availability of cloud computing. Traditional 

security mechanisms such as network firewalls, network intrusion detection and prevention 

mechanisms do not adequately satisfy being used as a solution for application vulnerabilities [20, 

21]. The typical security issues arising with applications technology are: Session riding, hijacking 

and injecting vulnerabilities. Other web application specific vulnerabilities are browser's front-

end components in which, data sent from the user component to server component is 

manipulated. XML signature attacks, browser based attacks for cloud authentication are other 

examples of application vulnerabilities that can affect the cloud computing security. Application 

security is the main threat to SaaS platform. 

 

3.4. Network Security 
 

Network related security issues are considered to be the biggest security challenges in clouds 

since cloud computing is more prone to network related attacks compared to the traditional 

computing paradigms [14]. In addition, cloud computing are tightly coupled and highly depend 

on networking. The ratio of network attacks and fraud radically increases as people and 

organizations migrate their data into clouds. Security experts anticipate that clouds will be the 

focus of hackers in future due to the concentration of valuable data, application, and information 

within the clouds. Some of these security issues and concerns are the results of the following 

gaps: The possible lack of proper installations of network firewalls and the overlooked security 

configurations within clouds and on networks make it easier for hackers to access the cloud on 

behalf of legitimate users. Hackers can run malicious code to control hardware and software 
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resources. Internet access problems due to some kind of attacks make Cloud computing services 

unavailable. Therefore all the network reliability issues will have direct implication on the cloud 

computing. Other more specific security issues that are network-related and may affect directly 

the access control restrictions of cloud resources include the following: 

 

3.4.1. Denial of Service Attacks 
 

Most of the serious attacks in cloud computing come from denial of service (DoS), particularly 

HTTP, XML and Representational State Transfer (REST)-based DoS attacks. The cloud users 

initiate requests in XML, then send requests over HTTP protocol and usually build their system-

interface through REST protocols such as those used in Microsoft Azure and Amazon EC2. Due 

to weaknesses in the system interface, DoS attacks are easier to implement and very difficult for 

security experts to countermeasure [15]. XML-based distributed denial of service (DDoS) and 

HTTP-based DDoS attacks are more destructive than traditional DDoS because these protocols 

are widely used in cloud computing with no strong deterrence mechanisms available to avoid 

them. HTTP and XML are critical and important elements of cloud computing, so security over 

these protocols becomes critical to providing safe and secure cloud computing model. 

 

3.4.2. Issue with Reused IP Addresses 
 

With respect to cloud provider the IP address is the billable entity. It will be reassigned and 

reused by new user when the existing users no more using that IP address. From the customer 

perspective it can pose the security risk to their resource access by some other user due to the 

time delay between the change of an IP address in DNS and clearing that address in DNS cache. 

The similar time delay may occur for changing physical address in ARP tables and clearing that 

address from an ARP cache. With the impact of this issue, the Amazon web services a leading 

cloud provider has announced the elastic IP address, by which the customers are assigned with a 

set of routable IP address and they have control over that IP address until they release it. [16] 

However, the issue can persist in non-routable IP addresses where the customers can reach the 

provider’s network via the private address. [17] 

 

3.4.3. Limited Auditing Capability 

 

A business using a public cloud irrespective of any type of service models face the significant risk 

in their data. They have limited ability to access the network-level logs and audit the cloud 

provider operations [18]. 

 

3.4.4. Attack Against SSL\TLS 
 

Secure Socket Layer and Transport Layer security is the protocol used to create an encrypted 

channel to provide communication over the public cloud. Many cloud providers support this 

protocol to provide secure communication. Authors in [19] presented a new attack by which the 

hackers are able to break the SSL encryption in millions of websites. This attack named as 

BEAST (Browser Exploit Against SSL\TLS). This suggests that even HTTPS cookies are no 

longer secure of this template. 

 

4. DISCUSSION 
 

For a wider adaptation of cloud computing services by businesses, the security issues and 

concerns need to be addressed more seriously at various levels. When you do not own the 

network, it is open to the rest of the world, and you do not control the security layers of the cloud 

infrastructure, the cloud computing will not be as secure as storing data and applications on your 
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own premises. Hence providing the suitable security measures that overcome the security risks in 

cloud computing are necessary when a business is transferring to cloud. Moreover, not every 

business has sufficient knowledge about the implementation of the cloud solutions, and not every 

business has the expert staff and the right tools to use the cloud computing in a proper and safe 

way. Businesses should be aware of the threats, and risks involved in using public cloud 

environments when considering outsourcing data, applications and infrastructure to a Cloud 

computing platform in general and to a public cloud in particular. For businesses to protect their 

data on the cloud, they should inspect and study their cloud provider’s security measures, and 

their terms of use and conditions in case hacking and breaching incidents occur. In addition, they 

should train their employees on the different processes and tools of cloud computing, and they 

should be able to verify the integrity and safety of their data and information before and after 

being stored on cloud resources. In addition, they should be able to determine who can enter data 

into the cloud, track transactions and operations to identify abnormal behaviors, secure and 

strengthen network traffic analysis tools. All of the above are rapidly becoming standard 

measures in protecting utilizations of cloud computing infrastructure. [6] 

 

In general, businesses should follow some guidelines in order address and alleviate the main 

security issues and concerns in cloud computing. These guidelines include the following: 

Understanding the different Cloud computing platforms and the type of services offered by the 

cloud provider, making sure that the selected Cloud computing solution fulfill their security 

requirements, and maintaining   responsibility   and accountability over   the security   of   data 

and applications implemented and deployed on the Cloud. 

 

5. CONCLUSIONS 
 

Cloud computing is a new concept for most businesses and it is very difficult for them to verify 

that Cloud providers meet the security requirements standards to address security threats and 

concerns. Hence, every business should treat security issues and concerns very seriously. A lot of 

research works have been done related to cloud computing security issues that have resulted in 

several security methods and measures that can be used to alleviate the security risks in cloud 

computing. Many researchers and practitioners worked and are working on identifying cloud 

threats, vulnerabilities, attacks, and other security issues, in addition to proposing 

countermeasures in the form of frameworks, strategies, service oriented architectures, and 

recommendations [28, 30, 31]. However, providing a comprehensive security framework 

intended to support all types and levels of security issues and concerns is not available yet. 

In this paper, we have introduced and presented the cloud computing architecture and the 

different consumption models, in general, and we have presented, discussed, and classified the 

different security issues and concerns that businesses should be aware of when using Cloud 

computing. Furthermore, we have presented and discussed the different measures and 

requirements that can be put in place to address the major security risks. The paper can be 

considered as a very good starting reference for those researcher that are planning to work on 

security issues in cloud computing and for businesses planning to enter to the world of Cloud 

computing. 
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ABSTRACT 

 

With SD-WAN being increasingly adopted by corporations, and Kubernetes becoming the de-

facto container orchestration tool, the opportunities for deploying edge-computing applications 

running over  SD-WAN are vast. Unfortunately, service orchestration in SD-WAN has not been 

provided with enough attention, resulting in the lack of research focused on service discovery in 

these scenarios. In this document, an in-house service discovery solution that works alongside 

Kubernetes’ master node for allowing an improved traffic handling and better user experience is 

developed. The service discovery solution was conceived following a design science research 

approach. Our research includes the implementation of a proof-of-concept SD-WAN topology 

alongside a Kubernetes cluster that allows us to deploy custom services and delimit the 

necessary characteristics of our in-house solution. Also, the implementation's performance is 

tested based on the required times for updating the discovery solution according to service 

updates. Finally, some conclusions and modifications are pointed out based on the results, while 

also discussing possible enhancements. 
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1. INTRODUCTION 
 

 

Virtualization is the cornerstone of Internet and the cloud-based services, it has evolved from a 

cost saving solution to the technology capable of providing the required agility and flexibility 

needed for service delivery in data centers as well as the infrastructure supporting business 

essential applications. The main goal of virtualization is the optimization of IT assets, helping in 

achieving a superior system utilization, cost reduction, and ease of deployment and management 

by allowing multiple operating system images to run in parallel using only one piece of hardware. 

Container-based virtualization and Virtual Machines (VMs) are perhaps the most common types 

of virtualization, although there are many differences among them, they both have the necessity 

to communicate within an IP network. Before the execution of a container or VM, they need to be 

assigned IP and MAC addresses. When these virtualized entities are assigned IP addresses, the 

traditional Ethernet and IP networks are stretched to exist inside the physical hosts located in data 

centers, not only between them. Virtualization alongside cloud-computing suppose a challenge in 

the application of traffic engineering for maximizing the utilization of the available conventional 

networks [1].  
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Traditional communication networks are distributed systems with multiple routing algorithms 

running over many different devices such as routers and switches. Every single one of these 

devices possesses its own configuration and state, and must be configured separately, which 

makes networks difficult and expensive to maintain and migrate. Software Define Networking 

(SDN) tackles this issue through the separation of the control plane from the data plane. This is 

achieved by moving the control logic of the network to a centralized controller, transforming the 

switches into mere forwarding devices that follow the rules set by the controller. By centralizing 

the control logic, configuration and maintenance becomes easier, with new features being able to 

be deployed much faster as well. A centralized control has information regarding the whole 

network, being able to optimize the available network resources. SDN is therefore widely spread 

among data centers, especially in order to cope with the virtualization and cloud-computing 

related issue [1].  

 

Edge computing has arisen as a new approach that alongside SDN could be able to offer a 

solution to network optimization in cloud environments. This new perspective is nothing more 

than reducing the number of processes running in the centralized cloud, and moving them to local 

available edge servers. However, as data processing power is moving towards the edge of a 

network in the form of containers instead of remaining in a cloud or data center, migration is also 

occurring for services or applications. This trend requires the usage of processing power from 

devices that are not capable of being constantly connected to the network, this is the case of 

laptops, smartphones, wireless sensors, etc. The more this approach is adopted, the more 

businesses think their Wide Area Networks (WANs) are not prepared to carry such a burden, 

especially when taking into account traditional corporate WANs. Such networks are built by 

backhauling routed services and Internet traffic throughout the main office, which can cause 

performance issues when combined with edge computing. It is obvious that traditional 

approaches lack the agility and flexibility to achieve the required performance and availability 

needed by edge computing [2]. 

 

1.1. Methodology 
 

In this work we propose a simple service discovery system that will improve bandwidth usage 

when accessing containerized services over a SD-WAN environment. This work was performed 

in three main steps that include: the selection of use cases and design of the SD-WAN topology, a 

testbed implementation for the observation of data flow that will allow us to identify the required 

behavior of our service discovery, and results analysis focusing on a user experience approach. 

The first step takes into account the limited amount of research aiming at the merge of edge 

computing, SD-WAN and container orchestration. The envisioned use cases cover scenarios 

applicable on an enterprise level and the topology is conceived to simulate a distributed network. 

The second step comprises the simulation of the aforementioned network topology in order to 

provide the experiment with a real-life WAN environment. This allows the deployment of in-

house services and testing of bandwidth usage and request redirectioning when performing 

container orchestration. ONOS was selected as the SDN controller, it is written in Java and was 

chosen for being an extremely reliable and well tested solution, with an active network of 

developers working on it as well as a more than enough number of already available applications. 

Simulation will be done using Mininet, a virtual network simulator that uses Linux namespaces 

for separating individual nodes in simulated network. Although the SD-WAN gateways simulated 

using Mininet will be running in the same host, they can as well be deployed in different physical 

machines as well as NoviFlow or Pica8 switches. In the final step, the implementation is  
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validated based on discovery and convergence time, the whole system will be examined looking 

for problems and limitations that shall be discussed so improvements can be proposed. 

 

1.2. Related Work 
 

A few works have somehow dive into service discovery orchestration in SDN networks. In [10] 

Jarraya et al. analyzed the importance of computing and storage orchestration alongside 

networking resources as a quite important part in SDN, while also taking into account the lack of 

research that aims at easing the creation and deployment of network services. In [11] Kreutz et al. 

identify computing infrastructure and networking challenges, presenting a series of constraints 

that must be overcome in order to improve efficiency by means of network orchestration. The 

aforementioned works focus on cloud computing resources  orchestration on a data center 

environment having and underlying SDN network. In [12] Taleb et al. discusses the role of 

service orchestration in the success of Multi-access Edge Computing environment, but this 

mainly focuses on the orchestration of networking resources and containerized services 

orchestration is not explored. On the other hand, our work focuses on the discovery of deployed 

containerized services, indirectly achieving a slight improvement in the usage of network 

resources performing orchestration between the container orchestrator and the in-house service 

discovery. 

 

1.3. Structure 
 

This paper is organized as follows: In section 2 we define our use case and the network topology 

that will be simulated. In section 3, a summary of the implementation is presented as well as of 

every constituent part of the system. Finally, in section 4 we define the parameters for carrying 

out measurements, the results and their corresponding discussion are also presented. 

 

2. USE CASE 
 

 
 

Figure 1.  Use case topology 

With SD-WAN being the natural extension of SDN and Kubernetes becoming the de-facto 

container orchestrator, the possible use cases for an Edge Computing case are really high in  
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number. In the present use case, a Kubernetes master node will be deployed in the Central Office 

(CO) alongside the proposed orchestrator that will be aware of the changes happening in the 

Kubernetes cluster and will react accordingly. The development of this orchestrator will enable 

the possibility of deploying container workloads on remote branch locations and, at the same 

time, facilitating  access towards its services by properly discovering the nodes containing them. 

In Figure 1, the proposed topology including the required 5G network for allowing the 

implementation of local breakout is depicted.  

 

The advent of internet connected endpoint devices that are commonly not associated with internet 

and possess a unique identity, is known as Internet of Things (IoT). This enables the deployment 

of workloads that can be of an almost infinite variety, all of them focusing on the processing of 

IoT generated data. The use cases this work will focus comprises the following: smart web pages, 

authentication applications and the already mentioned IoT data processing. Each of these use 

cases have different requirements and set ups. The smart web page can possess three main 

components, a front-end, a web application, and the logic, each of these three components can be 

deployed in different Kubernetes workers while the Kubernetes master perform load balancing. 

Network requirements will be low latency and dynamic route adaptation in case a Kubernetes 

worker is replaced or moved. The authentication application can be deployed into one remote 

branch, then all authentication queries coming from closer branches will be redirected towards it 

instead of going to the CO, this will require the discovery of the closest node running the 

authentication application. Finally, for IoT data processing use case, some branches can generate 

the data by using sensors and storing it in an Kubernetes worker, while the data processing unit 

can be deployed in a different worker node. The massive amount of traffic generated by sending 

and receiving raw data as well as processed data should  not be directed through Kubernetes 

master node in the central office unless this is strictly necessary. The need of dynamic, external 

service discovery is evident. Although SD-WAN is just starting to be adopted, the integration 

with Kubernetes will definitely easy the deployment of applications and provide an improvement 

in the user experience. Due to the lack of commercial solutions that provide Kubernetes service 

discovery in a SD-WAN environment, the proposed paradigm can be further developed as a 

viable business idea. 

 

3. IMPLEMENTATION 
 

The testbed for the orchestrator proof-of-concept was implemented as three interconnected virtual 

machines running on a Linux server located at VTT Espoo premises and having Ubuntu 18.04 

LTS as host operating system. Each of the aforementioned virtual entities plays a different role: 

SD-WAN network simulation, Kubernetes master node and Kubernetes worker node. A 

complete, in depth description of every entity will be done, taking into account the complexity of 

the final system. First, we have the SD-WAN network simulation virtual machine. This entity 

contains the OpenFlow speaking SDN controller as well as all the Mininet simulated gateways 

and hosts, providing an underlying physical network. Gateways are connected to each other 

through a set of Open vSwitch virtual switches that emulate the internet. The protocol used for 

the communication between these gateways is BGP, which was implemented by using Quagga 

[3]. Each of the gateways represents a corporation’s branch office, which are perfectly capable of 

hosting either a Kubernetes master or worker node and the services on them. The SDN controller 

is ONOS [4], for this work the version of ONOS used is 14. ONOS controller is deployed by 

using Docker alongside ATOMIX for supporting the creation of extra ONOS instances, 

effectively forming a cluster [5]. ONOS is a controller written in Java and offers high modularity  
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in the form of a wide variety of applications that can be activated depending on the developer’s 

needs [4]. 
 

The SDN controller runs on the virtual machine and the gateways communicate with it through 

the main BGP speaker that is located at the main office. An ATOMIX cluster consisting of three 

nodes is used for relieving the ONOS instances from cluster management, service discovery and 

data storage functions. The created ATOMIX cluster is configured through a JSON configuration 

file describing each constituent node. This configuration file includes information regarding each 

node’s discovery and communication methods, management partition configuration and storage 

and replication partition configuration. In this work, the discovery protocol specified is Raft, 

ONOS entities are not listed during the discovery configuration due to the connection between 

ATOMIX and ONOS being of a client-server type. Raft was also used in ONOS’s former releases 

for cluster formation, however, it requires strict cluster membership information in order to 

successfully form a cluster. With the adoption of ATOMIX as a separate cluster using Raft, all 

the ONOS nodes can easily discover peers by using dynamic discovery mechanisms, supporting 

the failure of all by one node [5]. 

 

Next, we have the Kubernetes master node virtual machine. The master node is connected to one 

of the gateways through a Linux bridge created for this solely purpose, the virtual interface 

located on the SD-WAN virtual machine is loaded to Mininet, therefore simulating a direct 

connection. In order to successfully deploy the master node, kubeadm, kubelet and kubectl 

alongside Docker must be installed in the virtual machine. The master node is not a single entity, 

it is the result of a combination of a group of pods, each of them having a specific function. Each 

of the pods that conform the master will have one or more containers that are created using 

Docker, among them, the Container Network Interface (cni).  The cni will provide an IP address 

to every single one of the created pods and is also in charge of the whole networking for the pod 

network, including the internal DNS service. Once the master node is ready, the gateway to which 

it is attached will serve as a gateway for both, a host machine and the master node. Host machines 

are able to connect remotely to the master and create pods, deployments or expose services, 

although this is not straightforward. The security certificates must be copied to the host machine 

first, among the copied files there is the configuration archive containing the master’s IP address 

and port number, allowing kubectl command to know the right destination of its queries. Due to 

security reasons, the master node will not be scheduled any pod and only a limited, selected 

number of hosts are able to access the cluster to deploy or delete services. 

 

Finally, there is the Kubernetes worker node virtual machine. In the same way as the master node, 

the worker node is attached to a gateway through a Linux bridge and the corresponding virtual 

interface in the SD-WAN virtual machine is also loaded to Mininet. Configuration required for 

this node is quite minimalist in comparison with what is required for the master node, although 

kubeadm, kubelet, kubectl and Docker must also be installed. At least in the beginning, the 

worker node will not run as many pods as the master node, as most of the required services are 

handled by the master node. Through the use of labels, pods can be scheduled to the worker node, 

which allows a better resource usage, taking into account that Docker containers are not created 

in the master node, but in the worker node. Worker node’s pods are also assigned an IP address 

inside the specified pod-cidr-range by the cni. In this work, the separation of the conforming 

entities into different virtual machines, was done with solely purpose of increasing the isolation 

between running software, specially conflicts between Kubernetes and Docker. Considering a 

dockerized version of ONOS is used, any issue affecting the performance of Docker would  
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definitely hinder any effort carried out while building the proof-of-concept testbed. In Figure 2 

the different virtual machines and some of the elements running on them can be seen. 

 

 
 

Figure 2.  High level network overview representing the different virtual machines. 

 

3.1. Domain Name Service (DNS) 
 

Kubernetes schedules a DNS pod and service in the master node with the purpose of serving 

individual containers by resolving a DNS name to its corresponding IP address, therefore 

directing their requests to the proper node. When a service is created in the cluster, it is assigned a 

DNS name, which will be used by a client pod during its queries in both, the client’s pod 

namespace as well as the cluster’s default domain. As an example of the DNS principles in 

Kubernetes, we can imagine a service called “Hello-world” scheduled in the namespace “kuber-

system”, a query coming from a pod also located in “kuber-system” must only ask for Hello-

world. On the other hand, a pod running in namespace “test-system” must look up for the service 

with a query for hello-world.kuber-system [6]. 

 

This scenario represents  the behaviour of the internal DNS, this means that only entities 

belonging to the Kubernetes cluster will be able to take advantage of it. In the proposed smart 

branch scenario, most of the requests will come from hosts located outside the cluster, they can 

not make use of this internal DNS service. For connecting to services from outside the cluster, 

Kubernetes offers three solutions: accessing services through a public IP, accessing services 

through the Proxy Verb, and accessing the services from a node or pod in the cluster. The first 

option requires the use of the NodePort or a LoadBalancer service type, the service will be 

exposed either on the internet or limited to a corporate network. Its limitations are due to the fact 

that a request to the service will be performed using the syntax <master/worker node 

ip>:NodePort, making it necessary for the end user to know the node’s IP address. A query sent 

to the master node will produce another request heading from the master node towards the 

worker, creating an unnecessary overhead [7]. Next, we have the Proxy Verb. This solution works 

exclusively for HTTP/HTTPS services and may cause issues with some web services, it also 

performs some authentication and authorization at apiserver level before granting access to the 

service. The last option is to access a service using a pod or node. It must be taken into account 

that although some nodes or pods might be accessed in this way, this is a non standard method,  
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and the environment varies depending on the host, some tools might or might not be installed. 

Neither of the aforementioned methods is viable from the end user’s perspective, being either too 

complex of posing a security risk for the company when exposing IP addresses of nodes 

containing vital services [7]. 

 

To overcome the aforementioned IP sharing issue, an external DNS service, written in python, 

was conceived. Every gateway in the SD-WAN virtual machine will run their own DNS server, 

the service is bound to the interface heading towards the host subnetwork and listening on port 

53. The server will load the zones from a .txt file containing the zone entries regarding all the 

available Kubernetes worker nodes, the DNS names for worker nodes have been formed by 

adding the node’s name and a predetermined suffix. Hosts will access the available services 

located at the closest node under the entry “vtt.kubernetes.services”. The remote non-local 

available services will have entries that correspond to their respective worker node name 

followed by the suffix “.kubernetes.services”. As an example, let us assume a cluster with two 

worker nodes worker1 and worker2. For hosts located closer to worker1, the zone file will be as 

shown in Figure 3, whereas for those closer to worker2, Figure 4 shows the corresponding entry. 

 

 
 

Figure 3. Custom DNS entries for hosts close to worker1. 

 

 
 

Figure 4. Custom DNS entries for hosts close to worker2. 

 

By making use of this service, whatever host is connected to the corporate network, close to 

worker1 will be able to access the services located in the node by making a request to 

<vtt.kubernetes.services>:<NodePort>, and services in worker2 by using 

<worker2.kubernetes.services>:<NodePort> saving efforts of sharing the IP address of any node 

in the cluster or limiting access for only certain types of traffic. When a host located behind one 

of the gateways sends a query for certain services, the request will not go to the master node, but 

instead will go directly to the worker node running the service, as it can be appreciated in Figure 

5, where the dashed lines represent a normal request, going through the master node. The 

continuous lines represent a direct request, enabled by the orchestrator, performed towards the 

worker node. This approach avoids the overhead of sending a request to the master and it sends  
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another request to the worker node on behalf of the host. A python based DNS server was 

preferred at this stage due to the simplicity of using a .txt file for loading zones, being able to 

format the zones at will, and the easiness of making changes and binding the server to any IP 

address or interface without the need to install, stop or restart a service. However, solutions like 

bind 9 would definitely be a preferred option on a production environment. 

 

 
 

Figure 5. Requests sent by a host. 

 

3.2. Reverse Proxy Service 
 

Traditionally, when putting an application server on a network, attackers may exploit the 

underlying vulnerabilities of the available services. Although this is not the case when using 

containerized services, security is still something we all must be concerned about. In production 

environments a security measure is to deny internet access inside a corporate branch and instead 

use a proxy server. A proxy service is the one attending requests from a web browser and it can 

be used to bypass security restrictions, on the other hand, a reverse proxy service is used by a web 

server and has the advantage of enabling load-balancing. Containerized Nginx is the open source 

solution web server used in this work due to its user-friendly configuration and the ability of 

handling a great number of connections with a significantly less overhead than its counterparts. 

The idea behind this implementation is reducing to the minimum the amount of requirements 

needed for running the worker nodes, installing Nginx on them would have for sure undermined 

this principle as every worker joining the cluster would need to have Nginx installed before being 

able to serve its purpose. 

On the other hand, a normal Kubernetes Nginx service running in the cluster would have been 

limited to internal requests due to the lack of an “external-ip” not being granted to bare metal 

Kubernetes load-balancers,  and which only work with Kubernetes implementations running on  
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IaaS such as GCP, AWS, or Azure. MetalLB [8] is the load balancer-implementation selected for 

supporting the reverse proxy service, and enables a layer 2 load-balancing through the creation of 

a controller and speaker deployments on every node it is running. Nginx entities are deployed one 

per worker node on top of MetalLB, receiving the worker’s node IP address as their external-ip, 

enabling a reverse proxy behavior for requests coming from outside hosts towards port 80 and 

creating a corresponding Nginx pod. The need for the NodePort on the end user’s side has been 

avoided. Instead of this, the “location” command in Nginx is being used to redirect users to the 

right HTTP service based on service’s name. As an example, let us consider the Nginx 

configuration file for a worker node called worker1 that is running a service called “hello-world” 

and a worker node called worker2 running a service called “my-app”. 

 

From the point of view of worker1, a host close to worker1 will use the entry 

<vtt.kubernetes.services> for accessing services located in worker1, and an entry in the form 

<worker2.kubernetes.services> for all the other remote nodes, in this case a node called worker2. 

 

For avoiding the usage of NodePort corresponding to “hello-world” service, this Nginx 

configuration file will enable the adding of “/hello-world/” to the requested URL for accessing 

this service, via the location command. For a host whose closest node is worker1, the request’s 

URL is now in the form “vtt.kubernetes.services/hello-world/” when accessing this service 

located in worker1, for accessing the service “my-app” in worker2, the request’s URL would be  

“worker2.kubernetes.services/my-app/”. Figure 6 shows the example Nginx configuration file for 

worker1. 

 

 
 

Figure 6. Nginx configuration file for worker1. 

 

By adding a comparison including the URL of the request to contain the string 

“.kubernetes.services” the access from remote hosts to the service is guaranteed. Hosts might not 

know what services are available or the names of the remote worker nodes, therefore, a request 

heading towards “vtt.kubernetes.services/help/” will deploy a html list of available services in the 

closest node  as well as in the remote nodes and their corresponding URI. As it has been 

mentioned before, pods and services are not static, they are prone to being deleted or changed. 

Because of this, the Nginx configuration files located in every worker node must be updated 

dynamically as services are being added or deleted, and the Nginx service in its corresponding 

pod must be reloaded when these changes occur in its worker node. 
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3.3. Master Node Service Discovery 
 

As explained in the previous sections, the zone files used in the external DNS service as well as 

the  Nginx configuration files cannot be static. A master node service discovery is therefore 

necessary for the continuous update of all zone files in the gateways running the external DNS 

service, as well as for the service location updates in the Nginx pod running in every worker 

node. The service discovery works based on the principle that deployment and services’ 

containers are not created at the master node, but at worker nodes. Kubernetes does not provide a 

default way of associating a certain service with the scheduled worker node, therefore, knowing 

the pods running on a determined worker node alongside the list of all available services in the 

cluster provides a way to start a service-node matching. Before performing the matching, the pods 

output must be filtered in order to avoid cluster management related pods to be counted as 

services, pods such as calico, Nginx or the MetalLB’s controller and speaker must not be 

included. The discovery starts when all the available worker nodes and their corresponding IP 

addresses are obtained as an array  using the Kubernetes API. The node array structure 

corresponds to a node’s name followed by its IP address, therefore, worker’s node names will 

always be located in an even index within the array, with their respective IP addresses located at 

the subsequent, odd position. Next, for every node in existence, we obtain the running pods and 

all the available services  in the whole cluster. 

 

During the first iteration and for every single node, the current amount of running pods is saved 

within an associative array, the next step is to create the zones files, creating and copying the 

Nginx configuration to the corresponding pod as well as reloading the Nginx service and sending 

the zones file to the respective routers. For copying files into the Nginx pods, kubectl tool is used, 

thus avoiding the creation of extra communication channels between the master and the worker 

nodes. The service discovery supports dynamically adding new worker nodes to the cluster, those 

new members will be automatically detected and after deploying a new MetalLB controller and 

speaker entity in the node alongside the Nginx service, the worker node will be ready for being 

scheduled pods. 

 

During the subsequent iterations, the number of the obtained pods per worker node is compared 

against the values previously saved in the associative array, if there is a change in one of the 

values, then the discovery service is able to identify if a service might have been added, moved or 

deleted. After this, it deletes the current worker node’s zones file and Nginx configuration in 

order to create new files with updated information. The Nginx service corresponding to the 

worker node where a change occurred is reloaded and the zone files are sent to the respective 

routers, these actions only occur in the nodes where a service was added or deleted leaving the 

unchanged nodes working continuously without any disruption. The service discovery was 

conceived in a way that no extra efforts such as copying master’s certificates or installing extra 

software is necessary for a given worker node when joining the cluster, only the compulsory 

kubeadm, kubectl, kubelet and Docker are required. Being written in Bash script language, 

portability is assured as no modifications are required for running it in any Unix-like operating 

system. It is worth noting that due to actions being taken only in the worker nodes where a 

change has occurred, sending the DNS zones files will happen only once per change, a detail that 

helps in reducing the bandwidth use due to the lack of continuous advertisement. Another reason 

behind this behavior is the fact that the content of a zone file are mere urls and their 

corresponding IP addresses, which are not prone to change, and if they do, this does not happen 

quite often. In Figure 15, a high level version of the discovery algorithm used for the master 

service discovery is shown. 
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Figure 7. Service discovery algorithm. 

 

3.4. Service Update System 
 

The updated zones file generated at the master node must be sent to the gateways that are running 

the external DNS service. For this purpose, a Mosquitto [9] broker working in bridge mode was 

set up on the master node listening on port 1883. Mosquitto was selected due to it being a 

lightweight publish/subscribe transport protocol, its capability of coping with unreliable 

networks, and most important, its reduced bandwidth consumption. A MQTT publisher was 

implemented using the paho-mqtt python library, and set up on the CO. This publisher reads the 

whole zones file, transforms it into an array of bytes and publishes it under a determined topic. 

On the other hand, the border gateways running the external DNS service have a MQTT 

subscriber running, they subscribe to the determined topic and save the received array of bytes as 

an .txt file. After the file is saved, the subscriber will reload the DNS service running  in the 

worker node. By default, MQTT does not provide encryption, however, security can be enforced  
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by using an username/password scheme or certificate authentication using the TLS protocol, with 

the latter being the most practical and secure option. The usage of the TLS protocol in MQTT 

requires the creation of the respective key pairs and certificates for both the broker and the 

clients. 

 

4. TESTING AND RESULTS 
 

The proof-of-concept and testing topology can be found in Figure 8, with all the developed 

services running in their corresponding locations. The Kubernetes master and worker nodes 

attached to their respective gateways running all the needed pods for proper functioning, such as 

coreDNS and kube-proxy, among others. The gateways run their custom DNS servers that are 

bound to their specific interface, the worker nodes run the Nginx service and the master node is 

running the service discovery alongside its MQTT publisher and Mosquitto broker. As it was 

aforementioned, no Kubernetes-related configuration work is performed on the worker nodes as 

the master node service discovery is going to perform all the required tasks without needing any 

action by the workers. 

 

Under the precedent testing considerations, it must be taken into account that Mininet’s 

virtualization is done only at a network level, and each host process sees the same set of processes 

and directories. Thus hindering the functions of the DNS service and the MQTT-based update 

system. The issue arises due to the lack of directory isolation. The update system will send the 

corresponding zone files to the gateways, and they will vary according to the gateway’s location. 

This means that gateway 1 shall receive a different zones file than gateway 2 due to it being 

located closer to a worker node. However, this does not happen in Mininet, where the files 

received would be overwritten causing the DNS service to upload the wrong zones. In the same 

way, the resolv.conf file that contains the DNS server’s addresses must be unique per host, 

otherwise, all of them will be pointing at the same DNS server causing the network to be flooded 

with wrong requests. 

 

A similar situation occurs with the custom DNS server. It has to be bound to the gateway’s   

interface that is going towards the host network, therefore, a different custom DNS service file is 

needed per gateway. These issues were overcome by creating the needed files in the directory 

/etc/netns/<host-name> containing the resolv.conf and the custom DNS files. The principle 

behind this is that ip-netns creates the namespaces as a logical copy of the network stack, but it 

inherits the whole network namespace from its parent. In the case of network namespace aware 

applications, a global network configuration is first looked for in the above mentioned directory 

and after this in /etc/, so by creating the files in /etc/netns/<host-name>  we are loading them as 

global network configuration. Taking into account that this work is based on the dynamic 

discovery of updated, newly created and deleted services, the measurements carried out will be 

the time required for creating the zones files and the Nginx configuration files, as well as the time 

until the changes have been applied to both, the DNS server and the Nginx service. The first 

measurement in Table 1 and Table 2 will be carried out with only one worker node while another 

separate measurement in Table 3 and Table 4 will be performed for two worker nodes. This in 

order to find out whether the number of nodes has an effect on the system’s performance, and in a 

more realistic scenario this number could scale up until having tenths of worker nodes. 
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Figure 8. Testing network topology and the services running. 
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Table 1. Time required for the orchestrator to perform the necessary tasks in order to fully discover a newly 

created service when only one worker node is available. 

 

  
 

Table 2. Time required for the orchestrator to perform the necessary tasks in order to fully eliminate a 

recently deleted service when only one worker node is available. 

 

 
 

When measuring the availability of the services, it must be taken into account that the reload 

functions in the orchestrator are carried out almost simultaneously. Thus, the time for a service to 

be available to the end user, in Table 2 for example, is the time required to create the file + the 

time required to reload the Nginx and DNS, in this case ~5 seconds. From Figure 9, it can be 

inferred that at the moment of creating a service, the number of worker nodes available does not 

influence the overall time. One reason for this might be the fact that Docker containers backing 

those services are created only in the scheduled worker nodes, therefore eliminating any possible 

queuing time. On the other hand we have Figure 10, a slight difference in the files creation 

function when two worker nodes are present can be found. The reason behind this behavior might 

be the fact that Kubernetes master node also has to delete the corresponding API object for every 

deleted service. 

 
Table 3. Time required for the orchestrator to perform the necessary tasks in order to fully discover a newly 

created service when two worker nodes are available. 
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Table 4. Time required for the orchestrator to perform the necessary tasks in order to fully eliminate a 

recently deleted service when two worker nodes are available. 

 

 

 
 

Figure 9. Time required for the orchestrator to perform the necessary tasks in order to fully discover a 

newly created service. 
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Figure 10. Time required for the orchestrator to perform the necessary tasks in order to eliminate a recently 

deleted service. 

 

4.1. DISCUSSION 
 
Taking into account the nature of this work, and the fact that no commercial solutions are 

available for a comparison, the times presented in the measurements are good. With such times, 

the creation and update of services will be almost invisible from the host’s point of view. Delays 

can appear at various stages in the system. One of the first delays encountered is the time it takes 

to make a request using kubectl in the master node. The first request usually takes around 2 or 3 

seconds to complete, with the subsequent requests being much faster, almost immediate. The 

same happens when performing a request with a JSON output, the first request will always induce 

a certain amount of delay. In the same way, when creating a deployment and exposing it as a 

service, it takes time for Kubernetes to create the new pod. This time varies depending on the 

available bandwidth, whether the required image has already been downloaded on the host 

machine or not, as well as its size, and the time it takes to the pod for being scheduled. 

 
It takes a slightly longer time to update the files during the delete of a service and their 

corresponding back-end pods. This occurs because pods are granted a grace time in order to not 

only delete the process but also the API object. Time required for deleting a back-end pod will 

always be higher than the required time for creating it, even if the process running inside the pod 

is lightweight. One solution to this is to use the flag --wait=false when deleting the pod, though it 

is highly recommended to grant this grace time in order to ensure a proper deletion. When a 

service is deleted and its back-end pods stay in the terminating phase for a determined period of 

time, no concern exists as the service will not be available anymore, and even if the Nginx service 

has not been updated yet, requests being forwarded towards the deleted service will not be 

successful. 

 
The convergence times can also be modified by altering certain values in the elements such as the 

master service discovery, the MQTT subscriber running in the gateways and the MQTT publisher 

running in the master node. As an example, a delay can be added or reduced before restarting the 

Nginx service in the master service discovery script, although taking into account that the restart  
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will occur only after performing a request for obtaining the corresponding pod’s name, deleting 

the previous Nginx configuration file from that pod,  copying the newly created configuration file 

and finally, restarting the service. Similarly, some delays can be added before publishing the 

created files in the MQTT publisher code or before saving the received files in the subscriber 

code. One possibility for dropping the times associated with the restart of the services, at least for 

Nginx, is to use the daemon-based Nginx installation in Linux, instead of the Docker-based 

version. This would reduce the amount of time spent to obtain the name of the Nginx pod, 

copying the files and restarting the service to only restarting the daemon. 

 

5. CONCLUSION 
 

We have presented a solution for the easy access and discovery of corporate services and 

applications. Knowing that containerized applications are prone to suffer modifications, the 

current work aims to provide a method that can be used for easily discover and access 

containerized services deployed in a Kubernetes environment while also helping with traffic 

steering. However, the proof-of-concept cannot yet be efficiently implemented in a real life 

scenario as an increased degree of automation as well as some performance improvements must 

be carried out.  

 

5.1. Future work 
 

Further work will focus on effectively measuring the geographical distance between worker 

nodes and gateways for improving the update system as well as implementing a telemetry 

framework for real time measurement applying dataplane programmability. 

 

 

5.1.1. Node distance computing function 
 

A way to dynamically obtain and update the distance between the gateway and the available 

worker nodes is a quite important feature that would allow the MQTT subscribers located in the 

gateways to select the closest node available so they can receive updates regarding this specific 

worker node as the local node. A common misconception lies in the belief that using ping is an 

acceptably accurate tool for this purpose. IP addresses can not be characterized by geographical 

reasons as a determined region might or might not be assigned a certain IP addresses block to it. 

With this in mind, an IP address assigned to Finland may easily be announced by a device at any 

other country, thus not guaranteeing that an entire network has been assigned to a single 

geographical location. 

 

Similarly, there are many limitations considering the use of ping times. A ping time is determined 

by a great number of factors, which include: the number of routers, or hops, between the host and 

the target machine, the “quality” of the routing performed between these two points, any 

networking issue located between the source of the request and the target, excessive traffic or 

congestion happening between the target and the source, different transmission mediums along 

the route, with copper having a different propagation time than, for example fiber or a satellite 

link, among other factors. 
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Results from [13] can be used for the implementation of this feature, where some coordinates-

based approaches for network distance estimation are discussed. The idea behind the coordinates-

based distance measurement is that hosts maintain a determined set of numbers, also known as 

coordinates, that are used for characterizing their locations in the network and allowing a distance 

prediction based on the result of a distance function run over the host’s coordinates. This 

approach works particularly well on peer-to-peer architecture, when a host discovers another 

host’s identity, their coordinates would be exchanged and then the distance will be computed 

instantly. The mentioned work points out that coordinates have proven to be quite efficient at 

summarizing large amounts of distance information. A concern regarding the proposed approach 

is related to the assumption of stability in the network, such as consistent propagation delays, if 

this does not hold true due to the constant changes in network topology, distance estimations will 

be affected. 

 

5.1.2. Telemetry function 
 

Data plane programmability can be considered as the natural evolution of SDN, as it enables a 

much more flexible networking when being contrasted with a normal control plane based 

programmable network. Programming Protocol-independent Packet Processors, also known as 

P4, is the de-facto language for dataplane programmability, it allows several features extension of 

SDN networks as well as a dynamic configuration of actions that goes far beyond those allowed 

by the OpenFlow specifications. However, data plane programmability is not a silver bullet and 

although it allows to easily add new protocols, or remove unused protocols in a network chip, its 

effectiveness can only be appreciated at networks carrying huge amounts of traffic, therefore, 

some companies would not really require to implement it. The proof-of-concept system can take 

advantage of the support of P4 by ONOS, by implementing some novel features that will improve 

the experience and manageability of the system by creating a custom P4-based Load balancer and 

Telemetry system. By diving into these topics, it is assumed that a real-life implementation of the 

proof-of-concept is meant to possess a high traffic rate. 

 
Normally, load balancers used in the cloud data centers as well as the load balancer used for this 

work are software based. Software based load balancers work by mapping a virtual IP address to 

a direct IP address that corresponds to a server or group of servers offering the required service. 

The usage of software based load balancers has some drawbacks such as: high use of server 

resources, high delay and weak performance isolation. In [14], Miao Rui et al, demonstrate that it 

is possible to implement a fully functional 400 lines P4-based load balancer that can support 

millions of simultaneous connections while providing per-connection consistency. The same 

principle can be applied for developing an in-house layer 4 load balancer instead of the currently 

used MetalLB, bringing a higher performance, lower delay and the relief of the MetalLB related 

pods in all the running worker nodes, while decreasing the changes of user experience 

degradation based on broken connections. 

 

An in-house in-band network telemetry system is also possible to implement by using P4 as it has 

been demonstrated in [15] by Changhoon et al. In-band network telemetry allows data packets to 

query for switch internal state statistics such as link utilization and queue size. Thanks to each P4 

switch having a control channel that allows the insertion, deletion and modification of matching 

tables, it is possible to send probe packets periodically that contain the switch ID and the specific 

time spent in determined switch. Once the packet arrives to the end user, an almost real-time 

measurement of this will be processed, allowing the detection of switches having large queues.  

 



                                            Computer Science & Information Technology (CS & IT)                                   371 

 

 

 

The resulting telemetry system can be used for easing the debug and diagnostics of network 

issues in a fast and intuitive manner. 
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ABSTRACT

Anomaly detection is vital for automated data analysis, with specific applications spanning almost

every domain. In this paper, we propose a hybrid supervised learning of anomaly detection using

frequent itemset mining and random forest with an ensemble probabilistic voting method, which

outperforms the alternative supervised learning methods through the commonly used measures for

anomaly detection: accuracy, true positive rate (i.e. recall) and false positive rate. To justify our

claim, a benchmark dataset is used to evaluate the efficiency of the proposed approach, where the

results illustrate its benefits.

KEYWORDS

Ensemble learning, anomaly detection, frequent (closed / maximal) itemset mining, random forest,

classification

1. Introduction

Anomaly detection, also known as ’outlier’ detection [1], is a technique used to identify
unusual or abnormal patterns that do not conform to the expected behaviors [2]. It has a
wide variety of applications in business, from security intrusion detection to system health
monitoring, and from fraud detection in credit card transactions or (online) ads clicks to
fault detection in operating environments, military surveillance and etc [3, 4, 5, 6, 7]

Detecting anomalies (or outliers) has been studied in statistics community as early as in
the 19th century [8], and it was proposed for Intrusion Detection Systems (IDS) in 1980s
[9]. Over time, in the recent years, anomaly detection has attracted great attention in the
machine learning and data mining community [10, 11, 12]. Anomaly detection works by
taking the baseline of normal traffic and activities, from which a model of normal behaviors
is built. It detects known and previously unknown attacks. However, in many cases, it
may fail to detect malicious behaviours or even raise alarms for normal data assuming
erroneously that it is an attack. Thus, applying data mining techniques on network traffic
data is a promising solution which helps to develop better anomaly detection systems.
Several anomaly detection techniques have been proposed in the literature, such as density-
based techniques (k-nearest neighbor [13] or local outlier factor[14]), correlation-based
outlier detection [15], one-class support vector machines [16], neural networks, bayesian
networks, hidden markov models [17], fuzzy logic-based outlier detection and etc. In this
paper, we discuss the wel-known machine learning methods for network anomaly detection
and propose a hybrid supervised learning approach to detect anomalies in networks more
effectively. The main contribution of this work is actually to boost base (weak) learners
to strong learners by ensemble learning, which can make very accurate classifiers.

The remainder of the paper is organized as follows: Section 2 provides the state-of-the-art
of the work. Next, in Section 3, we characterize the proposed ensemble learning approach
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for anomaly detection in detail. Section 4 presents the experimental results, and lastly
Section 5 concludes the paper.

2. State-of-the-art

In this section we first present an overview of the learning approach used in this paper, i.e.
the ensemble learning approach. Moreover, we describe the data mining, machine learning
and pattern mining algorithms used in this research work such as Support Vector Machine
(SVM), k-Nearest Neighbor (k-NN), Multi Layer Perceptron (MLP), and Random Forest
(RF). In addition, we simply mention their computational complexities, advantages and
disadvantages.

2.1. Ensemble Learning

Ensemble learning is a statistic and machine learning approach that uses multiple learning
algorithms to solve a problem with better predictive performance. Unlike traditional
machine learning approaches in which a single hypothesis is learned from training data,
ensemble approaches attempt to build a set of hypotheses and combine them to build a
new hypothesis [18].

Ensemble learning systems can be useful to deal with the big data. When the size of
training data is too large to make a single classifier, the data can be partitioned into
smaller subsets by different strategies, and each subset can be used to train a separate
classifier. Then the different classifiers can be combined using an appropriate combination
rule. On the other hand, while the data is not that big, several base learners are built
on the whole data, and then these learners are combined through several combination
techniques such as majority voting [19].

In a simple way, the main objective of an ensemble learning is to improve the performance
of a predictive model by combining multiple learners. Previous researches and studies show
that generally an ensemble learning performs better than the individual (base) learners
[20]. In the following, we describe the state-of-the-art of the well-known individual (base)
learning methods.

2.2. Individual (base) learning

2.2.1. Machine learning-based approaches

A common data mining task, with the foundations of machine learning is classification.
Classification-based anomaly detection techniques analyze, evaluate and classify the data
in two classes (i.e. normal or abnormal). They are used when the available training data
are labeled. In the following, we present the most common classification techniques for
anomaly detection applications.

Support Vector Machine-based anomaly detection Support Vector Machine (SVM)
is an effective technique for detecting anomalies (or outliers). Typically, SVM is associated
with supervised learning, but its extensions (e.g. OneClass-SVM) can be used to identify
anomalies as an unsupervised problems, where the training data is not labeled. However,
the SVM is one of the most successful classification algorithms, but it is a time-consuming
task in the training step, which limits its use. In addition, generally the SVM considers
the features of data equally, while in real datasets, many features are unneeded, redundant
or less important. Due to the shortcomings of the standard SVM for detecting anomalies,
in the recent years, variant of SVM are suggested [21, 22].
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Density-based anomaly detection Density-based anomaly detection is based on the
k-Nearest Neighbors (k-NN) classification algorithm. The nearest set of k data points
are evaluated using a metric such as Eucledian and Hamming distance. The k-NN is a
simple and non-parametric lazy learning technique and it is one of the oldest methods
of classification. While k-NN classifier usually works well in the terms of accuracy, it is
slow in the recognition step, because the distances between the new data point and all
the training data need to be computed. So, in the literature, there have been attempts to
make it faster [23, 24], and research works are in progress to investigate its reliability and
scaling properties [25, 26].

Naive Bayesian-based anomaly detection Bayesian networks have been used for
anomaly detection in the multi-class setting by predicting the class membership prob-
abilities. They work based on the Bayes’ theorem, with strong independence assumptions
between the features to simplify the task. The Bayes’ rule allows unknown probabilities to
be computed from known conditional probabilities, usually in the causal direction. Naive
Bayesian networks are fast to train and classify, space efficient, not sensitive to irrelevant
features and easy to implement. But their main disadvantage is that the Naive Bayes clas-
sifiers make a very strong assumption on the shape of data distribution (i.e. independence
of features). However, in practice, they can work surprisingly well and comparable in
performance with other classification algorithms, even when the conditional independence
assumption is not true [27, 28, 29]. Over the last decade, several variants of the basic
Naive Bayes technique have been proposed for anomaly detection [30, 31].

Neural network-based anomaly detection Neural Networks have been applied to
anomaly detection in multi-class as well as one-class setting. They consist of a connected
set of processing units distributed several layers, namely input, hidden and output layers,
where each connection is characterized by a ’synaptic’ weight that determines how the
signal will propagate from one unit to another one. By adjusting these weights, the neural
networks benefit from their learning algorithms to learn the relationship between inputs
and outputs and to predict the correct class label of the input data. The neural networks
are a simple manner to signify nonlinear relationships between features. However, they
are computationally expensive to train and generally, require a large set of training data.
A basic neural networks-based anomaly detection technique works in two steps. Firstly, a
neural network is trained on the normal training data to learn the different normal classes,
and then, each test data is provided as an input to the neural network. If the network
accepts the test input, it is normal and otherwise, it is an anomaly [32]. In the literature,
several variants of the basic neural network technique have been proposed for anomaly
detection [33, 34].

Rule-based anomaly detection Rule-based anomaly detection methods learn rules that
capture the normal behavior. While a test instance is not covered by any such learned
rule, it is considered as an anomaly. These techniques have been applied in one-class
and multi-class setting. One of the most common rule-based techniques used in anomaly
detection is associated with decision trees, where they can be used to detect anomalies in
large datasets. A decision tree algorithm generates a tree structure where each internal
node stands for a decision on a feature and each leaf node take a class label. So, there is a
path from the root node to the labeled leaf node, considered as a set of rules, which makes
it easy to classify new unlabeled data. Decision trees have several advantages compared
to the other machine learning based classification approaches, which make them more
suitable for anomaly detection. In particular, they have a simply explainable framework
and they are less sensitive to problem of the curse of dimension [1].
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Random Forests (RF) [35] is a widely used ensemble learning method for classification
and regression and operates by constructing a plenty of decision trees during train and
test procedure. The term came from random decision forests that was first proposed in
1995 [36]. While in the standard decision tree, each node is bisect using the best split
among all the features, in a random forest algorithm, each node is bisect among a small
subset of randomly selected input features. In general, the more trees in the forest the
more robust the forest looks like, and the higher the number of trees in the forest gives
the more accurate results. The main advantages of the random forest algorithm are:

- It has ability to handle unbalanced datasets
- It is robust against over training and over-fitting
- It runs efficiently on very large datasets with many features
- It can handle thousands of input features without feature deletion
- It gives estimates of which features are important in the classification

and lastly, it is unexcelled in accuracy among many current anomaly detection algorithms
[37, 38, 39].

In summary, random forest is a way of averaging multiple deep decision trees, trained on
different parts of the same training set, with the aim of reducing the variance, where it
is becoming a popular algorithm for both classification and regression, because it does
not have many tuning parameters, is a highly flexible classifier and often works quite
well. However, random forest has been observed to over-fit in classification for some noisy
datasets. In addition, for data including categorical features with different number of
levels, it is biased in favor of those features with more levels [40, 41]. Since, random forest
has been regarded as one of the most efficient approaches in classification (and anomaly
detection) [42], in this work, we try to deploy the random forest into an ensemble learning
algorithm using a pattern mining-based method to acquire even higher performance.

2.2.2. Pattern mining-based approaches

The problem of pattern mining has been widely studied in the literature because of its
numerous applications to a variety of data mining and machine learning problems such as
clustering and classification. It consists of developing (or using) data mining algorithms
to discover interesting, useful or unexpected patterns in the data. Pattern mining can be
applied to various types of data such as strings, transaction, sequence (time series), spatial
data, and graphs. Typically, an interesting pattern is a pattern that appears frequently
in the data. Therefore, in simple words, pattern mining is a way to find all of frequent
patterns whose occurrence frequency in the data is ’no less’ than the pre-defined threshold
value. But there are many types of patterns such as sequential patterns, frequent itemsets,
frequent subgraphs, frequent episodes, etc, and all of those types of patterns can be said
to be frequent patterns. The most common one is the support-based framework, in which
itemsets with frequency above a given threshold are found. In the following, we discuss
more about the frequent itemset mining in detail.

Frequent itemset mining-based anomaly detection Frequent itemset plays an es-
sential role in many mining tasks which trys to find interesting patterns from the datasets.
The original motivation for searching the frequent itemsets came from the need to analyze
the supermarket transaction data, that is, to examine customer behavior in terms of the
purchased products [43], while the frequent itemsets of products describe how often items
are purchased together. But what is an itemset and the frequent itemsets?

An Itemset (or element) is a non empty set of items (x1, x2, ..., xm), and a frequent itemset
is an itemset whose support is greater than or equal to a minimum support threshold.
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Here, the support (σ) is the frequency of occurrence of an itemset in a dataset. The task
of discovering all frequent itemsets is quite challenging. The search space is exponential
in the number of items occurring in the database. Furthermore, the major problem with
the frequent itemset mining methods is the explosion of the number of the results, while
it is difficult to find the most interesting frequent itemsets. Hence, we need to seek the
most efficient techniques to solve this problem.

Frequent closed itemset mining is a task of discovering frequent itemsets whose support
counts are different than those of their supersets. It means that an itemset is ’closed
frequent’ if none of its immediate supersets has the same support count as the itemset.
Therefore, the size of frequent closed itemsets are much smaller than all the frequent
itemsets, while we do not lose any information. In a nutshell, the frequent closed itemsets
provide a compact yet lossless representation of the frequent itemsets.

Maximal frequent itemset is a frequent itemset for which none of its immediate supersets
in the database is frequent. This representation is valuable because it provides the most
compact representation of the frequent itemsets, and so when the search space is an issue
or when we have a very large dataset, it is very helpful.

Let us make it more clear by one example. Consider 4 sequences as {a,b,c,d,e}, {a,b,d},
{b,e,a,c}, and {b,c,d,e}, where the minimum support (minsup) is equal to 2. {b,c} is a
frequent itemset because it appears in two sequences (it has a support of 2). {b,c} is not
a closed frequent itemset, because it is contained in a larger sequential pattern {b,c,d}
having the same support. {b,c,d} has a support of 2. It is also not a closed frequent
itemset, because it is contained in a larger sequential pattern {b,c,d,e} having the same
support. {b,c,d,e} is a closed frequent itemset, because it is not included in any other
sequential pattern having the same support. In this case, {b,c,d,e} is also a maximal
frequent itemset, since none of its immediate supersets in the data is frequent.

Figure 1: The relationship between frequent itemsets representations

Lastly, Figure 1 illustrates the relationship between frequent itemsets, closed frequent
itemsets and maximal frequent itemsets representations. As we mentioned earlier closed
and maximal frequent itemsets are subsets of frequent itemsets, but maximal frequent
itemsets is a more compact representation, since it is a subset of the closed frequent
itemsets. Notice that the closed frequent itemsets are more widely used than maximal
frequent itemset [44]. So, the quesion now is how to get the frequent itemsets.

The most popular algorithm for itemset mining is without a doubt Apriori algorithm [45],
which is designed more than 20 years ago, and is the basis of many efficient algorithms
developed later. However, it is originally designed to be applied on a transaction data
to discover patterns in transactions made by customers in stores, it can also be applied
in several other applications. Apriori-based algorithms take as input a minimum support
threshold and output all frequent itemsets, i.e. groups of items shared by no less than
minimum support transactions in the input data. Algorithm 1 illustrates the apriori-all
algorithm in a simple way.
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Algorithm 1 Apriori(-All)

input: <minsup> minimum support threshold
output: frequent itemsets

do scan data once to get frequent 1-itemsets
repeat

generate length-(k+1) candidate itemsets from length-k frequent itemsets
test candidates againts DB to find frequent (k+1)-itemsets
set k = k + 1

until no frequent or candidate set can be generated
return frequent itemsets

This can be done easily for a small data. If we have n items in the data, there will be
2n possible itemsets. This is not a lot while the data size is small. But consider a large
dataset having 1,000 items, the number of possible itemsets would be: 21000 = 1.26e30,
which is huge, and practically not possible to use a apriori-based approach to find the
frequent itemsets. In general, candidate counting , problem of I/O minimization, reducing
the number of comparisons as well as handling large data are the most challengs in frequent
itemset mining.

Later in [46], authors proposed a faster algorithm than Apriori-All, called GPS, which
scales linearly with the number of data-sequences. The basic structure of the GSP for
finding frequent itemsets is as follows: multiple-passing, candidate generation and testing
(see Algo 2). Notice that in the loop cycle, one can generate length-(k+1) candidate
sequences using the Apriori method. But still using the GPS algorithm, a huge set of
candidates could be generated, we need to have multiple scans of data, as well as difficulties
at mining long sequence patterns are exist.

Algorithm 2 GPS: Generalized Sequential Pattern

input: <minsup> minimum support threshold
output: frequent itemsets

repeat for each level (e.g. length-k)
scan data to find length-k frequent sequence
generate length-(k+1) candidate sequences from the length-k frequent sequences
set k = k + 1

until no frequent or candidate set can be generated
return frequent itemsets

The above Apriori-based approaches are horizontal format-based and use the breadth-first
search to mine with a hierarchical structure. Nearly two decades ago, the vertical format-
based methods are proposed, where they tried to read the data, convert it to a vertical
representation, and perform a depth-first search by joining items to each patter. The most
well-known ones are SPADE (Sequential PAttern Discovery using Equivalence classes) [47],
SPAM (Sequential PAttern Mining using a bitmap representation) [48] and LAPIN (LAst
Position INduction) [49] and its improved version LAPIN-SPAM [50]. SPADE algorithm,
which uses equivalence classes to discover the sequential patterns (itemsets), is an Apriori-
based hybrid miner and can be either breadth-first or depth-first. It exploits sequential
patterns by utilizing a vertical id-list database format and a vertical lattice structure. By
using the SPADE algorithm a huge set of candidates could be generated, and also it waste

Computer Science & Information Technology (CS & IT) 378



a lot of time on merging ID lists of the candidates, which prevent its usage. SPAM is sim-
ilar to SPADE, but SPAM uses bitmap representation and bitwise operations rather than
regular and temporal joins. First of all, SPAM consider all the sequences arranged in a se-
quence tree. Each sequence in the sequence tree can be considered as a sequence-extended
sequence and an itemset-extended sequence. Then using prune candidate extension, it
generates the frequent pattern (itemsets). Space utility in SPAM may not be good, and
also it needs to load all data into memory, which will be inefficient (even impractical) for
large data. The authors of LAPIN algorithm tried to reduce searching by scan only part
of the search space. The key feature of LAPIN is that the last position of item s is the
key to judge whether a k-length frequent sequence can grow to be frequent appending it
with s or not. But still the support counting is time consumption.

Beside the above mentioned Apriori-based approaches, researchers proposed a variety of
algorithms using pattern-growth techniques. In the early years of the 20th century, a
pattern-projected sequential pattern mining algorithm named FreeSpan was introduced in
[51], which obtains all frequent sequences (itemsets) based on so-called projected pattern
growth. Note that a projected data is the set of suffixes w.r.t. a given prefix sequence.
Later the most representative algorithm using the pattern-growth strategy, called PrefixS-
pan, was proposed in [52], which explores prefix-projection in sequential pattern mining.
It tests only the prefix sub-sequences, and then projects their corresponding postfix sub-
sequences into the projected sub-databases. By exploring only local frequent sequences
(itemsets), sequential patterns can be recursively grown in each projected sub-database.
PrefixSpan algorithm mines the complete set of patterns, but greatly reduces the efforts
of candidate subsequence generation. Moreover, prefix-projection substantially reduces
the size of projected data and leads to efficient processing. Although the projection-
based approaches (i.e., FreeSpan, PrefixSpan) can achieve a significant improvement over
Apriori-based approaches [53], the projection mechanism still suffers from some drawbacks,
while the major cost is caused by constructing projected databases.

In the recent years, some other pattern-growth algorithms have been developed, such as
FS-Miner [54], PLWAP [55], etc. Furthermore, the interesting idea of constraint-based
techniques has been widely studied, including closed sequential patterns, maximal sequen-
tial pattern and top-k sequential patterns, etc. Up to now, some algorithms for mining
closed and maximal sequential patterns have been proposed, such as CloSpan [56], ClaSP
[57] and CloFAST [58], which try to prune the search space. However, the maximal rep-
resentation may cause the information loss of support. In simple words, each method
of pattern mining algorithms has advantages and disadvantages where the efficiency also
could be related to the data type and size.

3. The proposed approach

In this section, we explain in detail the proposed ensemble learning anomaly detection,
called fim-RF. Algorithm 3 presents in a very simple way the different steps of the proposed
anomaly detection approach.

First of all, we do data pre-processing which involves cleaning the data and removing
redundant and unnecessary entries. To do so, we use feature engineering based on a)
feature selection, b) feature encoding, c) feature construction and d) feature normalization.
The aim of feature selection is to come from many features to a few that are useful, since
not all the features are created equally. Those features that are irrelevant to the problem
need to be removed. Also, there are some features that will be more important than others
to the model accuracy. Furthurmore, some features will be redundant in the context of
other features. Feature selection addresses these problems by automatically selecting a
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Algorithm 3 Function fim-RF(S, Sl, x)

input
S: training data, Sl: labels of data (0:normal, 1:abnormal), x: a test instance
minsup: minimum support threshold in frequent itemset mining
α, β: ensemble learning regularization parameters
τ : classification probability threshold
output
xl: label of the test instance

do pre-processing
feature selection
feature encoding
feature construction
feature normalization

xlrf , Prf (x) = random forest classifier(S, Sl, x)

do frequent closed/maximal itemset mining
Pnf (x) = probability of x to be a normal frequent closed/maximal itemset
Paf (x) = probability of x to be a abnormal frequent closed/maximal itemset

P (x) =
α.
(Pnf (x) + (1− Paf (x))

2

)
+ β.Prf (x)

α+ β

if P (x) < τ then
xl = 0 (normal)

else
xl = 1 (abnormal)

return xl

subset that are most useful to the problem. Here, we rely on chi-square test, which is a
statistical test of independence to determine the dependency of two features. We rank
the features and then we choose the top-k features. Feature encoding involves converting
the features of the data into numerical data and saving in a machine-readable format,
which is essential for many data mining algorithms. Because they require data to consist
of purely numerical features. Since packet data consists of both numerical and categorical
features we adopt an effective method of converting categorical features into numerical
ones. When the categorical feature takes its values in some finite set of categories, one
typical conversion method is to adopt binary number representation where we use m
binary numbers to represent a m-category feature (one-hot encoding). However, in case
the number of categories for each categorical feature is very large the dimension of the
input will be potentially intractable. To solve this problem, we use a histogram based
encoding to model the distribution of values. First, we encode each categorical value
into its integer representation, and then, we evaluate the frequency distribution histogram
of numbers. To help detecting network, IP scans and distributed attacks, we create a
new feature as the number of distinct IP-sources associated to the IP-destination. Lastly,
feature normalization which plays a crucial role in the data pre-processing. Since, without
normalization, features with significantly larger values dominate the features with smaller
values, we normalize the data in the boundary of [0,1] by:

x̂i =
xi −min(x)

max(x)−min(x)
(1)

After the pre-processing steps, we build our proposed ensemble classifier as follows: We
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firstly partition the data according to their application types (such as HTTPWeb, SSH,...)
due to the difference behaviour of data in different applications, prior to run the random
forest classification algorithm to get the predicted label (xlrf ) and the probability Prf (x)
which is the proportion of votes of the trees in the forest for test instance x. In the context
of pattern mining, we rely on frequent itemset mining. To do so, we obtain the top-k
frequent close (and maximal) itemsets for normal data as well as abnormal (i.e. attack)
data using an improved ECLAT algorithm. ECLAT algorithm, originally proposed in [59],
is based on the breadth-first search strategy, which adopts the technologies of vertical data
format, lattice theory, equivalence classes, intersection and so on. The main strategy steps
of ECLAT are as follows: Scan the data to get all frequent k-itemsets, generate candidate
(k+1)-itemsets from frequent k-itemsets, then get all frequent (k+1)-itemsets by clipping
non-frequent candidate itemsets, and repeat the above steps, until no candidate itemset
can be generated. By partitioning list of the set of itemset, we reduce the search space
as well as the time of generating candidate itemsets, and speed up the calculation of
intersection.

Once, we obtain the frequent closed (and maximal) itemsets for normal and abnormal
data, we need to calculate the probability of normal classes of test instance x as well as
the abnormal one. The probability of x to be a normal frequent closed/maximal itemset,
Pnf (x), is defined by:

Pnf (x) =
Sxnf

N
(2)

where Sxnf
is the support number of x to be a normal frequent itemset, with respect to

the minimum support threshold equal to the pre-defined given minsup value, and N is the
total number of data points. Similarly, the probability of x to be an abnormal frequent
itemset, Paf (x), is defined as:

Paf (x) =
Sxaf

N
(3)

where, Sxaf
the support number of x to be an abnormal frequent itemset.

For each test instance x, different situations can happen, such as a) x be a normal frequent
itemset and not to be an abnormal frequent itemset, b) x be an abnormal frequent itemset
and not to be a normal frequent itemset, and c) x be a normal frequent itemset and also
be an abnormal frequent itemset, The situation ’a’ leads that the test instance x with high
probability be normal, situation ’b’ leads that the test instance x with high probability
be abnormal (i.e. attack), where in the situation ’c’, one need to have confidence in the
probabilities Pnf (x) and Paf (x).

Finally, as we mentioned above in the algorithm 3, the classification probability of the
proposed ensemble learning method is defined by:

P (x) =
α.
(Pnf (x) + (1− Paf (x))

2

)
+ β.Prf (x)

α+ β
(4)

where α, β are the ensemble learning regularization parameters. Notice that, one can
optimize the parameters using the cross-validation test. In the next section, to have a
closer look at the ability of the proposed ensemble learning (fim-RF), we detailed extensive
experiments.
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4. Experimentation

Here we describe the dataset used to lead our experiments, prior to specify the validation
process, and to present the obtained results.

4.1. The benchmark ISCX dataset

In this work, we used the public benchmark ISCX dataset [60], to perform experiments
and evaluate the performance of our proposed ensemble learning approach. The dataset
includes more than million of the traffic packets with twenty features, where it covers
one week of network activities with normal and abnormal (i.e. attack) traffic data. Four
primary kinds of network attack (i.e. Brute Force SSH, Infiltrating, HTTP DoS, and
DDoS) are conducted with normal traffic. Table 1 describes the ISCX dataset considered
in our experiments, with its characteristics: number of normal traffic data, number of
attack data and number of features.

appName # of Normals # of Attacks # of Features

HTTPWeb 681151 40351 20

SSH 2585 7305 20

ICMP 7919 295 20

FTP 13181 226 20

DNS 309286 73 20

Table 1: ISCX (flows): data description

As mentioned, as input to the proposed ensemble learning anomaly detection algorithm,
we use of the pre-processed data. Since, the normal traffic patterns look very different
depending on the application or service, data are classified according to their application
layers such as HTTP Web, SSH, FTP, ICMP and so on, which makes it more efficient to
build an anomaly detector for each of these application layers.

4.2. Validation process

Here we compare the proposed anomaly detection algorithm (fim-RF) with the state-
of-the-art anomaly detection methods (i.e. SVM, 1-NN, NB, MLP, Decision Tree and
RF). To evaluate each method, we rely on the commonly used measures for anomaly
detection: ACCuracy (ACC), True Positive Rate (TPR) and False Positive Rate (FPR).
The accuracy is the proportion of true results (both true positives and true negatives)
among the total number of cases examined. True positive rate which is called ’recall’,
or ’sensitivity’ in binary classification, measures the proportion of actual positives that
are correctly identified. While recall can be viewed as the probability of detection, false
positive rate is the probability of false alarms. The mentioned comparison measures are
defined as:

ACC =
TP + TN

TP + FN + FP + TN
, TPR =

TP

TP + FN
, FPR =

FP

FP + TN

The ’accuracy’ and ’true positive rate’ lies in [0, 100] in percentage. The higher index,
the better the agreement is. In the other side, the lower ’false positive rate’ illustrates
the better result. Finally, Table 2 presents the classical confusion matrix, where N shows
’normal’ data and P illustrates ’abnormal’ (or ’attack’).
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Predicted class

Positive class Negative class

A
ct

u
al Positive class TP (True Positive) FN (False Negative)

Negative class FP (False Positive) TN (True Negative)

Table 2: Confusion matrix

Training and testing sets are formed by k-fold cross validation in the ratio of 80% and 20%
of the network traffic, respectively. For all the state-of-the-art methods, the parameters
are estimated through a standard grid search process, and finally, the results reported
hereinafter are averaged after 10 repetitions of the corresponding algorithm.

4.3. Experimental results

In the context of anomaly detection, the ’accuracy’, the ’true positive rate’ and the ’false
positive rate’ for each method, and for the various tested protocols, are reported in Tables
3, 4 and 5, respectively. Results in bold correspond to the best assessment values.

appName SVM 1-NN Naive Decision Neural RF fim-RF

Bayes Tree Network

HTTPWeb 98.99 99.70 98.04 99.89 99.02 99.88 99.93

SSH 99.47 99.90 99.22 99.87 99.89 99.89 99.98

ICMP 99.83 99.95 99.90 99.99 99.93 99.99 100.0

FTP 99.62 99.95 99.54 99.97 99.94 99.97 99.98

DNS 99.98 99.99 96.18 99.98 99.98 99.99 99.99

Table 3: Comparison of ’Accuracy’ (in %)

appName SVM 1-NN Naive Decision Neural RF fim-RF

Bayes Tree Network

HTTPWeb 98.20 97.47 92.74 99.12 98.75 99.38 99.72

SSH 99.78 99.95 99.34 99.92 99.95 99.97 99.98

ICMP 97.44 99.74 100.0 100.0 98.68 100.0 100.0

FTP 87.20 99.36 99.79 99.36 98.52 99.79 100.0

DNS 52.31 86.15 52.31 89.61 18.46 89.23 98.49

Table 4: Comparison of ’True Positive Rate’ (in %)

appName SVM 1-NN Naive Decision Neural RF fim-RF

Bayes Tree Network

HTTPWeb 0.96 0.16 1.64 0.05 0.96 0.08 0.04

SSH 1.39 0.23 1.11 0.26 0.26 0.33 0.03

ICMP 0.08 0.04 0.10 0.01 0.03 0.01 0.00

FTP 0.18 0.04 0.46 0.02 0.03 0.02 0.02

DNS 0.01 3.81 0.01 0.01 0.01 0.00 0.00

Table 5: Comparison of ’False Positive Rate’ (in %)

According to the Tables 3, 4 and 5 the proposed fim-RF algorithm leads to the best
’accuracy’, ’true positive rate’ and ’false positive rate’ results, for all the application layers
in comparison with the other methods.
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4.3.1. Relationships between the methods and application layers

To compare globally the different anomaly detection approaches, here we rely on a Multiple
Correspondence Analysis (MCA), to analyze the seven methods (considered as individ-
uals) and five application layers (considered as categorical variables). MCA is a data
analysis technique for nominal categorical data and can be viewed as an extension of corre-
spondence analysis (CA) which allows one to analyze the pattern of relationships of several
categorical dependent variables. It can also incorporate quantitative variables. MCA is
concerned with relationships within a set of variables, which usually are homogeneous,
and allows the direct representation of individuals as points in geometric space.

To do so, each method is described by a vector (”–”, ”+”,”++”,...), with as many dimen-
sions as there are application layers, in which the modalities ”++”, ”+” and ”–” indicate
whether the accuracy, detection rate or false alarm rate of a method on an application
layer is respectively highly greater, greater or lower than the mean obtained for that ap-
plication layer over all the methods. Distinct groups of methods, corresponding to distinct
ways to perform on the different application layers, can be distinguished.

From Figure 2, one group (left-bottom) is defined by fim-RF, RF, DT and 1-NN and is
opposed to the other methods as it yields the highest accuracy performances (correspond-
ing to modality ”++”). In addition, as one can see NB anomaly detection classifier yields
the lowest accuracy (corresponding to modality ”–”), particulary on DNS, HTTPWeb and
SSH.

Figure 2: Global comparison of the ’Accuracy’

From Figure 3, similar as the previous figure, one can see that the fim-RF, RF, DT and
1-NN and outperform the other methods as they yield the highest true positive rates
(corresponding to modality ”++”). Finally, Figure 4 shows that fim-RF, RF and DT
have the lowest false positive rate almost for all the application layer, while for instance,
NB has the highest false alarm rate for HTTPWeb, FTP, ICMP and SSH, but good results
for DNS (low false positive rate).
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Figure 3: Global comparison of the ’Detection Rate’

Figure 4: Global comparison of the ’False Alarm Rate’

5. Conclusion

Ensemble learning is a powerful machine learning paradigm which has exhibited appar-
ent advantages in many applications. This paper has proposed an ensemble learning
anomaly detection by using a machine learning role-based (i.e. random forest) and a
pattern mining-based (frequent closed/maximal itemset) method. The efficiency of the
introduced ensemble learning method (fim-RF) is analyzed on a dynamic, scalable and
labeled dataset, called ISCX, which is now-days commonly explored for data intrusion
benchmarking. The results illustrate that the fim-RF, in overall, outperforms the other
state of the art methods (i.e. SVM, 1-NN, NB, MLP, Decision Tree and RF), through the
commonly used measures: accuracy, true positive rate and false positive rate.
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