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Preface 
 

The 6th International Conference on Computer Science, Engineering and Information Technology 
(CSEIT-2019) November 23 ~ 24, 2019, Zurich, Switzerland, International Conference on 

Machine Learning & Applications (CMLA 2019), 11th International Conference on Networks & 
Communications (NeTCoM 2019), International Conference on Internet of Things (CIoT 2019),  
6th International Conference on Signal, Image Processing and Multimedia (SPM 2019), 11th 
International Conference on Applications of Graph Theory in Wireless Ad hoc Networks and 
Sensor Networks (GRAPH-HOC - 2019), 11th International Conference on Wireless & Mobile 
Networks (WiMoNe-2019), International Conference on Network and Communications Security 
(NCS 2019) was collocated with 6th International Conference on Computer Science, Engineering 

and Information Technology (CSEIT-2019). The conferences attracted many local and 
international delegates, presenting a balanced mixture of intellect from the East and from the 
West. 
 

The goal of this conference series is to bring together researchers and practitioners from academia 
and industry to focus on understanding computer science and information technology and to 
establish new collaborations in these areas. Authors are invited to contribute to the conference by 
submitting articles that illustrate research results, projects, survey work and industrial experiences 
describing significant advances in all areas of computer science and information technology. 
 

The CSEIT 2019, CMLA 2019, NeTCOM 2019, CIoT 2019, SPM 2019, Graph-hoc 2019, 
WiMoNe 2019 and NCS 2019 Committees rigorously invited submissions for many months from 
researchers, scientists, engineers, students and practitioners related to the relevant themes and 
tracks of the workshop. This effort guaranteed submissions from an unparalleled number of 
internationally recognized top-level researchers. All the submissions underwent a strenuous peer 
review process which comprised expert reviewers. These reviewers were selected from a talented 

pool of Technical Committee members and external reviewers on the basis of their expertise. The 
papers were then reviewed based on their contributions, technical content, originality and clarity. 
The entire process, which includes the submission, review and acceptance processes, was done 
electronically. 
 

In closing, CSEIT 2019, CMLA 2019, NeTCOM 2019, CIoT 2019, SPM 2019, Graph-hoc 2019, 
WiMoNe 2019 and NCS 2019 brought together researchers, scientists, engineers, students and 
practitioners to exchange and share their experiences, new ideas and research results in all aspects 

of the main workshop themes and tracks, and to discuss the practical challenges encountered and 
the solutions adopted. The book is organized as a collection of papers from the CSEIT 2019, 
CMLA 2019, NeTCOM 2019, CIoT 2019, SPM 2019, Graph-hoc 2019, WiMoNe 2019 and NCS 
2019. 
 

We would like to thank the General and Program Chairs, organization staff, the members of the 
Technical Program Committees and external reviewers for their excellent and tireless work. We 
sincerely wish that all attendees benefited scientifically from the conference and wish them every 
success in their research. It is the humble wish of the conference organizers that the professional 

dialogue among the researchers, scientists, engineers, students and educators continues beyond 
the event and that the friendships and collaborations forged will linger and prosper for many 
years to come. 

 

Natarajan Meghanathan  

Dhinaharan Nagamalai (Eds) 
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ABSTRACT 
 

Document (text) classification is a common method in e-business, facilitating users in the tasks 

such as document collection, analysis, categorization and storage. Semantic analysis can help 
to improve the performance of document classification. Though having been considered when 

designing previous methods for automatic document classification, more focus should be given 

to semantics with the increase number of content-rich electronic documents, forum posts or 

blogs online, which can reduce human workload by a great margin. This paper proposes a 

novel semantic document classification approach aiming to resolve two types of semantic 

problems: (1) polysemy problem, by using a novel semantic similarity computing strategy (SSC) 

and (2) synonym problem, by proposing a novel strong correlation analysis method (SCM). 

Experiments show that our strategies can help to improve the performance of the baseline 

methods. 

 

KEYWORDS 
 

semantic document classification, semantic similarity, semantic embedding, correlation 

analysis, machine learning 

 

1. INTRODUCTION 
 

Automatic document classification has many applications in numerous electronic business (e-

business) scenarios [2]. For example, a medium-sized company may receive quite a few emails 

daily without accurate and concrete information such as recipient’s name or department, which 

have to be read by an assigned agent so that the destinations can be determined. Thus, it is no 
doubt that an automatic document classification system can reduce human workload to a great 

extent. 
 

More generally, given the rapid growth of web digital documents, it is often beyond one’s ability 
to categorize information by reading thoroughly the pool of documents. Accurate and automatic 

text classification techniques are hence needed, which can classify the incoming text documents 
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into different categories such as news, emails, contracts, reports, etc. Users can hence estimate the 
content and determine the priorities of each document, maintaining more organized working 

schedule and creating more business value [28]. 
 

A quantitative definition of text classification was proposed by Aggarwal and Zhai [1]: given a 

set of text documents D = {x1,x2,...xN}, each document xi has to be assigned with a set of different 

selected indices {1,2,...,k} that represents k different labels of text categories from an overall index 

list. 
 

A typical method of automatic text classification is that given a training set of documents with 
known category labels and word dependency information, calculation on each member of the test 

document set has to end up with a list of possibilities on each label assigned to it. Certainly, the 

label with the highest likelihood corresponds to the predicted category that a test document 
belongs to. Classical machine learning (ML) algorithms such as Bayesian classifier, decision 

Tree, K-nearest neighbour, support vector machine and neural network were often applied in text 

classification [16]. In recent years deep learning algorithms are also introduced in these tasks. 
One of the representative trials was the application of convolutional neural network (CNN), a 

powerful network in computer vision [17]. Recurrent neural network, which has memory function 

that can capture sequence-formed information, was later introduced and became popular to 

handle classification problems [36]. 
 

However, most baselines mentioned above seldom view the classification problem from the 

perspective of semantic analysis. For example, the traditional Bayesian-based text classification 

method constructs a classification model based on the frequencies of some feature words in 
corpus. Unfortunately, this method does not take into account polysemous words (a word which 

holds different meanings depending on the context) and synonymous words (different words 

which hold a similar meaning) for semantic analysis during the classification procedure. For 
example, the Chinese word “Xiaomi” can mean either an agricultural product or a high-tech 

company; therefore, when classifying documents based on the traditional Bayesian method, 

documents including “Xiaomi” may be classified as “agriculture” or “technology”. Similar 

problems also exist in the classification of English documents. For example, English documents 
containing the word “program” may not only represent computer code programs and be classified 

as “computer”, but also represent a scheduled radio or television show and be classified as 

“entertainment”. Similarly, English articles containing the word “center” can either represent a 
geometric center and be classified as “mathematics”, or an important place of economy and 

culture and be classified as “geography”. 
 

On the other hand, synonymous words can also cause mis-classification of documents. For 
example, the word “people” is synonymous with “mass” and “mob”. But they may occur in 

articles about different topics (e.g., architecture, culture and history). Therefore, choosing these 

words as features of the classification model may cause classification errors. These situations also 
exist in document classification tasks of word-embedding-based deep learning methods. For 

example, during feature extraction procedure the word dependence is calculated based on 

network training upon a particular corpus; in other words, the result is based on the statistical 

analysis on the posterior probability of a word following another one. However, a single 
embedding cannot represent multiple meanings, while similar embeddings may refer to different 

topic types. 
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The above issues can be summarized as two research problems: 
 

(1) Problem of polysemy: some words have multiple meanings, which may lead to mis-

classification of documents; 
 

(2) Problem of synonym: different words with similar meanings are often used in different 
scenarios, but when they appear in an article at the same time, it may lead to mis-classification of 

documents; 
 

Khan et al. [16] suggested that semantic analysis could help enhance the performance of 
classification. Previous work has made significant progress on this task. Fang, Guo, Wang and 

Yang (2007), and Khan, Baharudin, Lee and Khan (2010) claimed that semantic analysis can be 

generally implemented by the introduction of ontology that represents terms and concepts in a 
domain-wised manner [8,16]. However, ontologies are particularly pre-defined domain-constraint 

expert knowledge base. They are not good at eliminating ambiguity across different fields 

(domains) or different natural languages, which may lead to polysemy and synonymy issues [29], 

finally resulting in uncertainty of document classification [9]. Liu, Scheuermann, Li and Zhu 
(2007) proposed a text classification method based on WordNet for word sense disambiguation 

(WSD) [20]. Some other approaches use supervised (Jin, Zhang, Chen, Xia (2016) [12]) or 

unsupervised method or the joint method of them (Wawer and Mykowiecka (2017) [32]) for word 
disambiguation. However, few methods consider document misclassification caused by both the 

ambiguity of polysemy and multi-scene characteristics of synonym at the same time. In recent 

years, some approaches use name entities for text classification. For example, Stefan, Miroslav, 

Ivan, Marko and Aleksandar (2017) proposed a method based on name entity network linking. 
However, the author showed that their experiment results did not show any significant 

improvement when using named entities, and in some cases even worse performance [28]. 

Türker, Koutraki, Zhang and Sack (2018) proposed an approach based on a name entity 

dictionary (i.e., Anchor-Text Dictionary). However, if the words of the text do not exist in the 

dictionary, the classification results may be biased [30]. 
 

HIT IR-Lab Tongyici Cilin (Extended) proved that extending word meaning effectively or 

replacing keywords with synonyms can significantly improve the performance of information 

retrieval, text classification and automatic question answering system [13]. Motivated by this 

linguistic evidence, in this research, we propose two strategies to improve the performance of 

semantic document categorization of baselines. The first strategy aims to solve polysemy problem 

by using a novel semantic similarity computing method (SSC) so that the most context-fitting 

meaning of a word can be determined by referring to the meaning of similar sentences in a 

common dictionary. In this paper, CoDic [10,34] and Hownet [7] are used as common dictionaries 
for meaning determination and term expansion. With the help of CoDic and Hownet, words with 

ambiguity will be removed from the feature list, enabling more distinctive features to be selected. 

The second strategy aims to solve the synonym problem by adopting a strong correlation analysis 

method (SCM), where synonyms unrelated to the classification task are deleted. Otherwise, select 
the specific meaning of one word in the synonym group from the common dictionary and replace 

the other synonyms in the same group. 
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2. RELATED WORK 
 

Automated document classification, also called categorization of document, has a history that can 
date back to the beginning of the 1960s. The incredible increase in online documents in the last 

decades intensified and renewed the interests in automated document classification and data 

mining. In the beginning, document classification focused on heuristic methods, that is, solving 
the task by applying a group of rules based on expert knowledge. However, this method was 

proved to be inefficient, so in recent years more focuses are turned to automatic learning and 

clustering approaches. These approaches can be divided into three categories based the 

characteristics of their learning phases: 
 

(1) Supervised document classification: this method guidelines the whole learning process of 

classifier model by providing complete training dataset that contains document content and 

category labels at the same time. The process of supervision is like that of students doing 
exercises which have correct answers for them to refer to. 
 
(2) Semi-supervised document classification: a mixture method between supervised and 

unsupervised document classification. Parts of documents have category labels while the others 
do not. 
 
(3) Unsupervised document classification: this method is executed without priori knowledge of 
the document categories. The process of unsupervised learning is like that of students doing final 

examination which they do not have standard answers for reference. 
 

However, no matter what kinds of learning methods, many of them require to firstly convert 

unstructured text to digital numbers in the data pre-processing stage. The most traditional (and 
intuitional) algorithm is one-hot representation, which uses N-dimension binary vector to 

represent vocabulary with each dimension stands for one word [16]. However, this strategy easily 

incurs curse of dimensionality for representation of long texts. This is because a big vocabulary 
generates high-dimension, but extremely sparse vectors for long documents. Therefore, 

dimensionality reduction operation which removes redundant and irrelevant features is needed 

[4]. This demand is satisfied by the methodology called feature extraction/selection. The goal of 
feature extraction is the division of a sentence into meaningful clusters and meanwhile removing 

insignificant components as much as possible. Typical tasks at the pre-processing stage include 

tokenization, filtering, lemmatization and stemming [31]. After that, feature selection aims to 

select useful features of a word for further analysis. Compared with one-hot representation that 
generates high-dimensional, sparse vectors, an improved solution called TF-IDF produces more 

refined results. In this frequency-based algorithm, the importance of a word is represented by the 

product of term frequency (how frequent the word shows up in a document) and inverse 
document frequency (log-inverse of the frequency that documents containing such word in the 

overall document base) [21,31]. These two algorithms, however, clearly suffer from limitations 

brought by neglecting the grammar and word relations in documents. More recently, distributed 
representation that illustrates dependencies between words are more widely used, as it reflects the 

relationships of words in one document [23]. Currently, the most widely used strategy to learn the 

vectorized words is to maximize the corpus likelihood (prediction-based), with the word2vec 

toolbox being one of the most popular tools. Implementation of this algorithm is dependent on the 
training of representation neural network with words in the form of binary vectors generated by 
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one-hot representation. The weights of the network keep being updated until convergence, which 
generates a vector that lists the possibility of each word could follow the input word in a 

document [16,23]. 
 

3. SEMANTIC DOCUMENT CLASSIFICATION 
 

This section proposes two novel strategies to resolve the research problems mentioned above. 
 

3.1. Strategy to Resolve Polysemy Problem: SSC 
 

The first strategy aims to solve polysemy problem by using a novel semantic similarity 
computing method. The most context-fitting meaning of a word can be determined by referring to 

the semantics of related sentences in a common dictionary (e.g., CoDic for English and Hownet 

for Chinese). 

 
In this strategy, we implement the semantic similarity computing method (SSC) for the similarity 

between two sentences. The SSC splits a text document into sentences. For each word (w) in a 

sentence (s), all of its concepts from the dictionary are extracted based on its Part-of-speech (PoS) 
tag in the sentence. Then, semantically compare each concept of w with s and return the concept 

with the maximum similarity score. Words that are not determinative of their exact meanings will 

be removed from the list of features, and hereby more distinctive terms are more likely to be 
selected as features. The pseudocode of the SSC algorithm is shown as Table 1. 

 

The workflow of the SSC is quite simple. From Table 1, it is clear that the first step is to segment 

each sentence into words (word_tokenize) and tokenize each word (pos_tag) with its part of 
speech. Then, we get the synonym set (synset) for each tagged word in the sentence according to 

their PoS (tagged_to_synset). After that, we filter out the null component in each synset. Next, for 

each synset in the first sentence (sent1), we compute the similarity score of the most similar word 
(compute_similarity) in the second sentence (sent2). The aim of our function compute_similarity 

is to measure the similarity between two synsets. If two words are similar, their synsets should 

also be similar. This is because if two words are very similar, then their correlations with the 
same some other words will be very close. On the other hand, if the correlation between two 

words and the same some other words is close, then the two words are similar to each other [26]. 

 
Table 1. Semantic similarity computing (SSC) 

 

Algorithm: semantic similarity computing (SSC) 

Input: target sentence (ts); a set of test sentences (ss) 

Output: the most similar sentence (s in ss) to ts with its maximum similar score (max) 

def sentence_similarity (sentence1, sentence2) 
#Tokenize & pos tag  

sentence1 = pos_tag(word_tokenize(sentence1)) 

sentence2 = pos_tag(word tokenize(sentence2)) 

# Get the synsets for the tagged words  
synsets1 = [tagged_to_synset(*tagged word) for tagged_word in sentence1] 

synsets2 = [tagged_to_synset(*tagged word) for tagged_word in sentence2] 

# Filter out the Null values  
synsets1 = [synset1 for synset1 in synsets1 if synset1]  
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synsets2 = [synset2 for synset2 in synsets2 if synset2]  
score, count = 0.0, 0 

# For each word in the first sentence  

for synset1 in synsets1 

# Get the similarity score of the most similar word in the second sentence  
best_score = max([synset1.compute_similarity(synset2) for synset2 in synsets2] ) 

# Check that whether the similarity could have been computed if best score is not None 

score += best_score 
count += 1 

# Average the values 

score /= count 

return score # end of sentence similarity function 
# __main__ 

max = 0.0 

most_similar_sentence = None 
for s in ss 

value1 = sentence_similarity(s, ts)  

value2 = sentence_similarity(ts, s)  
avg_similarity = (value1 + value2) / 2 

if avg_similarity >maximum: 

most_similar_sentence = s 

max = avg_similarity 
print (“The most similar sentence is {}, with score {}”.format(most similar sentence, max)) 

 

In the function of compute_similarity, when calculating the similarity of any two words in two 

synsets, we applied the mean value of multiple methods (if applicable): Path Similarity (PS) [3], 
Leacock-Chodorow (LCH) [18], Wu-Palmer (WUP) [33] and Lin [19]. This is because when 

using thesaurus (dictionary) alone to calculate the similarity, if the word is not in the dictionary, 

the similarity cannot be calculated. 
 

PS computes the shortest number of edges from one word to another, assuming that a hierarchical 

structure exits (like WordNet that is essentially a graph) [22]. In general, two word that have a 

longer path distance are less similar than those with a very short path distance. If there is no path 

between two words, PS will return a Null value. This is another reason why we use different 
similarity measures. 
 

simpath(c1, c2)  =  pathLen(c1, c2) (1) 

 

where c1, c2 are two words, and pathLen(c1,c2) is the shortest number of edges between those two 
words in a given thesaurus. 
 

LCH is almost the same as PS, except it uses the negative logarithm of the result of the length of 

path. 
 

simpath(c1, c2) = − log(pathLen(c1, c2)) (2) 

 

Based on LCH, WUP metric expands it by weighting the edges according to the distance in the 

hierarchy. Unlike the above methods, Lin metric considers similarity as both the information 
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content shared between two words, and the difference. It calculates the probability of the lowest 
common word between two words c1 and c2, which is the lowest-leveled node in the hierarchy 

that is the parent of both c1 and c2 based on the corpora used [22]. 
 

After computing the similarity score of all synsets of sent1 with that of sent2, an average 
similarity value between them can be returned. By using this method, we can acquire the 

similarity values between all test sentences (ss) and the target sentence (ts). In the end, the test 

sentence with the maximum similarity value can be chosen as the most semantically similar 

sentence. 
 

3.2. Strategy to Resolve Synonym Problem: SCM 
 

There may be many synonyms in a large text, but not all of them are suitable as text features. As 
is known to all, selecting effective text features can reduce the dimension of feature space, 

enhance the generalization ability of the model and reduce overfitting, so as to improve the effect 

and efficiency of classification and clustering [5]. Therefore, effective feature selection is 
particularly important. In this section, we can turn the synonym problem into a sub-problem: how 

to determine the degree of the relevance between a feature and the classification task and then 

remove the feature words in the synonym group that are weakly relevant to or irrelevant to the 
classification task. 

 

In this paper, a novel correlation analysis algorithm, named SCM, is proposed to obtain effective 

feature sets. The idea of the SCM contains two important considerations: 
 

The feature words with strong category discrimination ability are extracted by using the category 

discrimination method (CDM), and then the correlation between other feature words and 
categories is measured by the feature correlation analysis (FCA). That is, the selected feature is 

guaranteed to be the most relevant to the category first, and then the degree of correlation 

between other features and selected features is calculated. 

 
If a feature has a strong correlation with the selected feature, the SCM will not include it into the 

feature candidate set even if the feature has a strong correlation with the category. Because 

compared with existing feature candidate set, the new undetermined features cannot provide 
additional category-related information. 

 

This paper adopts TF-IDF (Term Frequency-Inverse Document Frequency) [14,27] as the 
implementation of CDM. By applying TF-IDF to the synonym group in undetermined features, 

we can get a feature candidate set composed of a number of features with strong category 

discrimination ability. The TF-IDF method is a frequency-based algorithm. In TF-IDF, the 

importance of a word is represented by the product of the word frequency (i.e., the frequency 
with which the word appears in the document) and the inverse document frequency (i.e., dividing 

the total number of documents by the number of documents containing the term, and then taking 

the logarithm of that quotient). The formulas of TFIDF are as follows. 
 

tf𝑖,𝑗 =
𝑛𝑖,𝑗

∑ 𝑛𝑘,𝑗𝑘
 

(3) 
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idf𝑖 = 𝑙𝑔
|𝐷|

|{𝐷𝑗: 𝑡𝑖𝜖 𝑑𝑗}| + 1
 

(4) 
 

 

tf − idf𝑖,𝑗 = 𝑡𝑓𝑖,𝑗 ∗ 𝑖𝑑𝑓𝑖 (5) 

 

where (3) refers to the importance of a term ti in a particular document dj. The molecule ni,j is the 

number of occurrences of ti in dj, and the denominator is the sum of the number of occurrences of 
all words in dj. Formula (4) is a measurement of the general importance of a word in all 

documents. Its molecule represents the total number of documents in the corpus. The 

denominator represents the number of documents containing the word ti. Formula (5) is the 
product of “term (word) frequency (TF)” and “inverse document frequency (IDF)”. The more 

important a word is to a certain category of texts, the higher its tf-idf value will be, and vice 

versa. Therefore, TF-IDF tends to filter out common words and retain important words to certain 

category of texts. 
 

The SCM proceeds to calculate how strongly all features (in each synonym group) are related to 

category (C) in the feature candidate set. The formulas are as follows, 
 

 H(x) = ∑ (𝑝𝑖 ∗ 𝑙𝑔
1

𝑝𝑖
)𝑛

𝑖=0  (6) 

 

𝐻(𝑋|𝑌) = ∑ 𝑝(𝑌𝑗) ∑ 𝑝(𝑋𝐼|𝑌𝐽)𝑙𝑔
1

𝑃(𝑋𝑖|𝑌𝑗)
𝑖𝑗

 
(7) 

 

 

𝐼(𝑋|𝑌 )  =  𝐻(𝑋)  −  𝐻(𝑋|𝑌 ) (8) 
 

Corr(X, Y) =
𝐼(𝑋|𝑌) + 𝐼(𝑌|𝑋)

𝐻(𝑋) + 𝐻(𝑌)
 

(9) 

 
where X is an n-dimensional random variable and Y is a certain of class (or category). 
Formula (6) represents the entropy of X, that is the uncertainty of X. Formula (7) means the 
uncertainty of X given the occurrence of Y. Formula (8) represents information gain between 
H(X) and H(X|Y ). Formula (9) is used to measure the degree of correlation between a 
feature (X) and a category (Y). 
 
According to the degree of correlation, the features in each synonym group are arranged in a 
descending order respectively, and then the ordered feature sequences are put back into the 

feature candidate set. Select the first feature in the sequence, that is, the feature with the strongest 

correlation with category (C), and remove it from the feature candidate set and put it into the 

feature result set. 
 

In order to eliminate redundant features, it is necessary to calculate the degree of mutual 

independence between any two features (within a synonym group). Thus, this section proposes a 

novel feature correlation analysis method, called FCA, to exclude unnecessary features in 
synonym groups of the feature candidate set. The idea of the FCA is simple: if a remaining 

feature in the candidate set is a strong category-correlated feature, and its mutual independence 

with the selected feature is greater than or equal to a threshold alpha, it indicates that the 
candidate feature is independent of the selected feature, and it needs to be included in the feature 
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result set. Otherwise, the feature is considered as redundant and should be deleted. Repeat this 
process until the feature candidate set is empty. The formulas are as follows: 

 

IDP(X𝑖 , Y|X𝑗) =
𝐼(X𝑖 , Y|X𝑗 ) + 𝐼(X𝑗 , Y|X𝑖)

2𝐻(𝑌)
 

(10) 

 
 

I(X; Y|Z) = lg
𝑝(𝑋|𝑌𝑍)

𝑝(𝑋|𝑍)
 

(11) 

 
where (10) is used to measure the degree of mutual independence between feature Xi and feature 

Xj when the category (Y) is known. Formula (11) describe the mutual information between feature 
X and feature Y in the case of given condition Z. 

 

4. EXPERIMENTS 
 
This section first introduces the datasets and evaluation metrics. Then, we experiment our 

strategies based on several baselines with detailed experimental procedure. After that, 

classification assessment is given based on the performance. 
 

4.1. Dataset and Evaluation Metrics 
 

To test the reliability and robustness of our strategy, we use: 
 

Dataset 1: a movie review dataset from Rotten Tomatoes [24, 37]. This dataset contains 10662 

samples of review sentences, with 50% positive comments and the remaining negative ones. The 

size of the vocabulary of the dataset is 18758. Since the dataset does not come with an official 
train/test split, we simply extract 10% of shuffled data as evaluation (dev) set to control the 

complexity of model. In the next research stage, we will use 10-fold cross-validation on the 

dataset. 
 

Dataset 2: 56821 Chinese news dataset, which is available in PaddlePaddle 1 that is an open 

source platform launched by Baidu for deep learning applications. It contains 10 categories: 

international (4354), culture (5110), entertainment (6043), sports (4818), finance (7432), 

automobile (7469), education (8066), technology (6017), stock (3654) and real estate (3858). 
We assess the classification quality automatically with macro-average on accuracy and loss. 
 

4.2. Experiment on neural network (NN) 
 

In this experiment, the baseline CNN is taken as an example to compare the performance of 

classical NN and the improved one with our proposed strategy in document classification. The 

detail of model parameters is listed in Table 2. Both of the two trained models are evaluated on 
the dev dataset every 100 global steps and then they are stored in checkpoints before the training 

process starting again. After multiple training epochs, the models stored in checkpoint can be 

recovered and used for testing on a new dataset. Partial code for this work is available on github 2. 
The experimental procedure is described as follows. 
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(1) Each document in the corpus will be firstly transformed into our semantic document (i.e., 
documents with semantics embedding) [35] by extending each polysemous word and category-

correlated synonymous word with its context-fitting concepts from the common dictionary (i.e., 

CoDic for English and Hownet for Chinese) with the help of the SSC and the SCM strategies, 

which aims for accurate semantic interpretation and term expansion. 
 

CoDic is a semantic collaboration dictionary constructed under our CONEX project [10,34,35]. 

In CoDic, each concept is identified by a unique internal identifier (iid). The reason of this design 

is to guarantee semantic consistency and interoperability of documents while transferring across 
heterogeneous contexts. For example, from Figs. 1 and 2, it is clear that in CoDic, the word 

“program” with the meaning of “a scheduled radio or television show” is uniquely labelled by an 

iid “0x5107df021015”, while its another meaning “a set of coded instructions for insertion into a 
machine...” has another unique iid “0x5107df02101c”. Currently, CoDic is implemented in XML, 

where each concept is represented as an entry with a unique iid (see Fig. 3). It is convenient to 

extract all different meanings of any given word for later semantic analysis by using existed 
packages (e.g., xml.etree.cElementTree for Python and javax.xml.parsers for Java). Hownet as a 

common dictionary to handle Chinese documents is used similarly.  

 
Table 2. Parameter settings of our experiments 

 

Parameters values 

Percentage of splitting a dataset for training, 

testing and validating, respectively 

0.8/ 0.1/ 0.1 

Dimensionality of character embedding 128 

Filter sizes 3,4,5 

Number of filters per filter size 128 

Dropout keep probability 0.5 

L2 regularization lambda 0.01 

Batch Size 64 

Number of training epochs 1/ 5/ 10/ 50/ 100 

Evaluate model on evaluation (dev) dataset 

after these steps 

100 

 

 
 

Figure 1. Word “program” with the meaning “a scheduled radio or television show” in CoDic 
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Figure 2. Word “program” with the meaning “a set of coded instructions for insertion into a machine” in 

CoDic 

 

 
 

Figure3. CoDic in XML 
 

(2) Build a SemCNN (CNN+SSC/SCM) network. The first layer embeds words and their extracted 

accurate concepts into low-dimensional vectors. The second layer performs convolutions over the 

semantic-embedded document tensors using different sized filters (e.g., filter size = [3, 4, 5]). 
Different sized filters will create different shaped feature maps (i.e., tensors). Third, max-pooling 

is used to merge the results of the convolution layer into a long feature vector. Next, dropout 

regularization is added in the result of max-pooling to trade-off between the complexity of the 
model being trained and the generalization of testing on evaluation dataset. The last layer is to 

classify the result using a Softmax strategy. 
 

(3) Calculate loss and accuracy. The general loss function for classification problems is the cross-
entropy loss which takes the prediction and the real value as input. Accuracy is another useful 

metric being tracked during training and testing processes. It can be used to prevent model 

overfitting during model training. At the beginning of the training, the training error on training 
dataset and the verification error on the evaluation dataset will decrease continuously. However, 

when the training process reaches a certain critical point, the accuracy of classification on the 

evaluation dataset will decline while the accuracy of training will continue to increase. At this 
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time, in order to avoid overfitting of the model, the training process should be interrupted and the 
parameters at the critical point should be used as the training results of the model. 
 

(4) Record the summaries/checkpoints during training and evaluation. After an object declaration 

of CNN/SemCNN class, batches of data are generated and fed into it to train a reliable classification 
model. While the loss and accuracy are recorded to keep track of their evolvement over iterations, 

some important parameters (e.g., the embedding for each word, the weights in the convolution 

layers) are also needed to be saved for later usage (e.g., testing on new datasets). 
 

(5)  Test the classification model. Data for testing are loaded and their true labels are extracted for 

computing the performance of prediction. Then, the classification model is restored from the 

checkpoints, executing on the test dataset and producing a prediction for each semantic 

document. After that, the prediction results are compared with the true labels to obtain the testing 
accuracy of the classification model. 
 

4.3. Experiment on ML approaches 
 

The procedures of training classification models using classical machine learning algorithms with 

the proposed strategies are listed as follows, while the details can be also found in our open 

source code. 
 

(1) Transform words into vectors based on inputted texts (Note: Chinese document needs to 

execute word segmentation beforehand.). Collect all words used in texts, perform a frequency 

distribution and then find out effective features suitable for document classification by using the 
proposed strategies (SSC and SCM). After that, each text will be converted to a long word vector, 

where True (or 1) means a word (or a feature) exists while False (or 0) means absent. 
 

(2) Execute multiple classical machine learning approaches (e.g., Naïve Bayes, NB) based on the 

word vectors from Step (1). In this experiment, three variants of NB classifier are used. They are 

Original NB, multinomial NB and Bernoulli NB classifier. All of them take word features and 

corresponding category labels as input to train classification models. It is of note that sometimes 
the classifier should be modified based on realistic cases. For example, in order to avoid the 

probability being close to zero and underflow problem in NB, it is better to initialize the 

frequency of each word to one and take natural log of the product in the computation of posterior 
probability, respectively. 

(3) Save the trained classifiers for later usage. This is because the training process might be time-

consuming, which depends on numerous factors such as dataset size and the computation 

complexity during model training. Thus, it is impractical to train classification models each time 
while you need to use them. 
 

(4) Boost multiple classifiers to create a voting system that is taken as a baseline for comparison. 

To do this, we build a typical classifier (i.e., VoteClassifier) with multiple basic classical ML 
classification algorithms (i.e., taking multiple basic classifier objects as input when initialized), 

each of which gets one vote. In VoteClasssifier, the classify method is created by iterating 

through each basic ML classifier object to classify based on the same input features. This 
experiment chooses the most popular metrics (e.g., accuracy) among these classifiers. The 

classification can be regarded as a vote. After iterating all the classifier objects, it returns the most 

popular vote. 
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4.4. Experiment Result and Analysis 
 

In the actual testing process, we need to maintain a common synonymous word dictionary and a 

common polysemous word dictionary. The reason we need to maintain these two dictionaries is 
that the computation workload to judge polysemy and synonyms in a long text are very heavy. 

For example, if there are n words in a text and each word has m different meanings, then the 

computational complexity of determining polysemous words is O(n∗m), and the computational 

complexity of determining synonyms is O(n∗(n−1)), so that the total computational complexity is 

O(n∗(m+n−1)) > O(n2). Therefore, maintaining these two dictionaries can reduce computational 

complexity and reduce the pre-processing time of text classification. 
 

Table 3 shows the experimental comparison between classical machine learning algorithms and 

their improved counterparts on Dataset 1. In this experiment, classical machine learning 
algorithms include Original Naïve Bayes (NB), Multinomial Naïve Bayes (MNB), Bernoulli 

Naïve Bayes (BNB), Logistic Regression (LR), support vector machine (SVM) with stochastic 

gradient descent (SGD), Linear SVC (SVC) and Nu-Support Vector Classification (NSVC). 
 

From Table 3, it is clear that our improved algorithms have better performance than the classical 

ML algorithms in the accuracy of model prediction on the evaluation dataset. It is of note that 

three-variant NB algorithms and LR perform better than three-variant SVM algorithms, in both of 
the classical ones and improved ones. The VoteClassifier plays a role of baseline for the 

comparison between different algorithms. Table 4 and 5 show that SemCNN performs better than 

CNN in terms of accuracy and loss in different numbers of epochs. As the number of epoch 

increases, both of them increase in the accuracy of evaluation and decrease in the loss 
continuously (before reaching overfitting). 

 

Table 3. Comparison of classical machine learning algorithms and our improved ones on Dataset 1 

 

Accuracy (%) Accuracy (%) 

NB 73.493 Improved NB 78.464 

MNB 74.698 Improved MNB 79.518 

BNB 74.096 Improved BNB 79.819 

LR 73.494 Improved LR 76.506 

SGD 69.879 Improved SGD 74.096 

SVC 72.741 Improved SVC 73.946 

NSVC 72.892 Improved NSVC 76.355 

VoteClassifier 74.397 Improved VoteClassifier 74.398 
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Table 4. Comparison of SemCNN and traditional CNN on Dataset 1. 

 

Number of epochs 
Accuracy Loss 

SemCNN CNN SemCNN CNN 

Epoch = 1 0.586 0.568 0.818 0.876 

Epoch = 5 0.713 0.676 0.567 0.59 

Epoch = 10 0.744 0.722 0.519 0.62 

Epoch = 50 0.841 0.724 0.621 0.742 

Epoch = 100 0.902 0.739 0.961 0.999 

 
Table 5. Comparison of SemCNN and traditional CNN on Dataset 2. 

 

Number of epochs 
Accuracy Loss 

SemCNN CNN SemCNN CNN 

Epoch = 1 0.861 0.828 0.473 0.560 

Epoch = 5 0.956 0.923 0.211 0.295 

Epoch = 10 0.990 0.953 0.095 0.212 

Epoch = 20 0.990 0.966 0.0919 0.170 

 

5. CONCLUSION 
 

This paper introduces new strategies for semantic document classification. It mainly has two 

improvements: (1) solving polysemy problem by using a novel semantic similarity computing 
method (SSC). The SSC implements semantic analysis by executing semantic similarity 

computation and semantic embedding with the help of common dictionary. In this paper, we use 

CoDic for English texts and Hownet for Chinese texts. (2) solving synonym problem by 
proposing a novel strong correlation analysis method (SCM). The SCM consists of the CDM 

strategy for the selection of feature candidate set and the FCA strategy for the determination of 

the final feature set. Experiments show that our strategy can improve the performance of semantic 

document classification compared with that of traditional ones. 
 

We will continue going deep in this research of semantic document classification. More multiple 

deep learning models (e.g., DualTextCNN, DualBiLSTM, DualBiLSTMCNN or 

BiLSTMAttention) will be tested for semantic document similarity on well-known document 
datasets with different natural languages. We would also try to compare our strategies with state-

of-the-art embedding methods such as FastText [15], BERT [6] and ULMFit [11] and ELMo [25] 

and other classification methods such as the ones based on knowledge graph. 
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ABSTRACT 
 

In the era of Internet of Things, data are collected from heterogeneous wireless protocols such as 

ZigBee, WiFi, RFID, Bluetooth, sub-GHz, Z-Wave, 2G / 3G / 4G form smart sensors to fog and 

cloud platform. However, the collected data may contains sensitive information, which the owner 

does not want to be disclosure. Because of IOT architecture based on heterogeneous technologies, 
ensuring privacy and maintaining security are difficult. How to protect data and preserve privacy 

over network during end-to- end or hop-to-hop communication? In this paper, we propose an 

architecture approach for secure and privacy-aware data collection in Fog Node Based 

Distributed IOT environment. 

 

KEYWORDS 
 

Internet of Thing, privacy, security, data collection, fog 

 

1. INTRODUCTION 
 
The growth of smart devices communicated together or via a distributed platform has enabled 

data collection from sensors to fog/cloud in IOT environment. Each sensor is able to transmit 

collected data to a fog server. A multiple fog server sends all collect data to a cloud server, which 

performs data processing, analysis and monitoring. Data are transported thought a heterogeneous 
environment, stored, analysed and sometimes transformed during processing. 

 

According to Gartner, by 2025, over 1 trillion smart sensors will be used around the world and 
more than half of these devices will concern latency sensitive applications [2][3] such as 

healthcare and smart city applications. Since fog computing has emerged to support latency 

sensitive applications interacting with edge and cloud platform. How should privacy be 
preserved, and how should security be ensured, while collecting data across the edge-fog-cloud 

environment? How should data be secured through life-cycle processes across the edge-fog- 

cloud? Furthermore, how should privacy-aware data collection be provided in a well-secured Fog 

Node-Based Distributed IOT environment? 
 

In this paper, we aim to apply privacy and security requirements on some data identified and 

categorized as sensitive. Thus, we propose an architectural approach to secure and preserve 
privacy while data collection in IOT fog and cloud environment. The paper is structured as 

follows: after background and related work in Section 2, Section 3 focuses on privacy and 

security requirements in IOT-enabled platform, Section 4 presents our proposed approach, 
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Section 6 propose solution architecture, comparison analysis and Section 7 provides conclusions 

and gives direction for future work. 
 

2. RELATED WORK AND BACKGROUND 
 

Privacy and security issues are challenged and several security models for IoT have been 

designed. The rapid growth of IoT has extended Internet to any small smart devices in distributed 
environment [6] therefore has introduced a problem. As IoT environment is more heterogeneous, 

more complex [3] and maintaining security is very critical in distributed system as well as cloud 

and fog environment [4] [11] . Most research studies [6] [10] [19] [20] [21] [30] are focused on 
how to integrate security among application, perception and transport layers level for distributed 

or cloud environment such as IaaS (Infrastructure as a Service), SaaS (Software as Service), and 

PaaS (Platform as Service). To protect sensitive data a huge of privacy-preserving algorithms 

have been developed such as k-anonymity, l-diversity. The concept of k-anonymity has been 
introduced by L. Sweeney and P. Samarati [24] in order to preserve privacy. While l-diversity is a 

data anonymization technique based on generalization and suppression often with a loss of the 

quality of the information. L-diversity is defined as extension of the k-anonymity [15]. Another 
algorithm ‘t-closeness’ [21] has been developed to anonymize data [15] [25] This technique is an 

extension of l-diversity and designed to preserve the confidentiality of sensitive data while 

reducing the granularity of data representation. 

 
Several framework has been designed to maintain security along to end-to-end communication in 

IoT-based solu-tions. Cisco has proposed IoT/M2M Security Framework to protect data 

confidentiality and provide role-based security mechanisms. Other such as Icon Labs’ Floodgate 
Security Framework provides cyber security standards for Industrial Automation and 

management Systems (IACS) according to ISA/IEC 6244 standard. 
 

2.1 Privacy and confidentiality 
 
There is no universal definition of privacy because it differs according to the economic, societal, 

religious and cultural characteristics of a given population [8]. This means that privacy depends 

on our preferences what we want to share as information without disclosing personal matters. 
Many factors affect what people consider private. Many factors influence what a person may 

consider private. It depends mainly on the culture and the societal context. It also depends on a 

given situation according to which the same information considered as private differently [13]. 
Other researchers like American law professor Alan Westin have defined three levels of privacy 

norms: political, socio-cultural and personal level [19] [23]. Other searcher as Daniel Solove has 

tried to classify the elements of privacy [26] according to six categories such as: 

 

 the right to be left alone, 

 a secret access 

 the control of personal information 

 identity of the person 

 Privacy. 
 

2.2. Privacy policy and law regulations 
 

Privacy rules implementation dependent on the context of the society and country laws: 

 

 European Union has implemented General Data Protection Regulation and Data Protection 

Directive to protect privacy. The article 8 of European Convention on Human Rights (ECHR) 
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protect the individual and family right and privacy. 

 United States have adopted three main federal laws which are Children's Online Privacy 

Protection Act (COPPA) to protected children under 13 age, Gramm-Leach-Bliley Act for 
privacy in financial institutions, Health Insurance Portability and Accountability Act for 

insurance companies use. 

  

 Canada federal government provide Personal Information Protection and Electronic 

Documents Act (PIPEDA) to preserve privacy in data collection and electronic exchange. 
 

 India government adopted by the end of 2000, The Information Technology Act 2000 

improved in 2008 and in 2011 to integrate security practices and procedures to protect 

personal data or sensitive information. 
 

2.3. Privacy concerns in Data Collection 
 
Nowadays, a huge amount of data is collected from smart sensors and sent to fog and cloud 

processing system. IOT-enabled platforms must implement security and data protection rules 

following existing laws and regulations. The principle of privacy must be guaranteed. Sensitive 
data must be protected from attack and unauthorized access. 

 

Because of the use of the Internet, IOTs inherit the same vulnerabilities as any computer device. 

How to preserve privacy and ensure security. Indeed IOTs are all potential victims of 
cyberattacks. An attack on a connected object can cause considerable damage to an IoT-enabled 

fog and cloud computing platform. From one point after a connection to a device communicating 

with the others, it possible to an attacker to can access the entire IoT-enabled platform. This 
creates a serious vulnerability and any confidential information on the network can be viewed 

from any connected device. 

 

2.4. IOT main threats 
 

Any IOT-enabled platform may experience the following types of attacks such as: 
- DDOS (Distributed Denial of Service): massive attack on a network or a connected object in 

order to cause unavailability of the service or the server. 

- Thingbot: multiple attacks from a network of large-scale cyber-attacks to take remote control 
of a connected object and spread malicious programs or access confidential data on an IOT 

platform. 

- Man-in-the-Middle: interception of messages between two users by a malicious cyber-

attacker with modification of the original message. Many MIM attacks on the IOT platform have 
been reported in smart Home and in the automotive era with connected object. 

 

3. PRIVACY AND SECURITY REQUIREMENT IN IOT-ENABLED PLATFORM 
 
Due to IOT architecture and its ubiquitous Internet connection [4], [12], [27], [32] maintaining 

security in IOT platform becomes more difficult. 

 

3.1. IOT platform security requirements 
 

Security requirements in IOT based architecture should be implemented along multi-layers 
[3][30]: 

 Securing the perception layer: 

 Securing the transport channel at the network layer using Transport Layer Security 



22                                   Computer Science & Information Technology (CS & IT) 

(TLS), which is an encryption protocol to protect messages on the network, and provide 

secure channel to ensure privacy and data security. 

 Securing data, files systems, and business applications at application layer 
 

Yang et al. [30] has proposed a set of trust enhancing in IOT platform based on Key Exchange 

Management. Others as Bawany et al [3] have proposed an IOT security framework to prevent 

DDOS. 
 

Thus, according to Yang et al. [30] and Bawany et al [3], an IOT-enabled platform should 

implement: 
- IAM (Identity and Access Management), 

- AAA (Authentication Authorization Accounting), 

- K.E.M (Key Exchange and Management) for trust, and data integrity, confidentiality, 

availability, cryptography, 
- I.A.A (Identification Authentication and Authorization) 

- Devices resilience 

- Trust: smart device trust and data trust 
- Privacy: Data privacy, anonymity, unlinkability, unobservability, pseudonomity 

- Network Security: TSL protocol 

- Privacy-preserving policies: Data storage policy, location privacy, identity privacy, data 
processing and analytics privacy 

 

Identity and Access Management (IAM) refers to users/groups identification and access to 

resources or applications. IoT-enabled platform IAM policies should implement identification 
mechanisms and role for users/groups to access a specified resource. Users belong to a group or 

multiple group with different roles. Multiple users may have the same role or privilege to access 

multiple resources. 
 

IAM process is based on Authentication, Authorization, and Accounting (AAA) mechanism: 

 
- User authentication refers to the process used to verify user’s claims through  

login/password or smart card access, secret code, fingerprint scan, secure ID generated 

automatically by a program or smart key, etc. 

 
- User authorization is mechanism performed to verify the user’s access to resources or 

applications based on user’s group, user’s role or privileges. 

 
- Accounting refers to the logging of the user's Authentication and Authorization 

mechanisms 

 

 Trust process in an IoT-enabled platform may be applied into data and devices level: 
 

- Device trust refers to all mechanisms used to identify and recognize a component as trust 

and secure to communicate with other applications 
 

- Data Trust defines the entire process to ensure that the data has never been altered during 

transport on the network. Data should be identical from the origin 
 

Network security is built around three main objectives that are: 

 

- Data Confidentiality: protecting data from unauthorized users 
- Data integrity: ensuring data reliable and identical as from the origin 
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- Data availability: ensuring data available on the network for the right users when it is 

requested 
 

3.2. Data security 
 
We have organized data security approaches into four categories (see figure 1): 

 

 Integrity and confidentiality of sensitive data to prevent the risk of tampering or injection 

or falsification 

 Authenticity: data received must be authentic at the origin 

 Non-repudiation: transmitted data should not be unknown to the sender 

 Availability: ensure data availability reliably. 
 

 

 
 

Figure 1: Data security and privacy management through IoT Layers 

 

3.3. Data privacy 
 

We have organized the privacy-preserving approaches into five categories (see figure 1): 
 

- Privacy by cryptography 
- Privacy by pseudonymization 

- Privacy by anonymization 

- Privacy by unlinkability, 

- Privacy by unobservability 
 

4. PROPOSED APPROACH 
 

Data exchange in an IOT fog cloud environment may be secured in multiple manners and here we 

propose a bottom-up approach. We propose an architectural approach based on: 
 

1- IOT devices identification/authentication/authorization process  

2- Gateway and Wireless/Bluetooth access point control 

3- Data protection while collecting using dynamic key and hash function on fog and cloud IOT 
environment 
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4.1. Device security 
 
Most IOT devices in communication may be identified by an IP or media access control (MAC) 

address or by International Mobile Device Identity (IMEI). On the network, a malicious attacker  

can impersonate the IP address or MAC address to alter conveyed data or access to other 
resources. 

 

In our approach, we propose life cycle Identity and Access Management (IAM) system in which 

each device must be identified by an ID on fog Nodes. A well-integrated IOT device security 
strategy must implement: 

 

 Device identification system: in addition of IP and MAC address, any device must be 

authenticated by a specified ID with a role on the network 

 Device identity lifecycle management system: device ID must change by the time to avoid 
spoofing in case of malicious attack. We define TTL - time to live. 

 Device authentication and access control according security level and companies policies 
 

Table 1. IOT devices security management. 
 

 
 

4.2. IOT Access Point Control 
 

Access point must be controlled according to the resource sensitivity. As devices are categorized 

according to data sensitivity, each devices has grant to a specified gateway to transmit data on the 

network. We propose a dynamic access control approach based on sensitive or non-sensitive data 
and associated risks. Only IOT device with a minimum of privileges can access to a control point 

or gateway. 

 
4.3. Shared key online construction 
 

In our approach, we propose to build a shared key online from conveyed data’s elements such as 
token ID, user ID, data correlation ID (cf. table 1). All such elements will be placed in a matrix 

according to a specified order known both by client/server side. Thus, the secret key generation 

process will be reinforced. 
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Figure 2: Secret Key Matrix Generation 

 

The shared key is built online without complex calculations, which will not affect performance. 
The server knowns all dealers identified by their ID. Collected data are identified by correlation 

ID on the server side in the cloud during processing analytic stage. 

 
For each request, a new token Id I generated. The user ID is related to the dealer while correlation 

ID is depending on data collection program. 

 

4.4. Data encryption/decryption 
 

To ensure privacy, data should be encrypted before transmitting on the network. Dealers may use 
shared key to encrypt/decrypt data. We propose XOR operation to compute efficiently with all 

dealers. The proposed algorithm generate the shared key based on shared key generation which is 

based on Token ID, User ID and Correlation ID placed in different rank according to a specified 

order kown by the server and dealers (cf. figure 2). 
 



26                                   Computer Science & Information Technology (CS & IT) 

 

 

5. PROPOSED ARCHITECTURE 
 

As we defined an approach, we aims to propose secure and privacy-aware data collection solution 

architecture. 
 

5.1. Our proposition 
 

We propose a secure and privacy-preserving data collection architecture (cf. figure 3) based on: 

 

 IOT identity management at device level: each device should send data first to a fog. All 

authentication, authorization, revocation and accountability process are managed on the 
fog node. Devices are authenticated by Id which is changing by the time, IP and MAC 

address. All unknown devices are revoked. Device recover process must be implemented 

for those which have an ID duration has expired. 

 Privacy-aware data collection on the Fog Nodes: Shared key is generated according to 
token Id, and an order specified for each request, then data is encrypted using Xor 

operation before transmission on the network. 

 Data decryption and processing on the cloud servers: using online the shared key based 

on token Id and an order in the response from fog node, the application on server side can 
decrypt data. Thus, privacy for all sensitive data are preserved. 



Computer Science & Information Technology (CS & IT)                                        27 

 

 

 
 

 
 

Figure 3: Proposed architecture 

 

5.2. Prototyping And Implementation 
 

We have implemented proposed solution using iFogSim [9] in Eclipse. To simplify our model, 

we assume that sensors exchange JSON format message. We implemented a fog platform to 

collect data from many devices. We created several broker, fog and edge devices using iFogSim 
and CloudSim toolkit. 
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Figure 4: Prototype design 

 

5.3. Data Encryption/Decryption Performance Analysis 
 

We assess the performance of our proposed scheme (cf. subsection 4.4) comparing with AES 

algorithm. We can see that our scheme provide key generation from element conveyed in data 

and encrypting/decrypting process is more performant that AES as shown in the following 
picture. 

 
 

 
 

Figure 5: Our scheme vs AES performance analysis 

 

6. DISCUSSION AND ANALYSIS 
 

Maintaining security and privacy in IOT enabled platform becomes more difficult. Security and 

privacy requirements in IOT enabled architecture should be implemented along multi-layers: 
 

- Securing device at the perception layer 
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- Securing the transport channel at the network layer 
- Secure databases, files systems, and business applications at application layer 
 

6.1. Discussion 
 

The proposed architecture provide device security and preserve data integrity and confidentiality. 

All IOT devices are authenticated and their ID are management with possible revocation. A 

shared key generation mechanisms will encrypt data. Device traceability are guaranteed. A token 
ID is generated for each request. Device should be trusted by applying all mechanisms used to 

identify and recognize a component as trust and secure to communicate with other applications 

within IOT platform. Data should also be trusted using process to ensure that the data has never 

been altered during transport on the network. We should ensure that data should be identical from 
the source. 
 

Device resilience refers the ability of a component to maintain service with alteration in the 

system environment while robustness refers to its resilience against attacks. 
 

Thus, Data integrity and confidentiality are preserved. This solution prevent against Spoofing and 

Man in the middle attacks. Generated shared key based on token ID and an order will be different 

for each request. 
 

A malicious attacker cannot access to device ID which is changing by the time (cf. section 4.1). 

The data encryption preserve data integrity and confidentiality. Data privacy are guaranteed in 

our architecture. Thus, the proposed model provides data privacy policies and device security and 
resiliencies against malicious attacks. 
 

A malicious attacker cannot access to device ID that is changing by the time. The data encryption 

preserve data integrity and confidentiality and preserve data privacy comparing with other IOT 

architecture in the literature. Comparing with other IOT architectures, the proposed model 
provide data integrity, data confidentiality, data privacy policies, and device security and 

resiliencies against malicious attacks. 
 

6.2. Comparison Analysis 
 

We conducted a comparative analysis of the proposed architecture against other well-known 

framework (see Table 2) such as IoT@Work, BeTaa and OpenIoT. We remark that our and 
IoT@Work architecture are data privacy. 
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Table 2. Our proposition vs other IOT architecture. 

 

 
 

7. CONCLUSIONS AND FUTURE  WORK 
 

In this paper, we proposed a new architecture based on shared key generation and data encryption 
on fog and cloud IOT enabled environment. Data integrity, data confidentiality and data privacy 

are preserved by data encryption mechanisms. Device are authenticated and authorized. IoT 

Device Identity Management process ensure traceability and revocability. The proposed 

architecture prevent malicious attacks such as Spoofing and Man in the middle attack. In the 
future work, we are planning to implement a real-life use case to assess security, data 

confidentiality preservation and performance in fog and cloud IOT-enabled distributed 

environment. 
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ABSTRACT 
 

The need for adaptive guidance systems is now recognized for all software development 
processes. The new needs generated by the mobility context for software development led 

these guidance systems to both quality and ability adaptation to the possible variations of the 

development context. This paper deals with the adaptive guidance quality to satisfy the 

developer’s guidance needs. We propose a quality model to the adaptive guidance. This 

model offers a more detailed description of the quality factors of guidance service adaptation. 

This description aims to assess the quality level of each guidance adaptation factor and 

therefore the evaluation of the adaptive quality guidance services. 
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1. INTRODUCTION 
 
Due to technological progress, the developer is considered nowadays as a mobile actor 

operating in various development context using variable platforms. This trend seems interesting, 

however, it only poses a problem in the ability and quality adaptation to the possible variations 
of the development context (Garcia and Pacheco, 2009; kirk et al, 2009). 

 

For this, it is necessary to assist developers and ensure the plasticity of the adaptive guidance 

systems (Calvary et al, 2002; Coutaz, 2010; Khemissa et al, 2012; Khemissa et al, 2014) with 
their ability to adapt to the current development context, defined by the triplet (material 

platform, developer profile, activity context), in respect of their usefulness. Usefulness refers 

rigorously to quality services offered to developers. It refers to the ability of a guidance system 
that allows the developer to reach his objective preserving consistency and product quality in 

software development. 

 
Finally, a quality guidance system is a system capable to satisfy the developer’s guidance needs. 

Therefore, the system quality is estimated as a set of protocols and principles to be applied 

during the use of the guidance system to meet those needs.  

 
In a first stage, our work is rather focused on the study and synthesis of the limits of the existing 
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software process modeling environments (Calvary et al, 2002; Coutaz, 2010; Khemissa et al, 

2012). Taking into account specific factors for an adaptive guidance, we have classified these 
limits through retained factors describing explicitly the basic concepts linked to the adaptive 

guidance aspect (Khemissa et al, 2012; Khemissa et al, 2014). To realize the effectiveness of 

plasticity concept of the guidance system supported by its adaptation ability to current 

development context, the selected guidance quality factors are defined by: 
 

 Guidance core: The basic guidance is defined as global orientations core regardless the 

profile of both the activity context and the actor. 
 

 Developer profile oriented guidance: the guidance orientations are defined on the basis that 

the human actor, regardless his profile, has a central role in the progress of the development 

process. 
 

 Guidance to activity context: The selection of the appropriate type of guidance is more 

often not adapted nor suitable to a current activity context.  
 

 Guidance types: the selection of guidance types remains defined in a manual and intuitive 

way. It depends on the project manager experience and informal personality.  
 

 Plasticity of guidance: the guidance functions are defined and offered on the basis that the 

human actor always operates on a uniform development context. It should be noted that the 

plasticity factor is not invoked by the existing software process environments and meta-
models. It is typical to our modeling approach of the adaptive guidance. 

 

Based on the specific factors for adaptive guidance, the environments and meta-models 
considered for a comparative study are: SPEM (OMG. Inc, 2008) and APEL (Estublier et al, 

2003) considered as the most representative in the software process modeling, RHODES 

(Coulette et al, 2000; Tran et al, 2003) that uses basic concepts closest to those introduced by 
the proposed approach. 

 

According to SPEM, the guidance is a describable element which provides additional 

information to define the modeling describable elements. However, the proposed guidance is 
not suitable to the profile components in the development context. The guidance is rather 

defined in an intuitive way. 

  
ADELE/APEL is designed on reactive database. It proposes a global assistance of proscriptive 

type without considering the development context profile and automates part of the 

development process using triggers. 

 
RHODES/PBOOL+ uses an explicit description of a development process. The activities are 

associated to a guidance system with various scenarios of possible realization. 

 
We noticed well the global guidance aspect and limits for each meta-model. However, the 

current tendency is that developers would like to have a guidance quality intervention adapted to 

specific needs according to the characteristics of the current development context.  
 

In this context, we have proposed an approach to define adaptive guidance modeling in software 

process. It has been described through a meta-model denoted PGM (Plasticity of Guidance Meta 

model) based on the concepts of development context’s profile (Khemissa et al, 2012; 
Khemissa et al, 2014). This approach is defined in a Y description of the adaptive guidance. 

This description will focus on the three considered dimensions defined by the development 

context, the adaptation form and the provided service. 
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Each dimension considers several factors to deduce automatically the appropriate guidance 

service to be provided to developers according to the current context. The description of the first 
dimension offers an orientation base of the guidance regarding the profile of both the developer 

and the activity context. The second dimension defines guidance types to consider explicitly in a 

specific situation of the development context. The third dimension describes the possible 

adaptation form of guidance core. Finally, the plasticity of guidance is explained by the 
functional interrelation between these three dimensions. This approach is described 

schematically as follows: 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 
Figure 1.  Adaptive guidance in Y description 

 

In this perspective, and with a continuity spirit, we propose in this paper a quality model to the 
adaptive guidance. This model offers a refined description of the quality factors of the guidance 

service plasticity and adaptation. This description aims to assess the quality level of each 

guidance adaptation factor and therefore the evaluation of the adaptive guidance service quality. 
 

2. QUALITY MODEL FOR THE ADAPTIVE GUIDANCE 
 

In general, measuring the quality of a guidance system consists then in determining its 

appropriateness relatively to the guidance adaptation of the functional point of view. Getting a 
quality measure provides a clear picture of the guidance system and determines its behavior 

over time in terms of its adaptability to the development context. To have a complete clear 

image of the guidance system quality, we should define a quality model (Mordal-Manet et al, 
2011; Mordal-Manet et al, 2013). 

 

The most currently known models are hierarchical models that identify the quality principles, 
starting with the overall requirements and the most general principles to reach the technical 

criteria and associated metrics.These quality models offer both an overview of the system 

quality as well as a detailed view according to the considered point of view. They also allow to 

go from a detailed view to a global view and vice versa (Mordal-Manet et al, 2013). 
 

Inspired by the quality model Mc Call (McCall et al, 1976), ISO 9126 model (ISO/IEC. Iso/iec 

9126-3, 2003), ISO 25010 model (ISO/IEC. Iso/iec 25010, 2011) and Square norm (ISO/IEC. 
Iso/iec 25000, 2014; Balmas et al, 2010) recognized as international standard norms for 

assessing software quality. The development of our quality model is defined as a four-level 

model called: point of view-factors-criteria-metrics. It is identified through three points of view 

associated to the development context representing a global vision of quality. 
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Each of these point of views is described through five quality factors representing a quality 

external view. These factors are characterized by eighteen criteria that represent the quality 
internal view. These criteria are matched with the metrics that evaluate each criterion. 

 

This metric is made on the basis of a process to evaluate quantitatively and semantically each 

criterion and therefore each of the quality factors and viewpoint in order to deduce every time 
the adaptive guidance quality according to the considered viewpoint. 

 

The design pattern of the proposed quality model defined by four hierarchical description levels 
is schematically represented by the following figure. 

 

 

 
 

 

 
 

 

 
 

 

 
Figure 2. The design pattern of the quality model. 

 

It can be instantiated to describe a specific quality model to a particular domain by describing 

the set of data related to each level relative to the considered point of view. 

 

In our case, we consider three points of view related to the first dimension considered in our 
approach ‘‘PGM’’ namely the development context. The quality model for the developer point 

of view is described by the following diagram. 

 

 
Figure 3.  Quality model of the guidance plasticity 
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The detailed description of our quality model offers a more refined description of our quality 

factors through the specificity of the corresponding quality criteria. Each of the selected quality 
factors is described through a set of criteria as follows: 

 

 Guidance core: this factor is decomposed and evaluated on the basis of the following two 

criteria: 
 

 Adaptability: the degree from which the offered guidance can accommodate with specific 

situations of activity context. 
 

 Completeness: the degree from which the guidance system provides coverage of the 

whole    life cycle of a software process. 

 
 Developer profile oriented guidance: this factor is discussed relatively to the following 

four criteria: 

 
 Adaptability: the degree from which a guidance system considers, on the basis of the 

developer profile, all the elements relating to the three dimensions of adaptive guidance. 

 
 Simplicity:  the degree from which a guidance system can be used to achieve the goals 

identified by the performer efficiently and satisfiability in a specified activity context.  

 Conformity: the degree from which a guidance system serves exactly the developer 

profile needs in a particular activity context. 
 

 Functionality: the degree from which a typical system offers guidance services to support 

the developer needs in specific conditions. 
 

 Guidance to activity context: this factor is evaluated in relation to the following four     

criteria: 
 

 Adaptability: the degree from which a guidance system considers, based on the current 

activity context, all elements relating to the three adaptive guidance dimensions. 

 
 Complexity: the degree from which a guidance system processes and addresses the needs 

of the current activity context. 

 
 Scalability: the degree from which a guidance system provides the most appropriate 

behaviour to support the needs of the current context evolution. 

 

 Functionality: the degree from which a guidance system offers typical guidance services 
to address the needs of the current activity context in specific conditions. 

 

 Guidance types : this factor is appreciated on the basis of the following criteria: 
 

 Adaptability: the degree from which a guidance system considers, based on the guidance 

type, all elements relating to the three adaptive guidance dimensions. 
 

 Conformity: the degree from which a guidance system serves exactly the developer needs 

in a particular activity context. 

 
 Satisfiability: the degree from which the offered guidance type ensures the developer 

needs in the current activity context. 
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 Interchangeability: the degree from which a guidance system supports the consideration 

of the various guidance services to address the developer needs in the given activity 
context. 

 

 Plasticity of guidance: this critical factor targets the degree of a guidance plasticity through 

the following criteria: 
 

 Usability: the degree from which a guidance system can be used on different activity 

contexts allowing to achieve the goals identified by the performer efficiently and 
satisfiability.  

 

 Comprehensibility: the degree from which a system provides well-structured guidance 

services to support the developer needs in a given situation. 
 

 Operability: the degree from which a system provides a mechanism allowing, at any time, 

the developer to call the guidance services related to the current activity context. 
 

 Ease of learning: the degree from which a guidance system provides a support and 

learning service to support the concept of adaptive guidance. 
 

3. QUALITATIVE EVALUATION PROCESS OF THE ADAPTIVE GUIDANCE 
 

A metric is defined as a quantitative scale and a method which can be employed to determine 

the value taken by a property or a guidance system criterion. 
 

The evaluation of the adaptive guidance quality is deduced by a practical process at four 

decomposition levels described by quality metric, quality criterion, quality factor and quality 
point of view. 

 

This process is defined on the basis of the whole metrics, criteria, quality factors and points of 

view considered in a given software process environment. 
 

3.1. First level: quality metric 
 

The metric method for the quantitative assessment of each criterion is defined on the basis of the 

three dimensions considered in the Y description of the adaptive guidance. This metric observes 

each dimension impact with the involvement or non-consideration of its elements. 
 

This method uses a binary process to note the involvement of each element of the adaptive 

guidance dimension. The value one '' 1 '' is associated to each element involved in the criterion 
evaluation. Since each dimension is defined through three basic components, the expression for 

evaluating the impact of each dimension is given by: 

 

Value Involvement Dimension =VID = Σ (Value elementi) /3   with i = 1 to 3. 
 

Finally, the deduction of the quality criterion estimation is based on a mathematical expression 

combining all elements that define the implication of the three considered dimensions. For the 
quantitative evaluation, we use the formula of the simple average defined as: 

 

Criterion Measure = (VI context + VI service +VI form) /3. 
With: 
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VI context: involvement value of the development context. 

VI service: involvement value of the guidance service. 
VI form   : involvement value of the adaptation form. 

 

Application example: evaluation of the 'Adaptability' criterion for the RHODES environment. 

The estimation of the 'Adaptability' criterion for the RHODES environment is generated on the 
basis of the consideration degree of each dimension. Assessing each dimension is made on the 

basis of its elements involvement. The application of the defined expressions gives us the 

following result: 
 

VI context   = Σ (0 + 1 + 1) /3 = 2/3. 

VI service   = Σ (1 + 0 + 1) /3 = 2/3. 

VI form      = Σ (1 + 1 + 0) /3 = 2/3. 
Metric Adaptability = (VI context + VI service +VI form) /3. 

= (2/3             + 2/3            + 2/3      ) / 3 =   0.66. 

 

3.2. Second level: quality criterion 
 

Considering the evaluation technique of the proposed model by Boehm (Boehm et al, 2009) in 
the project management, the semantic quantification of each considered criteria is based on its 

contribution and impact on the adaptive guidance quality. 

 
The semantic quantification process is done through three levels, described by high, medium or 

low contribution, applying the following rules:   

 
<1/2: high order impact         /      = 1/2: middle order impact         /       >1/2: low order impact.              

Therefore, the numerical estimation of a criterion is done on the data interval [ 0, 1 ]. 

 

Application Example: 
 

For the purpose of clarity, the following section provides a possible scenario to evaluate 

semantically the adaptive guidance quality criteria. 
 

The numerical quantification of each criterion is deduced from the application of the defined 

methods describing the relationship between semantic evaluation and its numerical value. 

 

3.3. Third level: quality factor 
 
For each factor, the metric composition is carried at different levels from the measurements 

obtained at the criterion level. 

 

A simple or weighted average often remains the most used way to compose metrics. The 
principle of the weighted average aims to promote the most influential criteria. The weight is 

applied to the criteria according to their influence degree. 

 
In our case, the deduction of the estimated quality factor is based on a mathematical expression 

by combining the corresponding quality criteria. We use the weighted average formula. 

 
Starting from a developer point of view and for a rigorous influence practice of each quality 

criterion, we associate the weighting 'Pi' according to the importance of each criterion. The Pi 

value varies over a range of 1 to n. n represents the largest number of considered criteria to 

describe a factor quality. 
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Finally, the computation of the quality factor value 'Fq' considers both the associated value of 

criteria quality and the corresponding weighting value for each criterion. This estimate is given 
by the following formula: 

 

Adaptive guidance quality (developer’s point of view) = Σ Fi * Pfi  / n  with i = 1 to n. 

  With:  Fi: quality factor estimation. 
Pfi: associated weighting factor. 

n: considered factors number. 

 
Finally, the imbrication of the two preceding formulas, allows us to generate a combined 

expression for estimating the adaptive guidance quality. This combination is formalized by the 

following expression: 

 
       Adaptive guidance quality (developer’s point of view) = Σ (Σ Ci * Pi  / n)j * Pfj  /  m 

 With:  i = 1 to n, n: considered criteria number.    j = 1 to m, m: associated factors number. 

Ci: quality criterion estimation. 
Pi: associated weighting criterion. 

Pfi: associated weighting factor. 

 

3.4. Adaptive guidance quality 
 

It’s also possible to measure the global quality of the adaptive guidance taking into account the 
three points of view. For this, we also use an average weighting with the necessity of affecting a 

weighting to the quality of each point of view.  Therefore, we generate a layout combining the   

decomposition levels: criteria, factors and points of view. This combination is deduced by the 
following expression: 

 

Global quality of the adaptive guidance = Σ (Σ (Σ Ci * Pi  / n)j * Pfj  /  m ) * Ppv / 3 

With:  i = 1 to n, n: considered criteria number.   j = 1 to m, m: associated factors number. 
Ci: quality criterion estimation. 

Pi: associated weighting criterion. 

Pfi: associated weighting factor. 
Ppv: associated weighting point of view. 

 

4. PRACTICAL INTERPRETATION  
 

The practical quality assessment for adaptive guidance is deduced by the quality metric based 
on the implication of each of the factors associated with the three dimensions considered by our 

"PGM" approach. This estimation is derived by two phases, the first phase is the semantic 

evaluation system describing the impact of the quality criteria on the guidance adaptation. The 
second phase involves the implementation of a digital process based on the formulas and 

methods defined by our approach through the four quality levels that is: quality metric, quality 

criteria, quality factor and quality point of view. 

 
This interpretation will address the estimation of the adaptive guidance quality of RHODES 

environment (Coulette et al, 2000; Tran et al, 2003). It will focus on semantic evaluation of 

each criteria defined in relation to its strategy pattern description, its explicit description of the 
development process and the guidance system of the RHODES environment. The numerical 

estimation for each criterion is made by applying the defined methods and formulas defining the 

relationship between the semantic evaluation and numerical value. 
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Based on our study of the description and functioning of guidance developed by the RHODES 

environment, the semantic evaluation of each quality criterion is given as follows. 
 

4.1. Quality criteria Evaluation 
 
Based on the involvement principle of each factor associated with the three dimensions 

considered in our approach, the quantification process is carried by a digital process defined by 

the following rules: 

 
- Semantic evaluation of "Medium" order is defined by the numerical estimation 1/2. 

- Semantic assessments "High" and "Low" order  are defined by inversely proportional 

quantifications, such as: 
 

Quantification (semantic evaluation = 1 - Quantification (semantic evaluation                        

of high order)                                                of low order). 
 

The fact that the number of involved factors in each dimension is two, giving us an average of 

(3 * (2/3) / 3). The application of this quantification process on the quality criteria of the 

RHODES environment is defined as follows. 
 

4.2. Quality Factor evaluation 
 

Considering a unique weighting criteria equals to 1, the evaluation of each quality factor on the 

environment RHODES is as follows: 

 
Fq (guidance core) = (0.66+0.50) / 2 = 0.58. 

Fq (Developer profile oriented guidance) = (0.66+0.66+0.66+0.50) / 4 = 0.62. 

Fq (guidance to activity context) = (0.66+0.50+0.66+0.50) / 4 = 0.58. 
Fq (guidance types) = (0.66+0.50+0.50+0.34) / 4 = 0.50. 

Fq (Plasticity of guidance) = ------. 

 
Besides, the factor "Plasticity of guidance" is not an invoked factor in RHODES, we note that 

the RHODES environment covers well the full range of quality factors. 

 

4.3. Quality point of view evaluation 
 

The guidance quality estimation considers both the factors quality value and the corresponding 
weighting value of each factor. With associated weighting equal to 1, the estimate formula is 

given as follows: 

 

Adaptive guidance quality (developer point of view) = Σ Fi * Pfi / n with i = 1 to n 

                                                                              = (0.58+0.62+0.58+0.50)/4 = 0.58. 

 

Finally, we can conclude that the adaptive guidance quality for RHODES environment through 
only the developer’s point of view is estimated at 0.58 and therefore, it’s pretty well taken into 

consideration. 

 

5. CONCLUSIONS 
 
Our main purpose in this article is to propose a quality model to the adaptive guidance system 

for software process modeling. This quality model is highlighted through a detailed description 

of the quality factors of guidance service adaptation. This description allows to evaluate the 



42                                    Computer Science & Information Technology (CS & IT) 

quality level of each guidance adaptation factor in order to deduce the adaptive quality of 

guidance service. 
 

The evaluation of the adaptive guidance quality is deduced by a practical process at four 

decomposition levels described by quality metric, quality criterion, quality factor and quality 

point of view. The developer point of view is described through five quality factors representing 
a quality external view. These factors are characterized by eighteen criteria representing the 

quality internal view. These criteria are matched with the metrics that evaluate each criterion. 

This metric is made on the basis of a process to evaluate quantitatively and semantically each 
criterion, and therefore each of the quality factors and point of view in order to deduce every 

time the adaptive guidance quality according to the considered point of view. 

 

A perspective to this work concerns, at first, the necessity to estimate the productivity and cost 
due to the quality adaptation of guidance system. On another hand, we will also ensure the 

flexibility and adaptation of the metric system to the possible evolutions of the software process 

model. 
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ABSTRACT 
 

The Cellular Automaton(CA) and Artificial Potential Field(APF) method, as well as other 

theories, are traditional to simulate the flow of people .A refine model of CA, combined with adapted 

Ant Colony model, as well as the APF is delivered to simulate the evacuation process  in large 

buildings. An estimation of the total evacuation time within one floor in the Louvre is obtained 

by applying this model. The bottlenecks are identified alongside the evacuation routes. The 
applicability and flexibility of this model are proved. 
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1. INTRODUCTION 
 

1.1. Background 
 

Each year there are countless lamentable emergency evacuation failures being reported[1]. 

Especially, for the large areas with thousands of tourists, emergency evacuation plan plays an 
important role in ensuring the safety of the people inside, as it helps individuals leave the building 

as quickly and safely as possible. However, some previous studies [2,3] point out that with the 

lack of gates and complex structure, it would be rather difficult to evacuate all the people within 

the building. 
 

In general, to help reduce the evacuation time and identify the bottlenecks during evacuation, it's 

of vital importance to obtain a evacuation simulation model, as it helps the administrators to get a 

better understanding of the building and also makes it easier for them to work out an evacuation 
plan. 
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1.2.  Literature Review 
 

In order to simulate the flow of people, a series of mathematical models are adopted, such as 

cellular automaton [4,5], which use the status change of a cellular to represent the movement of 

an individual. As the individuals in the cellular automaton move without intelligence and insight, 
while implementing the cellular automaton, some people seek to put the interaction between 

individuals into consideration and obtain the optimized route using ant colony algorithms [6,7]. 

After that, the cellular automation are modified with spatial refinement [8], which simulates the 

flow of people better. The cellular automaton is combined with artificial potential field [9] to 
generate a more precise route for individuals. 
 

Unfortunately, most of these above don’t depict the flow of people during the evacuation process 

precisely, as they haven't fully considered the intelligence of people and the interplay between 
individuals. Moreover, above research concentrates on evacuation in single simple room [4], 

which may go uncertain in large building with complex structure. Therefore, though there are 

many models existing, improvements are still needed. 
 

1.3. Our Work 
 

In order to carefully simulate the evacuation process in large complex buildings, a hybrid model 
integrating 3 sub models is developed, in which human movements at a finer granularity are 

depicted, and others’ influence on the individual is considered.  

 

The remaining part of this paper is arranged in the following order. How to develop this 
evacuation model from the three aspects of the simulation is given in Section 2. The second floor 

of the Louvre in France is utilized as an example for the model application in Section 3. Finally, 

some concluding remarks and the directions of subsequent research are provided in Section 4. 
 

2. EVACUATION MODEL DEVELOPMENT 
 

Intuitively, this hybrid model is divided into three sub models, namely Refined Cellular 

Automaton(RCA), Adapted Artificial Potential Field(AAPF), and Adapted Ant Colony 

Model(AAC), so that the flow of people during evacuation is simulated more realistically based 
on those three models. 
 

2.1. Refined Cellular Automaton 
 

RCA simulates the movement of individuals inside the building with complex structure. In this 

model, individuals will move in the direction where there is still place for them to move. As they 

don't have intelligence, individuals largely move randomly. According to the traditional CA[10], 

time and space are discretized, and the evacuation area is divided into discrete grids(cells). One 
cell represents the area taken up by an individual currently. However, such simulation is not fine 

enough in an evacuation scenario, as the speed of individuals are not carefully depicted, thus it is 

refined to get the RCA sub model. 
 

 

2.1.1. Design of RCA 
 

In RCA, in order to depict the speed of an individual and portray the evacuation process in more 
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detail, the original CA and the modifications are made in the model are listed as follows. The 

evacuation area are divided into more dense grids, and each grid corresponds to one sub- cell. 

Each cellular will cover several sub-cells (and in our model a cell occupies a 3×3 piece of sub-
cells). When an individual moves, its movement will cover several sub-cells. The more sub-cells 

it covers per unit time, the faster it moves. 

 
When a cell is determining its direction of movement, it will scan for the information contained in 

its Von Neumann type neighbor sub-cells[11]. After calculation, it will choose a most promising 

direction. 
 

2.1.2. Mathematical Model of RCA 
 

According to the idea above, RCA model is proposed. The individual's velocity is V as shown. 

 

|𝑉(𝑖, 𝑗)| = 𝑚𝑖𝑛{𝑣0, 𝑚𝑎𝑥{ 𝑛𝑖+1,𝑗, 𝑛𝑖−1,𝑗 , 𝑛𝑖,𝑗+1, 𝑛𝑖,𝑗−1}}                                   (1) 

 

𝐶(𝑖, 𝑗) is the cell of row i , column j. In (1), 𝑉(𝑖, 𝑗) represents the velocity of the individual in 

𝐶(𝑖, 𝑗). And 0v is the velocity of this individual regardless of his surroundings. Then, 𝑛𝑎,𝑏is 

defined as (2). 

𝑛𝑎,𝑏 = 𝑚𝑖𝑛{ 𝑑|(𝑖,𝑗)−(𝑎𝑘−𝑏𝑘)|}                                                        (2) 

 

In (2), (𝑎𝑘 , 𝑏𝑘)denotes all the cells where the individual has an overlap with 𝐶(𝑎, 𝑏). Moreover, 

𝑑|(𝑖,𝑗)−(𝑎𝑘−𝑏𝑘)|represents the number of sub-cells between 𝐶(𝑖, 𝑗)and 𝐶(𝑎𝑘 , 𝑏𝑘). 

 

 
 

Figure 1: Individual’s choice of moving direction 

 

2.2. Adapted Artificial Potential Field Model 
 

This sub model enables the individuals in our model to know the path to the doors when they are 

inside a room. 

 
Artificial Potential Field(APF) serves as a method for local path planning[12,13],by assigning 

potential energy to the area and generating an APF. The object inside is able to get the route by 

setting the direction as the descending direction of the potential direction. Thus, it is integrated 
into this model so as help the individuals to get the route to the door. 
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However, APF appears to be weak when it comes to buildings with complex structures. In APF, 

the potential energy increases in line with the straight-line distance to the source. That means, 
when obstacles exist between the object and the source, the object cannot find a way to avoid 

them. Thus, the object in APF easily gets trapped when there are complex obstacles in the scene, 

or the room is U-shaped. 
 

 
 

                Figure 2: Individual gets trapped in APF under certain scenarios 

 

To solve the problem, APF is modified as Adapted Artificial Potential Field(AAPF) in this hybrid 
model. The route is simulated along which the visitors will go for the doors spontaneously during 

evacuation if they are inside a room. 

 

2.3. Design of AAPF 

 

In AAPF, the distribution of potential energy within the area is modified so that the individuals 
inside can get to the door without being trapped by obstacles or the corners of the room. 

 

The potential energy increases along the route in the room, not in line with the straight-line 

distance to the source. In this way, obstacles and corners inside the room will have no influence 
on the routes of the individuals as the distribution of potential energy has already bypassed them. 

 

The doors are set as destinations, which possess the lowest potential energy. Thus, individuals 
inside a room will spontaneously move towards the doors, which is consistent with the reality. 

 

AAPF and RCA are actually closely intertwined in an evacuation scenario. While RCA just 
depict the movement of the individuals, AAPF provides intelligence for the individuals, and 

enables them to 'see' the doors when they are inside a room and go for it instead of moving 

without an aim. Also, the potential energy is left in each cell, that is to say, by reading the 

potential energy left in his surrounding cells and getting the lowest one, the correct direction to 
the door is known by individual. 
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2.3.1. Mathematical Model of AAPF 

 
The potential energy of cells and attraction of doors are normatively denoted as the following two 

functions. The potential energy of the 𝑖𝑡ℎ visitor when one is in the ℎ𝑡ℎ room at the time t is 

 

𝑈ℎ𝑡 (𝑖) = 12 ⋅ 𝜉 ⋅ (  (𝑖) )
2                                                                        (3) 

 

with ξ a constant. In (3), 𝜌𝑔𝑡 (𝑖) represents the Euclidean distance between the 𝑖𝑡ℎ visitor and the 

𝑔𝑡ℎ door at time t where the 𝑔𝑡ℎ door means the door that the 𝑖𝑡ℎ visitor has selected. After that, the 
door’s attraction is as follows. 

 

𝐹ℎ𝑡 (𝑖) = −𝛻 [ ℎ (𝑖) ] = 𝜉 ⋅ (  𝜌𝑔𝑡 (𝑖) )                                                                  (4) 

 

(4) shows the door’s attraction to the 𝑖𝑡ℎ visitor at time t with The potential energy of the 𝑖𝑡ℎ 

visitor when one is in the ℎ𝑡ℎ room at the time t in (3) . 

 

2.4. Adapted Ant Colony Model 
 

The influence of people's own thoughts and minds of the simulation is included in this sub model. 
That is, individuals will be affected by others' choice when deciding which door they move 

towards. 

 
The original Ant Colony Algorithm simulates the phenomenon in an ant colony, that the latter 

tends to follow the former along the pheromone left behind while they are moving. By tracking 

the pheromone whose concentration is inversely proportional to the length of the path, the ants 

are able to identify the optimal route[14]. To simulate the herd mentality of the individuals in the 
process of evacuation, it is integrated into this model so that the evacuation process is simulated 

more precisely. 

 
In order to make it adapted to the situations where the structure of the building is complex, the 

phenomenon has to be left on the doors rather than along the route. Thus, the original Ant Colony 

model is modified to be Adapted Ant Colony model (AAC), so that it simulates how each 
individual's choice is influenced by others. 

 

2.4.1. Design of AAC 

 
In the adapted ant colony model, the modifications to the original Ant Colony Model are listed as 

follows. 

 
The pheromone is only left on the door rather than alongside the specific path that an individual 

walk along. Until an individual arrives at one of the exits of the Louvre, the pheromone he spread 

begin to take effect. The numbers of doors on the route are to indicate the length of the route 

instead of using the actual path length. 
 

That's to say, AAC simulates the process that every visitor chooses a specific door as his 

destination when he is inside a room. 
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2.4.2. Mathematical Model of AAC 

 
In this paper, the probability that each visitor chooses a door is 

 

                       (5) 
 

In (5), )(tij  and )(tij  respectively represent the concentration of pheromone at the 𝑗𝑡ℎ door and 

the inverse of the distance towards the 𝑗𝑡ℎ door at the time of t when the 𝑖𝑡ℎ visitor is at the 𝑖𝑡ℎ 

door. α and β respectively mean the weight index of  )(tij  and )(tij . In addition, 𝐷𝑘(𝑡) refers 

to the doors that are available and passed by some successful visitors for the 𝑘𝑡ℎ visitor at time t. 

 
As RCA considers the influence of the distance towards the doors inside a room, so weight β 

equals zero. As the concentration of the pheromone increases, the effect of the distance between 

𝐷𝑖 and 𝐷𝑗  is ignored.(5) gives us the probability of the 𝑘𝑡ℎ visitor to choose the 𝑗𝑡ℎ door when he 

is at the 𝑖𝑡ℎ door at time t. 

 

The way to get )(tij  is as follows. 

                                            (6) 

 

In (6), the time unit is set as t , where 𝜌represents the probability that pheromone is retained 

within t . Then 𝑆𝑘(𝑡)means those successful visitors that has passed 𝑑𝑜𝑜𝑟𝑗through𝑑𝑜𝑜𝑟𝑖during 

t after time t with 

                                                                 (7) 
 

𝐿ℎrepresents the number of the doors that the successful visitors have passed after 𝑑𝑜𝑜𝑟𝑖. 

)( ttij  is obtained by calculating )(tij using methods mentioned in (6). 

 

3. MODEL APPLICATION AND ANALYSIS 
 

Based on the hybrid model developed, it is applied to real-life scenarios to test the applicability. 

Here our model is applied to the Louvre to simulate an evacuation process with some real data 

got from Affluences[16]. After building the evacuation simulation, the evacuation process is 

analyzed and the bottlenecks are identified. 
 

The Louvre has witnessed a series of shocking terror attacks taken place in France since 

2012[17], and they have put French citizens as well as tourists at threat. Being one of the largest 

and the most popular art museum in France, the Louvre accepts an average of 15,000 visitors a 
day[18]. Thus, the Louvre needs a comprehensive and adaptable evacuation model, so that in the 

event of an emergency, its internal visitors can evacuate smoothly and minimize losses. That's 

why the Louvre is chosen to test our hybrid model. 
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3.1. Model Application 
 

In order to apply the hybrid model to the Louvre precisely, data are gathered including the 

size[19] and the floor plan of the Louvre[20], and also get the real-time tourists’ number from 
Affluences[12]. Using the data gathered, the 2nd floor model is constructed based on the floor 

plan. The halls into rooms are also divided according to the serial numbers in the floor plan. 

Numbers in Fig 3 are serial numbers of rooms. 

 

 
 

Figure 3: Structure of the Louvre (Floor 2) 

 

3.1.1.  Assumptions and Preparation 
 

In order to simplify the course of  modeling and draw some reasonable conclusions from the 

model, assumptions are as follows: 
 

1.All the visitors will follow the guidance during evacuation. 
 

2.When visitors arrive at the exits, they are able to leave the Louvre successfully. It is assumed 

that there won't be congestion outside the exits when emergencies happen. 
 

3.The moving speed of the visitors are divided into two groups, and people within the same group 

move at a same speed. It’s assumed that the visitors are divided into two groups: people who 

walk at normal speed, people who walk slower. The people who walk slower means those who 
have difficulty in moving, the elderly and the children for example. 
 

Also, visitors are distributed to the five floors based on the floor area ratio of five floors. In this 

model, the number of visitors on the 2𝑛𝑑 floor is 133. 
  
3.1.2. Application of the Sub Models 
 

Three sub models of this hybrid model are applied to the 2𝑛𝑑  floor of the Louvre. Here how each 

of these sub models are applied to the scenario of evacuation is illustrated. 
 

1. Refined Cell Automaton 
 

After dividing the area into more dense grids, RCA has the ability to depict the speed difference 

between different kinds of individuals, such as the elderly and people at a younger age, by letting   

them cover a different number of cells at the same time. 
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Figure 4: Speed difference between different kinds of visitors described using RCA 

 

2. Adapted Artificial Potential Field 
 

The route to the door for the individual inside a room is obtained using by the model of AAPF, as 

there are potential energy restored in each cells. The direction of an individual in which the cells 

have the lowest potential energy is chose by reading the potential energy in his surrounding cells 
and comparing them. 
 

The choice of direction of a visitor in AAPF is shown in Figure 5. The gradient of color depicts 
the potential energy in the room. The darker the color, the greater the potential energy is here. 

Thus, the visitors inside will choose to move towards where the potential energy is relatively 

lower, that is, where the color is relatively lighter. 
 

 
 

Figure 5: Choice of direction of visitor in AAPF 

 

3. Adapted Ant Colony Model 
 

AAC enables individuals to be affected by other individuals. When one individual gets to the exit 

and leave the building, pheromone will be left on the doors he passed. Combing with AAPF, the 
door on which the pheromone was left will be able to create an AAPF within the room, enabling 

the individuals inside to be guided to this door. Through such method, the individuals behind will 

be able to know through which door they can get to the exit. 
 

Figure 6 shows the pheromone a visitor left after he arrived at the exit successfully. The arrows 
indicate the marks he left on the doors in his forward route.  
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Figure 6: Pheromone a visitor left after he arrived at the exit 

 

3.2. Analysis of the Simulation Result 
 

Python is used to construct our simulation program, and matplotlib was utilized to draw the 

diagrams representing the evacuation situation. Every second, the current evacuation situation is 

updated in the last second and displayed via matplotlib. Different kinds of visitors are displayed 

in different kinds of colors, thus they can be easily recognized in the plot. 
 

Through simulation, it is found out that the total evacuation time of the people on the 2𝑛𝑑  floor is 

91 seconds with 133 people. The bottlenecks in the 2𝑛𝑑  floor are also identified, which is 

specifically located at the exhibition hall 800, 802, 803 and the door between exhibition hall 802 

and803. At the same time, in Figure 7,the evacuation situation of the 2𝑛𝑑floor at some specific 

time points during the evacuation process is shown. 

                         
   (a)                          (b)  

 
(c)              (d) 

Figure 7: Evacuation situation of the Louvre at 

 

(a) 1𝑠𝑡second (b) 15𝑡ℎsecond (c) 30𝑡ℎsecond (d) 50𝑡ℎsecond 

 

With the evacuation process precisely depicted in Figure 7, the congestion along the evacuation 
route is easily distinguished with naked eye as shown in Figure 8. They are specifically located at 

the exhibition hall 800, 802, 803 and the door between exhibition hall 802 and 803. 
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Figure 8: Congestion at 25th second 

 

4. CONCLUSIONS 
 

Based on CA, the model is refined by dividing the area into more dense grids. Combined it with 
AAC and AAPF which give the individuals the ability to find their way to the doors and let them 

be alerted by their predecessors who have already get to the exits, a hybrid model is established. 

This hybrid model is applied to simulate the evacuation process inside the large buildings with 

complex structure with great intuition and preciseness. 
 

The hybrid model is applied in the Louvre to simulate the evacuation process with real-time data. 

The evacuation situation during the whole process is obtained, and the bottlenecks of the 

evacuation route are identified. During the process, the speed difference of the elderly and those 
at a younger age is taken into consideration. This has proved the high applicability and flexibility 

of the hybrid model. 
 

The future work could fruitfully explore this issue further by looking into optimizing the speed of 
AAPF model, and looking into applying the hybrid model to a multi-story building. Also, some 

research can be done to analyze the influence of stairs and lifts to the hybrid model, so that the 

hybrid model can be applied to more complex situations. 
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ABSTRACT 
 

Nowadays, IOT (Internet Of Things) devices are everywhere and are used in many domains 

including e-health, smart-cities, vehicular networks,.. etc. Users use IOT devices like 

smartphones to access and share data anytime and from anywhere. However, the usage of 

such devices also introduces many security issues, including in data sharing. For this reason, 

security mechanisms such as ABE (Attribute-Based Encryption) have been introduced in IOT 

environments to secure data sharing. Nevertheless, Ciphertext-Policy ABE (CP-ABE) is 

rather resource intensive both in the encryption and the decryption processes. This makes it 
unadapted for IOT environments where the devices have limited computing resources and low 

energy. In addition, in CP-ABE, the privacy of the access policy is not assured because it is 

sent in clear text along with the cipher-text. To overcome these issues, we propose a new 

approach based on CP-ABE which uses fog devices. The letters collaborate to reduce the 

bandwidth, and partially delegates data decryption to these fog devices. It also ensures the 

privacy of the access policy by adding false attributes to the access policy. We also discuss 

the security properties and the complexity of our approach. We show that our approach 

ensures the confidentiality of the data and the privacy of the access policy. The complexity is 

also improved when compared with existing approaches. 

 

KEYWORDS 
 

Fog Computing, Access Control, Attribute based Encryption, Decryption Outsourcing.   

 

1. INTRODUCTION 

Fog computing is an emerging paradigm that extends cloud computing. It acts as an 
intermediary between the cloud and end devices by bringing processing, storage and networking 

services closer to these end devices[1]. For example, the processing and the storage of 

temporary data which are collected by sensors can be delegated to the hospital local servers 

which act as fog nodes. This architecture allows to reduce the amount of data transferred to the 
cloud for processing, analysis and storage. As a consequence, the network traffic bandwidth and 

latency are reduced. This is especially the case of data sharing, which allows users to store their 

data, access it from anywhere, at anytime, and share it with other users. However, Users lose 
control over their data when it is outsourced to the Cloud or when it is processed by fog nodes. 
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To address these issues, it is essential to use mechanisms such as encryption and decryption, 

which allow to secure data sharing. 
 

ABE [2] is a new, efficient and promising encryption/decryption technique that aims to achieve 

scalable and fine-grained access control. It keeps the encrypted data confidential even when the 

storage server is untrusted. In ABE, the encryption is based on a set of attributes describing data 
properties, user properties and properties of the environment, as well as an access structure 

indicating who can access what. ABE is constructed from an access tree representing a logical 

expression that combines several attributes via AND and OR operators. There are two main 
variants of ABE: (1) ABE Key-Policy (KP-ABE) [3] and (2) ABE-Ciphertext-Policy (CPABE) 

[2]. The KP-ABE, the encrypted data is associated with a set of attributes. Whereas, the key is 

associated with the access policy. The users can decrypt the data if and only if the attributes in 

the data satisfy the access policy. On the other hand, in CP-ABE, the attributes are associated 
with the user’s private key and the data is encrypted with the access policy. 

 

Nevertheless, one of the drawbacks of ABE is that the computational cost during in the 
encryption and decryption phases increases exponentially with the complexity of the access 

policy. This is a considerable limitation when devices are limited in terms of resources (for 

example CPU, energy, etc.). Another drawback of ABE is that the access policy is sent in clear 
text along with the ciphertext. A malicious user can obtain both the ciphertext and the 

associated access policy. The latter contains some sensitive information (like social security 

number, name,etc), that can be exploited to compromise the legitimate user’s privacy.  

In this paper, we propose a new solution based on CP-ABE. Our approach uses fog nodes 
collaboration and a newly proposed partial decryption approach with a hidden access policy to 

achieve low computation overhead and achieve secure and fine access control. 

The basic idea of our approach is as follow: 
 

(1) We use Fog nodes to offer for fast and more convenient computing services. Moreover, the 

fog computing provides low-latency communications. 
 

(2) Our scheme delegates the user’s attributes and the decryption operation to the fog nodes 

without revealing the original message, the set of user’s attributes or the attributes in the access 

policies to the fogs. Fog nodes collaborate with each other to help the user decrypt the data. To 
delegate the decryption operation, the TA (Trusted Authority) creates intermediate keys for the 

fog nodes using the user’s secret key. This intermediate key is used by the fog to partially 

decrypt the text without revealing which attributes are used in the decryption process. 
 

(3) We add false attributes to hide the access policy. The trusted authority divides the set of 

attributes over all available fogs. Each fog manages it own set of attributes. When user (Data 

Owner) creates an access policy, he divides the access policy and adds false attributes to each 
subtree of the access policy. This operation is performed by taking into account the number of 

available fog and according to the set of attributes managed by Fog node. In this way, the fog 

nodes will not be able to deduce which attributes participated in the decryption phase. 
 

Contribution: 

 
The main contributions of this paper are as follow: 

 

 To the best of our knowledge, our work is the first to hide and protect user attributes 

against fogs nodes in outsourced decryption process phase using fog nodes. 
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 We present a secure outsourcing and a fast decryption approach by delegating heavy 

computations from IOT to Fog. This is performed by creating an intermediates key from 

the user which are used to partially decrypt the ciphertext. This means that the 
computational decryption complexity of IOT is independent of the number of attributes. 

 

 We divide the set of universal attributes by the set of available fogs so that each fog 

manages its proper attributes. When the data owner wants to encrypt the data, the access 

policy is divided according to the attributes that each fog manages. 
 

 We extend our approach by adding false attributes for to each access policy so that fogs 

nodes cannot deduce the real attributes. In addition, fog nodes are not able to deduce the 

valid attributes users in the decryption process even if the case where fog nodes are 
compromised or collude. 

 

 We thoroughly analyze the security properties and the decryption complexity of our 

proposed scheme. 
 

Paper organization: 

 

The reset of this paper is organized as follows. In Section II, we examine the existing solutions 
that aim to reduce the encryption and decryption costs. In Section III, we introduce the system 

and threat models. In Section IV, we give a high-level overview of the proposed scheme. The 

detailed construction of our ABE based outsourced decryption scheme is given in Section VI. 
We analyze the security and complexity of our approach in Section V. In section VII, we 

introduce some typical scenarios where our proposed scheme can be applied. The paper is 

concluded in Section VIII. 

 

2. RELATED WORKS 

Attribute-Based Encryption (CP-ABE) [2] is considered one of the most appropriate 

technologies for performing fine-grained access control. However, the encryption and 
decryption processes in this scheme are very complex and time consuming. In order to reduce 

the cost of encryption and decryption at the user level, several schemes for externalizing the 

computation were proposed. 

 
Zhou et al. [4] proposed a new CP-ABE scheme, in which the encryption and decryption 

process is outsourced on external cloud based services. In the encryption process, the authors 

connect two access structures T1 and T2 to form a single access policy. A root AND node 
connect these access policies. The first part of the encrypted text is generated by sending T1 to 

an external encryption service while the second part is computed by the user using T2, where 

this T2 contains only one attribute. However, one flaw in this approach is that the access policy 
in this scheme is not hidden.  

 

In their work Touati et al. [5] present a cooperative CP-ABE for the Internet of Things, where 

the complex operations of the CPABE encryption primitive forced authors to use intermediates 
Unconstrained devices to outsourced encryption process. The authors assume that unconstrained 

devices are trusted. In this scheme, the data owner (device A that is a resource constrained 

device) encrypts the data under access T. During the process; device A is supported by a set of 
secure assistant devices that perform the exponentiation operation instead of the device A itself. 

The authors suppose that the intermediate unconstrained devices are trusted, but they do 

not suggest externalization of the decryption process, Another drawback is that the 



60                                    Computer Science & Information Technology (CS & IT) 

access policy is sent in the clear on the network, where the access structure can also contain 

some sensitive private information. 
 

In [6], the authors propose a new method for outsourcing CP-ABE, namely the EOEB 

(outsourcing mechanism for the encryption of the ABE encryption policy). The main idea is to 

reduce encryption costs by delegating the most intensive computations of the encryption phase 
of the CP-ABE to a semi-trusted party. The authors divide the encryption process in to two 

phases: the Pre-delegation phase, and the compDelegation phase. Pre-delegation is performed 

by KDG (Key delegation) which executes the configuration algorithm as in the basic CP-ABE. 
It also generates a secret delegation key for each data producer (DP) and a list of security 

parameters. This list is then sent to DG (delegate). Two steps are executed in the 

compDelagation phase. The first step is executed by DP. In this step, the DP generates the 

temporal encrypted text CT’ which contains the Blinded value s. The second step is executed by 
DG (delegate) which executes the most expensive computation operation without any 

knowledge of the secret message M. Nevertheless as in the work of [5], the authors do not 

propose to outsource the decryption process which consumes IOT energy at the user level and 
they do not hide the access policy. 

 

Fan et al. [7] proposed an outsourced, secure and verifiable multi-authority access control 
system called VO-MAACS. In their construction, most encryption and decryption computations 

are outsourced to Fog devices, and the result can be verified by signed the message. The Fog 

devices are responsible for the transmission of data. They are also responsible for a part of the 

computation of encryption and decryption. Fog devices can help data owners to generate some 
of the encrypted text. They also help DVs to decrypt some of the encrypted text but only when 

the DV attributes satisfy the access policy. In this proposal, the authors used a secret linear 

sharing scheme (LSSS) to construct an access policy. Despite this, in their scheme, the access 
policy is not hidden.  

 

In [8] propose a CP-ABE scheme with a hidden access strategy and fast decryption that 
improves the decryption efficiency at the user level. The authors also propose a method to hide 

the access policy by adding false attributes to the access policy which preserves its 

confidentiality. This method ensures fast decryption and hidden access policy. However, in this 

scheme even if there is an improvement in energy consumption in the IOTs. The decryption 
process still is the energy intensive since it is executed at the user level. 

 

In [9] the authors proposed Securely outsourcing multi-authority attribute based encryption with 
policy hidden for cloud assisted IoT (PHOABE), in this scheme, the attributes in access policy 

are hidden, and the decryption process is outsourced to the third party. However, the solution is 

proven selectively secure and even though the decryption process is outsourced the overhead 

cost at user still important Thus we rely on the work of Wang and Lang [8] where we have 
modified their scheme for outsourcing of the decryption process to several Clouds, using 

intermediate keys for partial decryption of the data. 

 
In existing approaches, the policy is not hidden in other works energy intensive and selective 

privacy methods is used.in other cases, outsourcing is not assured. 

 

3. BACKGROUND 

In this section, we present some notation used in this article. Then we illustrate the details of the 

encryption and decryption process. 
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A) Preliminaries 
 

1) Composite-Order Bilinear Group: Let  G  denote an algorithm that takes as input a 

security parameter and outputs a tuple (𝑁 = 𝑝1𝑝2𝑝3𝑝4, 𝐺, 𝐺𝑇, 𝑒), where 𝑝1𝑝2𝑝3𝑝4 are 

distinct primes, 𝐺 and 𝐺𝑇 are cyclic groups of order 𝑁, And 𝑒: 𝐺 × 𝐺 → 𝐺𝑇 is a bilinear 
map such that: 

 

-  (Bilinear) ∀𝑔, ℎ ∈ 𝐺 and 𝑥, 𝑦 ∈ 𝑍𝑁, it satisfies 𝑒(𝑔𝑥 , ℎ𝑦) = 𝑒(𝑔, ℎ)𝑥𝑦 . 
                   -  (Non-degenerate) ∃𝑔 ∈ 𝐺 such that 𝑒(𝑔, 𝑔) has order 𝑁 ∈ 𝐺𝑇. 

 

We require that the group operations in 𝐺 and 𝐺𝑇 and the bilinear map 𝑒 are all computable in 

polynomial time. Let Gp1, Gp2,Gp3 and 𝐺𝑝4 denote the subgroups of 𝐺 with orders 𝑝1, 𝑝2, 𝑝3 

and 𝑝4, respectively. Note that if 𝑔𝑖 ∈ 𝐺𝑝𝑖 and 𝑔𝑗 ∈ 𝐺𝑝𝑗  for 𝑖 = 𝑗, then 𝑒(𝑔𝑖 , 𝑔𝑗) = 1. If the 

generator of 𝐺𝑝𝑗 is 𝑔𝑖(𝑖 ∈ {1,2,3,4}), then every element ℎ ∈ 𝐺 can be expressed as 

𝑔1
𝑎1𝑔2

𝑎2𝑔3
𝑎3𝑔4

𝑎4 for some values 𝑎1, 𝑎2, 𝑎3, 𝑎4 ∈ 𝑍𝑁. 

 

2) Access Tree: Let 𝑇 be a tree representing an access structure. Each non-leaf node of the 

tree represents a threshold operator, which is described by its children and a threshold 

value If 𝑛𝑢𝑚𝑥  is the number of children of node 𝑥, and 𝑘𝑥  is its threshold value, then 

1 ⩽ 𝑘𝑥 ⩽ 𝑛𝑢𝑚𝑥. When 𝑘𝑥 = 1, the threshold is an OR operator, and when 𝑘𝑥 =
𝑛𝑢𝑚𝑥, it is an AND operator. Each leaf node 𝑥 of the tree is described by an attribute 

and a threshold value 𝑘𝑥 = 1 [2]. Let 𝑇 be an access tree with root 𝑟. The subtree of 𝑇 

rooted at node 𝑥 is denoted by 𝑇𝑥 . Thus, 𝑇 is the same as 𝑇𝑟 . If a set of attributes 𝜔 

satisfies the access tree 𝑇𝑥 , we denote it as 𝑇𝑥(𝜔) = 1. We compute 𝑇𝑥(𝜔) recursively 

as follows: If 𝑥 is a non-leaf node, we evaluate 𝑇𝑥(𝜔) for each child 𝑥 of node 𝑥. 𝑇𝑥(𝜔) 

returns 1 if and only if at least 𝑘𝑥  children return 1. If 𝑥 is a leaf node, then 𝑇𝑥(𝜔) 

returns 1 if and only if 𝑎𝑡𝑡(𝑥) ∈ 𝜔, where 𝑎𝑡𝑡(𝑥) denotes the attribute associated with 

node 𝑥 [2]. 

 

B) CP-ABE Algorithms 

CP-ABE consists of the following algorithms [2]:   

 

• Setup (𝑈). This algorithm takes as input an attribute universe 𝑈. It will initialize the 

system and generate the master key 𝑀𝐾 and the public key 𝑃𝐾. 

 

• KeyGen (𝑃𝐾, 𝑀𝐾, 𝜔). This algorithm takes as input the public key 𝑃𝐾, the master key 

𝑀𝐾 and a users attribute set 𝜔. It will output a private key 𝑆𝐾𝜔. 

 

• Encryption (𝑃𝐾, 𝑀, 𝑇). This algorithm takes as input the public key 𝑃𝐾, a message 𝑀 and 

an access-policy tree 𝑇. It will produce a ciphertext 𝐶𝑇.  

 

• Decryption (𝑆𝐾𝜔 , 𝐶𝑇). The decryption algorithm takes as input a private key 𝑆𝐾𝜔 and a 

Ciphertext 𝐶𝑇. It will output the plaintext 𝑀 if 𝜔 satisfies 𝑇.  

 

4. SYSTEM MODEL AND THREAT MODEL 
 

A. SYSTEM MODEL 

We consider a file sharing system consisting of five parties: Trusted Authority (TA), 
Data Owner (DO), Data User, Fogs and the Cloud. In this system, the TA is responsible for 
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system initialization, authenticating the users´s attributes, creating and sending the secret keys 

to the users and the generating intermediaries keys to the fogs. The Data owner is the user who 
wants to upload and share his data; it is also his role to specify the access policy which is used 

to encrypt the data.The policy is used to controle who can access to this shared data. The data 

user is the one who wants to access to the shared data; he solicits the TA  by sending his 

attributes in order to obtain a private key that will be used to decrypt the data. The cloud 
provides a storage service to users so that the shared data can be accessed anywhere and 

anytime. Fogs are entities to that collaborate and help users to partially decrypt the data. The 

system model is shown in Figure.1.  
 

Our proposed model secure data sharing system by  using following functions. 

 

1. Setup(τ, N, f) → {PK, MSK}: the TA executes the setup function which takes as input a 

security parameter 𝜏, the set of universal attributes 𝑁 and the number of available Fogs 

𝑓. As a result, it outputs a public key (𝑃𝐾) and a master secret key (𝑀𝑆𝐾). The public 

key 𝑃𝐾 is known by all entities of the system.  

 

2. Keygen(𝑃𝐾, 𝑀𝑆𝐾, 𝑆, 𝐹) → {𝑆𝐾, 𝑇𝐾}: this function is executed by the TA. When the user 

requests his private key by sending his set of attributes 𝑆, the TA generates two keys, a 

secret key (𝑆𝐾) and an intermediate key (𝑇𝐾). The latter operation is used after 

checking the validity of the attributes. The 𝑆𝐾 key is sent to the user while the 𝑇𝐾 key is 

sent to the fogs (𝐹) and is used in the partial decryption phase. Sending these keys is 

performed through secure channels. 

 

3. Encryption (𝑃𝐾, 𝑀, 𝑇, 𝐿) → {𝐸, 𝐶𝑇𝑖}: the user encrypts the message 𝑀 by specifying an 

access policy in tree form (𝑇) and outputs a ciphertext (𝐸) , in addition to several sub-

tree 𝐶𝑇𝑖  according to the available fogs list 𝐿.  

 

4. DecrypPartial(𝐶𝑇𝑖 , 𝑇𝐾𝑖) → {𝐶𝑖 , 𝑃𝑖}: using its intermediate key 𝑇𝐾, the fog partially 

decrypts the ciphertext .{𝐶𝑖 , 𝑃𝑖} are sent to the user.  

    5.  Decryption(𝐶𝑖 , 𝑃𝑖 , 𝑆𝐾, 𝐸) → 𝑀: the user decrypts the ciphertext 𝐶𝑇 using .{𝐶𝑖 , 𝑃𝑖} wich are 

sent by all the fogs. By using his private key, the user can recover the message 𝑀.  
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Figure 1.  scheme of the proposed solution 
 

B. THREAT MODEL  

 

In our proposed system, we assume that TA is a trusted entity as in any system that uses 
ABE. We also assume that cloud and fogs are semi-trusted entities ie: the cloud and the fogs 

apply the protocols but curious entities.Also, we supposes that each fog manages a set of 

attributes in such a way that: ∀𝑖 ≠ 𝑗𝑁𝑖 ∩ 𝑁𝑗 = ∅ where 𝑁𝑖, is the set of attributes belonging to 

the 𝑓𝑜𝑔𝑖. The communication between the entities is secure.   

 

5. DESCRIPTION OF THE PROPOSED APPROACH 

In this section, we give a description of the diffrenet phases of our approach. 

 

(A)    Initialization phase : in this phase, the trusted authority generates two keys, a   public  
key (PK) that is shared for all entities in the system and a master key (MSK) that will be 

kept secretly. After creating the keys, the TA assigns each user its own attributes. At the 

end of this step, each user will know the public key and the sets of all the attributes in the 

system. 
  

(B)  Encryption phase: when the Data Owner (DO) wants to share information with another user 

in the system according to an access policy, he creates an access policy T in tree form. He 

divides This tree into several subtrees 𝑇𝑖 according to the available fogs and by taking into 

account the attributes  managed by each fogs. The list of available fogs and their attributes 

is sent by the TA (Figure. 2). After obtaining the subtree 𝑇𝑖, the DO adds false attributes to 

hide the real attributes. He chooses random numbers {𝑠1 … 𝑠𝑓} corresponding to each fog 

{𝐹𝑜𝑔1 … 𝐹𝑜𝑔𝑓}, where si is shared by all the attributes in 𝑇𝑖. Each 𝑠𝑖 is shared for each 

node of the access tree 𝑇𝑖 . The secret 𝑠𝑖  is divided according to the "Top-Down approach" 

wheere the secret 𝑠𝑖 is divided by (𝑡 − 𝑛) Shamir secret sharing approach from the root to 

the leaf node. Where the parameter 𝑛 is number of all child nodes and 𝑡 is number of 

child nodes for recover secret 𝑠𝑖. Each real attribute in 𝑇𝑖 will contain the shared 𝜆𝑖 

of 𝑠𝑖. In contrast, the false attributes will not contain the share 𝜆𝑖 of 𝑠𝑖, moreover, 
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the false attributes will be eliminated in the partial decryption phase. After that, the DO 

sends the ciphertext with all 𝑇𝑖 to the cloud for storage.  

 
(C) Decryption phase: this phase contains two phases: the partial decryption and the final 

decryption. In the partial decryption, When a user wants to access to the shared data, he 

requests his private key from TA with his attributes (𝑆). The TA chooses two random 

variable 𝜃 and 𝑡, where (𝑆𝐾 = 𝜃) will be the private key of the user and 𝑡 it used with the 

set of users attributes to create the transformation keys 𝑇𝐾𝑖 for each available 𝑓𝑜𝑔𝑖  . The 

fogs can use 𝑇𝐾 to decrypt the data partially. Both keys are sent securely. The partial 

decryption at the level of 𝑓𝑜𝑔𝑖 is performed with the 𝑇𝐾𝑖 key. Each 𝑓𝑜𝑔𝑖 decrypts the data 
partially without knowing which attribute participated in the partial decryption. Each fog 

sends partially decrypted data to the user to recover the message 𝑀. Finally in the final 

phase and After the user receives all partially decrypted data, he recovers the message with 

his private key 𝑆𝐾. 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.  Division of access policy into several subtrees. 

 

6. CONSTRUCTION 
 

The algorithm starts by the setup phase until decryption phase. There are six phases 

.Each phase is detailed in the following paragraphs: 
 

Initialization phase 
 

(A) Setup (𝝉, 𝑵, 𝒇) : the algorithm takes as input a security parameter 𝜏, the set of universal 

attributes 𝑁 and the number of available Fogs 𝑓. The algorithm chooses a bilinear group 𝐺 

with an order 𝑂 = 𝑝1𝑝2𝑝3𝑝4, for each attribute 𝐴𝑖 ∈ 𝑁(1 ⩽ 𝑖 ⩽ 𝑛) where 𝑛 is the number 

of attributes in the universe 𝑁. Then is selects ℎ𝑖 ∈ 𝑍𝑁
∗
 and finally selects a random 

element 𝛼, 𝛽 ∈ 𝑍𝑁
∗  and 𝑔 ∈ 𝐺𝑝1

. The public key is defined by:  

 

𝑃𝐾 = {𝑁, 𝑔, 𝑦 = (𝑔, 𝑔)𝛼 , 𝐿 = 𝑔𝛽 , 𝐻𝑖 = 𝑔ℎ𝑖(1 ≤ 𝑖 ≤ 𝑛)} 

and the master key by:  

 𝑀𝐾 = {𝛼, 𝛽}. 
 

(B)  The algorithm divides the set 𝑁 by the number of available fogs 𝑓. This means 𝑁 = 𝑁1 ∪
𝑁2 ∪, … ,∪ 𝑁𝑓 in such a way ∀𝑖 ≠ 𝑗, 𝑁𝑖 ∩ 𝑁𝑗 = ∅ where 𝑁𝑖 is the set of attributes belonging to 

the 𝑓𝑜𝑔𝑖 This phase is executed by the trusted authority (noted 𝑇𝐴 in  Figure. 1). 

(C) When the user requests his private key with his set of attributes. The TA chooses a random 

variable 𝜃 that will be the private key of the user(𝑆𝐾 = 𝜃).  
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Encryption phase 
 

(A) In this phase, the 𝐷𝑂 executes the Encryption primitive denoted  Encryption(𝑷𝑲, 𝑴, 𝑻, 𝑳) 

as follows: The Encryption algorithm takes as input the public key 𝑃𝐾 , the message 𝑀 and the 

access policy 𝑇 in the tree form and 𝐿 which represents the list of available Fogs with their 

attributes(𝑁𝑖). 
  

(B) The algorithm divides the tree 𝑇 into several subtrees 𝑇𝑖 according to the number of 

available Fogs. Each subtree will contain the attributes of the destination Fog.  
 

(C) The Sender adds false attributes(nodes) to the subtrees according to the universe of 

attributes of the destination Fog. Let 𝑈𝑖 be the set of attributes of the subtree 𝑇𝑖 after adding 

false attributes. In the subsequent step, The Sender chooses a random numbers {𝑠1 … 𝑠𝑓} 

corresponding to each fog {𝐹𝑜𝑔1 … 𝐹𝑜𝑔𝑓} where 𝑠𝑖 is shared by all the attributes in 𝑇𝑖.  

 

(D) The algorithm shares the secret 𝑠𝑖 as follows: a polynomial 𝑞𝑖(𝑥) degree 𝑘𝑖 − 1 is chosen 

for each node (including the leaf node) in 𝑇𝑖  where 𝑘𝑖 = |𝑇𝑖| (number of elements in(𝑇𝑖).These 
polynomials are generated in a recursive manner starting from the root node r. We define 

𝑞𝑖𝑟(0) = 𝑠𝑖(where r represent the root node in the tree) then other value 𝑘𝑖 − 1 are defined 

randomly to complete the construction. Once all the polynomials have been defined we put 

𝜆𝑥𝑖 = 𝑞𝑥𝑖(0) for each node 𝑥 in 𝑇𝑖, we choose random elements 𝑍0, {𝑍𝑖}𝐴𝑖∈𝑈𝑖
∈ 𝐺𝑝4 knowing 

that 𝑎𝑡𝑡(𝑥) = 𝐴𝑖 and 𝑖𝑛𝑑𝑒𝑥(𝑦) is attributes index of 𝑦 in 𝑇𝑖 , the ciphertext is generated as 
follows:   

 𝐶𝑇 = {𝐸 = 𝑀𝑦𝑠 , 𝐸0 = 𝑔𝑠𝑍0, 𝐶𝑇𝑖} 

 

  𝐶𝑇𝑖 = {

∀𝐴𝑖 ∈ 𝑇𝑖 : 𝐸𝑖 = 𝐿𝜆𝑥𝑖𝐻𝑖
𝑠𝑖𝑍𝑖

, 𝑇𝑖

∀𝐴𝑖 ∉ 𝑇𝑖: 𝐸𝑖 = 𝐻𝑖
𝑠𝑖𝑍𝑖

} 

 

Where 𝑠 = ∑ 𝑠𝑖 .  The ciphertext is formed as 𝐶𝑇 include 𝐶𝑇𝑖 that is stored in the cloud.    
 

Decryption phase 

 
(A) When a user wants to access the shared data, he sends a request to the cloud about the 

encrypted data and request the 𝑇𝐴 to create the transformation keys 𝑇𝐾. So, the 𝑇𝐴 executes the 

primitive  KeyGen(𝑷𝑲, 𝑴𝑲, 𝑺, 𝜽, 𝒇) as follows: the 𝑇𝐴 (Trusted autorithy) creates the 

transformation keys 𝑇𝐾 for each fog.  For that, the 𝑇𝐴 starts the key generation procedure 

where this key makes it possible to perform a partial decryption. To create 𝑇𝐾  KeyGen 

chooses a random element 𝑡 ∈ 𝑍𝑁
∗  and 𝑅, 𝑅0 , {𝑅𝑖}𝐴𝑖∈𝑠𝑖

∈ 𝐺𝑝3, then returns the transformation 

key for each Fog. Formally: 

  

 𝑇𝐾 = {𝐷 = 𝑔(𝛼−𝛽𝑡)𝜃𝑅, 𝐷0 = 𝑔𝑡𝑅0, ∀𝐴𝑖 ∈ 𝑆𝑖: 𝐷𝑖 = 𝐻𝑖
𝑡𝑅𝑖} 

 

Finally, the 𝑇𝐴 distributes the 𝑇𝐾𝑖 key to 𝑓𝑜𝑔𝑖 .  

 

(B) Upon receipt of the 𝑇𝐾𝑖 key and 𝐶𝑇𝑖 , 𝑓𝑜𝑔𝑖 executes the following function: 
 

 DecrypPartila(𝑪𝑻𝒊, 𝑻𝑲𝒊)  : This algorithm takes as input 𝐶𝑇𝑖 and 𝑇𝐾𝑖. When the 𝑓𝑜𝑔𝑖  receives 

𝐶𝑇𝑖 it uses its transformation key 𝑇𝐾𝑖 to partially decrypt the ciphertext. Two recursive 
functions are used:  
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DecryptNode_𝑪𝑻𝒊(𝑪𝑻𝒊, 𝒙) which takes as input 𝐶𝑇𝑖 and the node 𝑥 which belongs to 𝑇𝑖 .   

DecryptNode_𝑻𝑲𝒊(𝑻𝑲𝒊, 𝒙) which takes as input the transformation key and the 𝑥 node. 

 

The algorithm of  DecryptNode_𝑪𝑻𝒊 and  DecryptNode_𝑻𝑲𝒊 is defined by the following 

instructions:  

 

If the node 𝑥 is a leaf node  Set 𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑁𝑜𝑑𝑒_𝐶𝑇𝑖(𝐶𝑇𝑖 , 𝑥) =  

 

 𝐸𝑖 = {
Ł𝜆𝑥𝑖𝐻𝑖

𝑠𝑖𝑍𝑖 𝑖𝑓𝐴𝑖 ∈ 𝑇𝑖

  𝐻𝑖
𝑠𝑖𝑍𝑖 𝑖𝑓𝐴𝑖 ∉ 𝑇𝑖

 

 

𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑁𝑜𝑑𝑒_𝑇𝐾𝑖(𝑇𝐾𝑖 , 𝑥) = 𝐷𝑖 = 𝐻𝑖
𝑡 𝑅𝑖 

 

We consider the case where 𝑥 is an internal node. The two functions 𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑁𝑜𝑑𝑒_𝐶𝑇𝑖 , and 

𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑁𝑜𝑑𝑒_𝑇𝐾𝑖 are executed in the following way: (knowing that the direction of execution 

is root to down) For each node 𝑦 that is the child of 𝑥 𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑁𝑜𝑑𝑒_𝐶𝑇𝑖 and 

𝐷𝑒𝑐𝑟𝑦𝑝𝑡𝑁𝑜𝑑𝑒_𝑇𝐾𝑖 are invoked. The result is saved respectively in 𝐹𝑦 and 𝐾𝑦, let 𝑄𝑥 a set of 𝑦 

nodes child that belongs to 𝑇𝑖  and 𝑄𝑥′ the set of y nodes that does not belong to 𝑇𝑖. We have 

𝑄𝑥 ∪ 𝑄𝑥′ = all the children of the 𝑥 in the 𝑇𝑖 tree. If 𝑦 is a node then we calculate:   
 

 𝐹𝑥 = ∏𝑦∈𝑄𝑥∪𝑄`𝑥 𝐹
𝑙𝑦𝑣𝑥(0) 

      = ∏𝑦∈𝑄𝑥 (𝐿𝜆𝑥𝑖 𝐻𝑖
𝑠𝑖𝑍𝑖)

𝑙𝑦𝑣𝑥(0)
 . ∏𝑦∈𝑄𝑥∪𝑄`𝑥

 (𝐻𝑖
𝑠𝑖  𝑍𝑖)

𝑙𝑦𝑣𝑥(0)
 

      =  ∏𝑦∈𝑄𝑥
𝑔𝛽𝜆𝑦𝑖.𝑙𝑦𝑣𝑥(0) .∏𝑦∈𝑄𝑥∪𝑄`𝑥

𝐻
𝑖

𝑠𝑖.𝑙𝑦𝑣𝑥(0)
.∏𝑦∈𝑄𝑥∪𝑄`𝑥

𝑍
𝑖

𝑙𝑦𝑣𝑥(0)
 

       =  𝑔𝛽𝜆𝑥𝑖 . 𝐹𝑥,1 . 𝐹𝑥,2 

 

And 
 

𝐾𝑥 = ∏𝑦∈𝑄𝑥∪𝑄`𝑥
.𝐾𝑙𝑦𝑣𝑥(0) 

   =  ∏𝑦∈𝑄𝑥∪𝑄`𝑥
. 𝐻

𝑖

𝑡.𝑙𝑦𝑣(0)
. ∏𝑦∈𝑄𝑥∪𝑄`𝑥

. 𝑅
𝑖

𝑙𝑦𝑣𝑥(0)
  

   =  𝐾𝑥,1. 𝐾𝑥,2 

 

If the node is non-leaf node we calculate: 

 

𝐹𝑥 = ∏𝑦∈(𝑄𝑥∪𝑄`𝑥). (𝑔𝛽𝜆𝑦𝑖 . 𝐹𝑥,1 . 𝐹𝑥,2 )
𝑙𝑦𝑣𝑥(0)

 

     =  ∏𝑦∈𝑄𝑥
(𝑔)𝛽𝜆𝑦𝑖.𝑙𝑦𝑣𝑥(0). ∏𝑦∈𝑄𝑥∪𝑄`𝑥

. 𝐹𝑦,1

𝑙𝑦𝑣𝑥(0)
. ∏𝑦∈𝑄𝑥∪𝑄`𝑥

. 𝐹𝑦,2

𝑙𝑦𝑣𝑥(0)
 

      =  𝑔𝑘𝜆𝑥𝑖 . 𝐹𝑥,1 . 𝐹𝑥,2 

 

And 
 

𝐾𝑥 = ∏𝑦∈𝑄𝑥∪𝑄`𝑥
.𝐾𝑙𝑦𝑣𝑥(0)  

    =  ∏𝑦∈𝑄𝑥∪𝑄`𝑥
. 𝐾𝑦,1

𝑙𝑦𝑣𝑥(0)
. ∏𝑦∈𝑄𝑥∪𝑄`𝑥

. 𝐾𝑦,2

𝑙𝑦𝑣𝑥(0)
 

     =  𝐾𝑥,1. 𝐾𝑥,2 

 

In the previous equation, we have 𝐹𝑥,1 = 𝐾𝑥,1 the parameter 𝑣𝑥 = {𝑖𝑛𝑑𝑒𝑥(𝑦)/𝑦 ∈ (𝑄𝑥 ∪ 𝑄`𝑥)}  

and 𝑙𝑦𝑣𝑥(0) is the coefficient of lagrange. If we call both functions from root r of 𝑇𝑖  then we 

obtain: 
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𝐴 = DecryptNode_𝐶𝑇𝑖 (𝐶𝑇𝑖 , 𝑟) = 𝑔𝑘𝑠𝑖 . 𝐹𝑟,1 . 𝐹𝑟,2 

And 

𝐵 =  DecryptNode_𝑇𝐾𝑖 (𝑇𝐾𝑖 , 𝑟) =  𝐾𝑟,1. 𝐾𝑟,2 

 
We calculate: 

 

𝐶𝑖 = 𝑒(𝐴, 𝐷0)/𝑒(𝐸0,𝐵) 

    = 𝑒(𝑔𝛽𝑠𝑖 . 𝐹𝑟,1 . 𝐹𝑟,2, 𝑔𝑡𝑅0)/𝑒(𝑔𝑠𝑖𝑍0, 𝐾𝑟,1. 𝐾𝑟,2) 

    = 𝑒(𝑔𝛽𝑠𝑖 , 𝑔𝑡). 𝑒(𝐹𝑟,1 , 𝑔𝑡). 𝑒(𝐹𝑟,2 , 𝑔𝑡).      

        e(𝑔𝛽𝑠𝑖 . 𝐹𝑟,1 . 𝐹𝑟,2, 𝑅0)/𝑒(𝑔𝑠𝑖 , 𝐾𝑟,1). 𝑒(𝑔𝑠𝑖 , 𝐾𝑟,2). 𝑒(𝑍0, 𝐾𝑟,1. 𝐾𝑟,2) 

𝐶𝑖 = 𝑒(𝑔, 𝑔)𝛽𝑡𝑠𝑖 . 

 

And also: 

 

𝑃𝑖 = 𝑒(𝐸0, 𝐷) 

= 𝑒(𝑔𝑠𝑖𝑍0, 𝑔(𝛼−𝛽𝑡)𝜃𝑅) 

= 𝑒(𝑔𝑠𝑖 , 𝑔(𝛼−𝛽𝑡)𝜃𝑅) 

= 𝑒(𝑔, 𝑔)𝑠𝑖(𝛼−𝛽𝑡)𝜃 

 

(C) Finally, the fog sends the partial decryption 𝐶𝑖 and 𝑃𝑖 to the user. 

(D) Upon receipt of all shares parts of 𝑓𝑜𝑔𝑖 , the user executes the following function:  

 

Decryption(Ci, Pi, SK, E) : this algorithm is executed by the user. If the user receives all the parts 

which are partially decrypted from the Fog, then he knows that his attributes satisfy the access 

policy 
 

Otherwise, he rejects the decryption. When the user receives all the parts which was partially 

decrypted, he uses his private key Sk= 𝜃 and the ciphertext transformed by the Fog (𝐶𝑖 , 𝑃𝑖) to 
recover the original message. 

 

Formally: 
𝐸

(∏ 𝑃𝑖)
1
𝜃 . ∏ 𝐶𝑖

=  
𝐸

(∏ 𝑒(𝑔, 𝑔)𝑠𝑖(𝛼−𝛽𝑡)𝜃)
1
𝜃 . ∏ 𝑒(𝑔, 𝑔)𝛽𝑡𝑠𝑖

 

 

=  
𝐸

(𝑒(𝑔, 𝑔)(𝛼−𝛽𝑡)𝜃 ∑ 𝑠𝑖)
1
𝜃 . 𝑒(𝑔, 𝑔)𝛽𝑡∑𝑠𝑖

 

 
𝐸

(𝑒(𝑔, 𝑔)𝑠(𝛼−𝛽𝑡)𝜃)
1
𝜃.  𝑒(𝑔, 𝑔)𝑠𝛽

=
𝐸

𝑒(𝑔, 𝑔)𝑠(𝛼−𝛽𝑡). 𝑒(𝑔, 𝑔)𝑠𝑡𝛽
=

𝐸

𝑒(𝑔, 𝑔)𝑠𝛼
=  

𝑀𝑒(𝑔, 𝑔)𝑠𝛼

𝑒(𝑔, 𝑔)𝑠𝛼
= 𝑀 

 

7. ANALYSES 
 

In this section, we discuss the security properties of the proposed solution involving data 
privacy, fine-grained access control, and collision resistance. 

(A) Security Proprieties 

 
(1) Data confidentiality: The confidentiality requires that the cloud and the fog cannot learn the 

encrypted data, in the decryption-outsourcing algorithm; the cloud is responsible only for 

storing the encrypted data as  𝑀. 𝑒(𝑔, 𝑔)𝑠 where 𝑠 is kept secret by the user. While, the Fogs are 
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responsible only for the partial decryption of the data, and since the transformation keys 𝑇𝐾𝑖 are 

generated by TA with the secret key of the user, only the end user where his attributes 

correspond to the access policy, can recover the encrypted data, in other words, fogs cannot 

recover random value 𝑠 where this value is divided among the fogs in the encryption process 

even if the fogs cooperate with each other, since in the processing of the partial decryption the 

𝑆𝑖  are blinded with the secret key of the user 𝑆𝐾 = 𝜃.  Thus, we conclude that our scheme is 
secure in protecting the confidentiality of the message. 

 

(2) Hidden access policy: in our schema the DO adds false attributes to the access policy, with 

this method the malicious users and even the Fogs cannot have the real attributes even if the 
Fogs cooperate with each other, this will lead to the addition of several false attributes which 

further complicates the task of having the right attributes. Also, the Fogs and even the users 

cannot know which attribute participated in the decryption of the data as all the attributes of the 
users whether they belong to the access policy are being applied in the decryption process. 

 

(3) Fine-grained access control: the proposed solution uses the CP-ABE algorithm, where the 
DO defines an access policy for each outsourced data. This access policy is in the form of an 

And-gate tree where the tree contains the attributes that allow access to the data, in this way 

only the users that their attributes match with the attributes in the access policy can decrypt the 

data. 
 

(4) Collusion resistance: the collision resistance is the property that the CP-ABE assumes. In 

our solution, the algorithm Keygen generates a different random values t for each user and 
which is integrated into the key of transformation. It means that each key of the user is 

randomized; this means that users cannot combine their keys to decrypt the data, so malicious 

users cannot collaborate to expand their access privileges including fog nodes since the 
transformation key contain the random value t . 

 

(A) Analysis and discussion: 

 
An overview comparison of some existing CP-ABE  schemes with our scheme is presented in 

Table1 .Our  scheme achieves policy hiding ,fast decryption, outsourced decryption process and 

proven fully secure in the standard model . The access policy is specified based on the tree 
structure which allows the data owner to specify a complex access policy in intuitionistic form, 

There by delivering a better user experience than LSSS. The comparison indicates that our 

scheme has all of the following features: hidden policy, fast decryption, outsourced decryption, 

expressivity and full security. 
 

Table1. an overview comparison 

 
Scheme Access 

Structure 

Policy hidden Fast decryption outsourced 

computation 

security 

[4] Tree No No Yes Selective 

[5] Tree No No Yes Selective 

[6] Tree No No Yes Selective 

[7] LSSS No No Yes Selective 

[8] Tree Yes Yes No Full 

[9] LSSS Yes No Yes Selective 

Our approach Tree Yes Yes Yes Full 
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(B) Performance Analysis 

 
In this section, we compare our scheme against two approaches: (1) traditional CP-ABE and (2) 

the scheme proposed by Wang and Lang [8]. Our comparative study, illustrated in Table 2, is 

based on the decryption complexity at the user level. This choice is motivated by the fact that 

we used partial decryption that is delegated to Fogs which have unlimited recourse in terms of 
energy and computing capacity. 

 
Table2. computation cost 

 

Scheme Complexity of decryption 
CP-ABE (2n+1)P+2M 
[8] 3P+2(n)E 
Our schema 1 E+2(F)M 

 

Modular exponentiation (E) and bilinear pairing (P) are two computationally expensive 
operations in attributes based encryption. We utilize the number of E and P as measurements to 

evaluate the performance of our scheme According to Table 1, we see that the decryption cost in 

the traditional CP-ABE scheme is significant. The user executes (2n + 1) pairing operation (P), 

where n the number attributes in the access policy. In addition, the user also executes 2M Where 
M denotes the multiplication group in G. Unlike the approach in [8] where the user executes 3P 

and 2(n)E . However, in our scheme, the user executes only 1E exponentiation and 2(F)M and 

the fog execute 3p + 2(n)E where n denote the number of attributes in CTi and F denotes the 
number of available Fogs in the scheme. Knowing that multiplication consumes less than paring 

and exponentiation operations we notice that our scheme improved of decryption at the 

user level compared to other scheme mentioned above. However, the increase of computation 

on fog side which should be insignificant for the fog. 
 

8. APPLICATION SCENARIOS 
 

In this section, we introduce an application scenario. Our schema can be used in healthcare 
systems, where wearable devices can detect and collect users  health data. The system is 

composed of entities such as medical insurance, analysis laboratory, private hospitals, hospitals, 

where each entity manages a set of attributes. In addition, each entity is connected to a fog that 

will manage these attributes. A doctor or a member of the patient’s family is authorized to 
decrypt the data (according to the access policy). Because the doctor or the family member use 

constrained devices, they request the fog to partial decrypt the data. According to our proposed 

method, the scenario is defined as follows: 
 

1) After receiving the collected data on his smartphone, the patient (or data owner) defines 

-by utilizing an application GUI for example- the access policy which specifies who can 

access the data. for Example a doctor . 

 

2) Then the device splits the access policy by taking into consideration attributes that are 

managed by each fog. Next, it pads them with false attributes and sends each part to the 

corresponding fog. 

 

3) The data file is encrypted and sent to the cloud along with the complete access policy 

with is also padded with false attributes. 
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4) When a doctor wants to read the data file, he connects to the cloud to get this file. His 

attributes are sent to the trusted authority which will create the intermediate key. 

 

5) This intermediate key is sent to the fog nodes which partially decrypt the ciphertext. 

This process also includes testing the partial access policy (see CP-ABE section) 
 

6) After decryption, all fog nodes send the partial ciphertext to the doctor which ecrypts 

the complete ciphertext using his private key. 

 

9. CONCLUSION AND FUTURE WORK 
 

In this paper, we have proposed a new collaborative approach based on CP-ABE. In our 
approach, we used the Fog nodes to reduce the bandwidth and to decrease the decryption cost 

by delegating the decryption process to the fog nodes. This allowed us to reduce the complexity 

(at the user level) to one exponentiation and multiplications operations instead of the paring 

operations which are energy-intensive. 
 

Our solution also preserves the privacy of the access policy so that the data owner attribute 

information is not disclosed. This is performed by introducing false attributes which are mixed 
with the real attributes. 

 

As future work, we plan to evaluate our approach on real devices. Our work also improved by 
using more expressive access policies (i.e., policies with ANDs and ORs). Bandwidth can also 

be optimized by reducing the number of communications between the Fogs and user. 
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ABSTRACT 
 

In today’s fast-moving world, advances in technology occur at an alarming rate. Keeping up is 

difficult, but mandatory, and we must find solutions that will make the process easy. Out of all 

these technologies, cloud computing is one that is evolving the quickest. We will explore the 

tools which will help us help us reach our goal and talk about the main subject of our paper, 

namely keeping up to date with the latest releases in OpenStack private cloud technology. We 

will also talk about the results and how we found the best solution for the context in which this 

paper lies. 
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1. INTRODUCTION 
 

The term “cloud computing” has been around since the 1990s, but the first depiction was 

observed in a 1977 drawing of a multi-network diagram that described connections between 
ARPANET, SATNET and Packet Radio net. It was only in 2006 when the term cloud computing 

[1] was used in the context that we know today, and the technology came to reality when Amazon 

launched Amazon Web Services and offered S3 (Simple Storage Service) for cloud storage, EC2 
(Elastic Compute Cloud) for infrastructure and SQS (Simple Queue Service) for messaging 

queues. 
 

The problem arising from the context which we described earlier is that institutions and 

companies have problems keeping up with new releases of said software and cannot benefit from 
the advances and fixes that they bring. The problem of keeping up with new releases arises from 

the fact that development is done in an agile way in Openstack community [9]: there is a new 

version once every six months. In the case of the Faculty of Computer Science and Information 
Technology, their OpenStack cluster has been stuck to the same release since 2015, when 

Openstack Liberty was developed. They did not upgrade the version of Openstack due to the fact 

that there was not present any clean methodology to do the upgrade without breaking any 

production services. Because there have been 5 releases since Liberty, the cluster suffers from a 
lack of features and stability which new features provide [15]. Another problem is that the Liberty 

release has reached its EOL (end of life) status, meaning that it will not receive any more updates. 

As time passes by, more problems will arise because the difference between the versions will 
grow, and it will become even harder to do upgrades without causing loss of data or increased 

downtime. 
 

This paper proposes a methodology on how to upgrade Openstack from Liberty to Queens 
version without breaking anything in production. Thus, our main objective is to provide a way 
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to upgrade a cloud infrastructure based on OpenStack framework to the latest release, which at 
the time of writing this paper is Queens, from earlier releases. 
 

The paper is structured as follows: Chapter 2 presents an overview of different cloud computing 

technologies, chapter 3 shows how to do configuration management which is a trivial step in 
managing cloud frameworks. Chapter 4 presents the proposed solution regarding the cloud 

infrastructure upgrade and chapter 5 is doing evalution related to the services upgraded in 

Openstack. 

 

2. CLOUD COMPUTING TECHNOLOGIES 
 

Cloud computing [6] is a modern concept that enables users to abstract the hardware layer by 

using resources in a dynamic way and based on their needs, in a much faster way than using 

standard baremetal servers [16]. This concept is based around virtual machines, which can share 
physical resources and can be created and destroyed very fast. It all began with the concept of the 

GRID architecture [7] that describes the close coupling of computational resources to act like a 

single machine [2]. We can refer to a SMP (Symmetric Multiprocessor) as a grid of many 
colocated CPUs that do the same work, and to an MPP (Massively Parallel Processor) as a grid of 

SMPs interconnected by very fast busses. A cluster is a group of computers that share the same 

purpose [10]. A very well-known example is SETI@Home, that comprised of 400000 CPUs 

which belonged to computers all over the world, all serving the purpose of finding extra- 
terrestrial life [2]. In recent years, the term as-a-service has been coined, which describes the 

types of services that the cloud can offer [12]. The three big kinds of services, are as follows: 
 

Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as a Service (SaaS). 
Another type of service that appeared recently, where focus is shifted on the function that 

resources do, and not on the resources themselves is called Function as a Service (FaaS). 
 

OpenStack is an IaaS [1] solution for private clouds, and one of the most popular among them, 
occupying second place, behind VMWare vSphere, and has been adopted by more than 1200 

companies, including Best Buy, Comcast, PayPal, Walmart and Wells Fargo. It is an open source 

project that was initiated in 2010 and is now backed by more than 1300 active contributors. 
 

 
Figure 1. Flow of data in the OpenStack architecture 

 

Its architecture is based mainly around controller and compute nodes but can also have optional 

nodes such as networking and storage nodes [8]. The controller nodes are the control plane of the 
cluster by holding the APIs of the services and performs authentication and scheduling of 

resources. They can also hold resources that are shared between components all over the cluster 

such as the database or the messaging queue [14]. The compute nodes are the ones that hold the 
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virtual machines and are usually in greater number than controller nodes and also can provide 
virtual machine live migration services [13]. The networking nodes are responsible for DHCP 

(Dynamic Host Configuration Protocol), VLANs (Virtual Local Area Networks), tunneling, 

routing and also for the flow of traffic in the cluster. The storage nodes are assigned the role of 

providing block storage volumes and are typically backed by LVM (Logical Volume Manager). 
There can also be nodes dedicated to generic object storage and image storage. 
 

In this project we will focus mainly on a handful of important services but will briefly discuss 

others too. The most important services that are found in OpenStack are Keystone, Nova, 
Neutron, Cinder, Glance, Heat and Horizon. 
 

Much of the current literature which describes the upgrade of OpenStack focuses on upgrading 

from release N to release N+1 by doing rolling updates with no downtime. This is not helpful in 
the context of the problem that this project will solve, because the difference of  releases that will 

be covered will be 5, from Liberty to Queens. 
 

3. CONFIGURATION MANAGEMENT 
 

This section is focused on describing the notion of configuration management. The most 
important role of configuration management is to provide an easy and fast way to provision 

servers by using automation, thus eliminating human error. Before con-figuration management, 

the setup of servers was mainly done by hand, or by the use of bash scripts. The main problem 
with the old way of configuring servers is that it was error prone and it was not modular. Since 

the invention of configuration management, the term Infrastructure as Code has been brought up. 
 

Infrastructure as code enables infrastructure to be treated as application code and be edited, 
reviewed and version controlled. System administrators could now track errors in their code and 

treat them as bugs, have repositories for their code and have different branches for testing and 

production. There are two types of Infrastructure as Code software on the market right now. The 

first type focuses on creating infra-structure, i.e. virtual machines, networks, IP allocation and  so 
on. Examples of soft-ware that are specialized for these kinds of tasks are Terraform and Salt-

cloud and work by accessing the APIs of the cloud platforms that they target. The second kind is 

the one that focuses on configuring servers by installing software, managing con- figuration files 
and ensuring that certain services are up and running. This is the type of Infrastructure as Code 

software that we will focus on and that we have used in my project. 
 

Puppet is a configuration management software written in Ruby that is developed by Puppet Labs 
and is one of the first modern CM software, being launched in 2005. Puppet is based around a 

master-slave architecture, where the code resides on the master and the agents pull the code and 

run it locally. 
 

Puppet code is based around the idea of modules, each serving a different purpose. In turn, 

modules are composed of three folders: files, manifests and templates. The files folder is used for 

static files, the templates are used for dynamically generated files, for example a template that 

generates a MySQL configuration file and the IP that it listens on is determined at run-time, and 
finally, there are manifests. Mani-fests are the core of Puppet and contain the actual code. They 

are made up of classes, each doing a specific task. Classes can build on other classes and modules 

can build on other modules. In OpenStack installation, there is a module named Open- Stack, 
which builds on two other modules, OpenStack Controller and OpenStack Compute, and installs 

either one depending on the type of computer that is executing the code. OpenStack Controller 

builds on Puppet modules that install RabbitMQ, Memcached, Apache, MySQL, Keystone, and 
parts of Neutron and Nova that be-long on a controller node. OpenStack 
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Compute builds on two Puppet modules that install the Neutron OpenVSwitch agent and the 
Nova Compute service. 

 

4. PROPOSED SOLUTION AND IMPLEMENTATION DETAILS 
 

As stated in the introduction, the purpose of this project is to upgrade the current version of 

OpenStack, which is Liberty, to the latest version, Queens. Because these two versions are 5 
releases apart, the two main goals which we will achieve are to execute the upgrade fast and to 

preserve all the data. To be able to do this, we pro-pose a solution where there are as few 

upgrades between services as possible. Traditional OpenStack upgrades are executed on every 
service that the cluster is running. In the case of the cluster that is running on the servers of the 

faculty, there are 7 ser-vices, 3 of which also run on different nodes than the controller node. 
 

Cinder runs on two servers, the controller and the storage node, Nova runs on the controller and 
each compute node and Neutron runs on the controller, the network node and on each compute 

node. Suppose we have 1 storage node, 1 network node and 4 compute nodes. There would be 35 

upgrades on the controller, 40 upgrades on the compute nodes, 5 on the storage node and 5  on 
the network node. In total, there would be 85 upgrades. The solution that we propose will 

introduce downtime, but it will preserve data and it will be relatively fast for getting through 5 

releases. 
 

Nodes other than the controller nodes, and the dashboard service, will be upgraded directly from 

Liberty to Queens because the data in the database is not modified by them. The data in the 

database is modified by the services which run on the controller node and synchronize the 

database on each release. Synchronization does two things, it either upgrades schemas or migrates 
data. Sometimes columns are renamed, or their type is changed, and not synchronizing the 

database would cause the new version of the service to not start at all. Database version are called 

migrations levels and they need to be sequential. 
 

By doing upgrades this way, using the same scenario as before, we will have 18 upgrades on the 

controller, 1 on the storage node, 1 on the network node and 2 on each compute node, so 22 in 

total, compared to 85. 
 

Another proposition is using Puppet for managing the upgrades, as it can speed up the upgrade 

process and assure that every execution of the code will produce the same results. Even if we 

have narrowed down the updates to 22, the upgrade still needs to be done with great care. 
Because of this, the Puppet classes must do the least amount of work and be run manually so as to 

make sure that errors have not occurred. There should be classes for each service upgrade and the 

code should be copied on each node, so that it can be run using “puppet apply”. The connection 

strings in the configuration files must also be changed so that the services can successfully 
connect to the database. The user has updated the API endpoints or create new end- points if 

necessary, which is the case for Cinder and Nova, because of the Placement API that is 

introduced in the Ocata release. Lastly, and most importantly, before synchronizing the database 
in Ocata, the user must create a database named “nova_cell0”, map cell0 and create a cell  named 

“cell1”. This is mandatory in Ocata, as Nova has switched to this new, more scalable, system of 

managing compute nodes. 
 

Lastly, the organization of the Puppet modules must be done so they cover all the possible 

deployments of OpenStack cluster. Some examples of OpenStack deployments are presented in 

Figure 2. 

 
 



Computer Science & Information Technology (CS & IT)                                     77 

 

 
 

Figure 2. The figure presents three OpenStack deployment examples 

 

In Figure 2a, OpenStack is installed on only two nodes, on what we call a proof of concept 
cluster. In Figure 2b, the Network and Storage nodes are separated from the Controller to provide 

better resource management. Figure 2c presented a high availability OpenStack deployment 

where there is more than one Controller node. Requests to the controller nodes go through a 

proxy for the reason of simplifying access and ensuring equal load on the nodes. 
 

The first thing which we needed to create was an automated, repeatable and fast deployment 

mechanism in order start from scratch every time we have done a mistake that would cost us 

more time to fix than to start over again. To do this, we made use of the existing OpenStack 
cluster and created two virtual machines, with 4GB RAM each, which is the minimum 

recommended for a proof of concept deployment of OpenStack Queens. Because we needed to 

start from scratch every time, we made use of the rebuild feature that OpenStack Nova provides. 
This enabled the reinitialization of the instance with a fresh install of CentOS in a  short period of 

time, so we could start over again and change the approach that we took to creating the up- grade 

process. Below, in table 1, the times for rebuilding and bootstrapping the Liberty deployment on 
the two nodes is presented. 
 

Table 1. Deployment time benchmark. 

 
Rebuild Time (s) Deployment on controller (s) Deployment on compute (s) 

71 601.67 565.11 

 

Information about upgrades between multiple releases is hard to find, so we chose to test the 

upgrade of each service from Liberty to Queens. This would often fail, and the main indication 

was that the synchronization of the database would fail. 
 

Further, we will describe some interesting database errors that we have come across when 

upgrading Nova and the usual errors which appears when trying to upgrade the database schema 

of other services between releases which are too far apart. We will also present some packaging 

errors and some bugs that we have found in the OpenStack code. 
 

OpenStack Mitaka introduces an important change in the Nova database, more specifically, in the 

compute_nodes table. There is one column that is added, named uuid, and because of this, it is 

important to re-register the compute nodes after upgrading. Figure 3 is outputted from a 2 select 
operations done on the compute_nodes table and describe how the uuid entry is filled after a 

compute node reconnects to the Nova API. 
 

 
 

Figure 3. Difference in output before and after the node registered 
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If this step is skipped, when trying to upgrade to the Newton release, the upgrade script will 
output an error message, as shown in Figure 4, and will not continue until all the entries in the 

table with the value of NULL in the uuid column will be deleted. 
 

 

Figure 4. Error outputed if nodes are not re-registered 

 

When trying to upgrade to Ocata, it is also important to go through the Newton release, because 

there are database entries which need to be migrated into the nova_api database. Figure 5 shows 
the error message that the upgrade script outputs when data is not migrated. 

 

Figure 5. Ocata - migrations were not done beforehand in Newton 

 

An example of the data migration talked about earlier is presented in Figure 6. It shows the output 
after the migration is done because, before that, the table was empty. 
 

 

Figure 6. Select operation after data has been migrated in the Newton release 
 

Another important aspect when taking into consideration the upgrade to Ocata, is to create the 
nova_cell0 and the cell mappings, as they are mandatory from that release on. If these steps are 

not done before the synchronization database, the upgrade script will out an error as show as in 

Figure 7. 

 

Figure 7. Error of the Ocata upgrade - cell mapping was not done beforehand 
 

Other common errors are related to packages which the package manager does not upgrade 

automatically, and the services either fail to start or the database migration fails because of  them. 
Below we describe one of them and the process that we went through to fix it and others which 

were related. 
 

When trying to migrate Cinder from Liberty to Newton, because the package manager sometimes 

does not update all dependencies. This error can be resolved by upgrading the 
  
python2-os-brick package. Other errors like these can be resolved the same. We looked at 

packages that were imported by the Python module and searched what version is installed by 
using the command “yum list installed” and then piping the output to grep. 

Upgrading services too far will cause errors to be outputted by the management script. One 

example is shown in Figure 8 and checking the current migration level in the database is shown in 
Figure 9. 

 

Figure 8. Error output if Heat is upgraded too far 
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Figure 9. Finding the current migration level of the database 

 

The most interesting kind of errors were those where all the imported packages in the Python 

modules were up to date and changes in the code were needed. These occurred when upgrading 

Cinder to the Newton release or Nova to the Ocata release. 
 

These errors were caused by small bugs in the api.py module from the “sqlalchemy“ database 

upgrade packages. Because they were looking for a profiler group in the configuration files of 

both services, and because those did not exist, the synchronization of the database would fail. 
Fixing the errors was done by adding a check for profiler attribute in the CONF object. 
 

Each step of the process is done automatically by the classes from the Puppet module that we 

have developed. To satisfy the constraint of modularity, where the kind of deployment does not 

matter, we have created 4 types of classes, those with “api” in the name are applied to the 

controller nodes, those with “comp” in the name are applied to the compute nodes, those with 
“net” in the name are applied to network nodes and those with “store” in the node are applied to 

the storage nodes. It does not matter which type is upgraded first, but it is important that all the 

types of nodes are running OpenStack Queens when starting all the services. The recommended 
order of upgrading for the controller nodes is presented in Figure 10. The other types of nodes can 

be safely upgraded directly from Liberty to Queens because they do not store data anywhere. 
 

 
 

 

Figure 10. The figure presents the correct order of applying the classes 

 

5. CLOUD INFRASTRUCTURE UPGRADE EVALUTION 
 

In this section we will describe the tests which we have created to benchmark OpenStack after it 

was upgraded to Queens. We will focus on functional tests which will demonstrate that the cluster 

works as expected. To verify the functionality of the newly upgraded cluster, we decided to use 3 
types of operations on 2 categories of resources, namely add, delete and edit on new  and old 

resources. Table 2 shows what resources have been tested and the results. 
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Table 2. This table enumerates the types of test that we performed and the results 

 
Name Type Add Delete Edit 

Instances Old - Yes Yes 

 New Yes Yes Yes 

Images Old - Yes Yes 

 New Yes Yes Yes 

Key Pairs Old - Yes Yes 

 New Yes Yes Yes 

Networks Old - Yes Yes 

 New Yes Yes Yes 

Routers Old - Yes Yes 

 New Yes Yes Yes 

Security Groups Old - Yes Yes 

 New Yes Yes Yes 

Projects Old - Yes Yes 

 New Yes Yes Yes 

Users Old - Yes Yes 

 New Yes Yes Yes 

Roles Old - Yes Yes 

 New Yes Yes Yes 

 

6. CONCLUSIONS 
 

In the beginning of the paper we have presented a brief introduction into the notion of cloud 
computing and have discussed about the context in which the subject of the paper lies, the 

problems which arise in this context, the objectives that the paper will meet, the proposed 

solution to meet these objectives, and an overview of the structure and the sections. The 

motivating factors which led us to choose this project were mainly of technical nature and had  to 
do with advances which would benefit the students of the faculty in area such as artificial 

intelligence, machine learning and container orchestration. Moreover, there were personal reasons 

too that related to learning these new technologies which were used and providing an open source 
solution that the community can build upon and add new features. 
 

To give an overview of the state of the art we provided a detailed overview of the technologies 

which form the subject of this paper. The first major technology discussed was cloud computing 
and how it came to be, as well as the types of services it provides. There are three important types 

of services which are discussed: Infrastructure as a Service, Platform as a Service and Software as 
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a Service. We discussed the main type of cloud provider for private and public clouds, 
OpenStack, which is the subject of this paper. We presented its architecture and the types of 

services that it is composed of, like the image service, the compute service, the block storage 

service, the identity service and the networking service. The second technology we have talked 

about is configuration management (Puppet) and how it is used to create infrastructure as 
code.We discussed about our proposed solution and the objectives that it should meet, namely 

that it should be faster than normal upgrades, simple to use, and most important of all, keep the 

data intact. It also presents in detail on what services should be upgraded to what release and how 
it should suite any type of OpenStack deployment. The last section  discusses benchmarking by 

performing functional after the cluster was upgraded to ensure that the data was not corrupted and 

that old resources were still usable. 
 

In conclusion, OpenStack will not stop here, and we will see new releases every year in the 

future, maybe at an even faster pace than today. To keep up with the changes in technology we 

decided to make our project available as open source on GitHub and will write blog posts on how 
to use it on our faculty’s blog. 
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ABSTRACT 
 
College application is a critical and complicated task for high school students. Generally 

speaking, one student will submit an application to a number of universities or colleges. However, 

there is no proper software for them to organize their application-related information during the 

application process. This paper proposes an all-in-one system that can contain useful features that 
help students in their college application, such as compare his or her SAT/GPA, organize their 

rewards and activities, etc. This tool has been published in Google Play.  

 

KEYWORDS 
 
Android application, App development, Google Drive 

 

1. INTRODUCTION 
 
Based on the National Center for Education Statistics, about 19.9 million students are going to 

colleges in fall 2019. However, as helping tools, there are little resources can be used for college 

application. College application [1] has always been an endless and tedious process [2] and I have 
suffered a lot to organize my profile for the past 3 years. There is rarely any professional all-in-

one application software [3] on the market. 

 

In recent years more and more people are applying to colleges or universities. College application 
is the thing that most of the students must face and it is a long-term process that takes away 

people’s time and energy. High school students will need to organize all their application-related 

information during their high school years. Tons of files will need to be distinguished into 
different categories. Maybe Google Drive [4] and such cloud storage can be used as the folder to 

store all student’s information, a professionally designed software [5] will have a huge impact on 

the college applicants and high school students who wants to go to college. My project combines 
the three important features together avoiding additional time-wasting [6] and providing a 

professional storing folder [7] for a special purpose. 
 
First of all, my project helps high school students who want to go to the college or university, as a 

data folder storing required personal materials and college information & requirements for all 

applicants. Moreover, this project contains the feature that every user can compare his or her 
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SAT/GPA/etc. [8]. with those from previous years. I am trying to simplify the college application 

process by providing a tool that is easy to access and contains an all-in-one system, with college 
Info & requirement comparison [9] & personal organizer [10], for helping college applicants. 

 

There are many websites for people to compare their grades and test scores and such College 
Board (Figure 1) [11] has its own college information page or google drive can be used as an 

application folder. 

 

 
 

Figure1: CollegeBoardBigFuture 

 

However, these tools/pages are usually not very easy to use or not professional enough. 

Sometimes people have to spend hours even days to organize some random files or projects and 
later they spend even more time finding out the location. There is also some information needed 

for college application but there is nowhere to keep them.  
 

Websites like USNews (Figure 2) [12] has the most professional information and rankings of 

most every college and university people are looking for. However, there is usually nowhere to 

save the information and even there is the progress is very complicated. The information 
sometimes lacks the accessibility [13] in which makes people's lives much harder. All they need 

as a college applicant is to manage their time properly but spend hours opening the tabs and pages 

is really a waste of time. 
 

My method is to create an all-in-one system in which all features are included, and users can use 

them anytime anywhere. For the information-saver problem, my app has special places for users 
to input everything needed. For example, they can input all their rewards and activities. 

 

The first 2 sections talk about the significance of college application and the reason that my 
project is indispensable. Section 3 talks about the features and functions. Section 4 and 5 mainly 

discuss the benefits and advantages my project has. 
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Figure2: USNewsCollegeSearch 

 

2. MOTIVATION 
 
I built this app because based on my situation, I think this app could really help those high school 

students who are going to college or university. I think such an app could save time for them so 

they can focus on some meaningful tasks instead of wasting time here. The challenge I faced was 

that I had to decide what function should the app have. The main point of this app is to create 
efficiency [14], so I had to choose what functions were unnecessary. I interviewed with some 

students in my high school and made the final decision. 

 

3. SOLUTION 
 

First of all, my app starts with a sign up/login page (Figure 3a), where users can create their own 

accounts the first time, they use it and have their own private online storage [15] parts. After 
logged in users will go to the main page (Figure 3b) where the four major functions are 

implemented. Users can go to the specific pages editing their scores, activities, college wish list, 

and important dates. 

 
If users choose to go to the score page (Figure 5a), they can see all the scores they entered and 

when then click the add score button they will jump to the other page to add a new score or 

update the latest scores they have (Figure 5b). After adding/updating the scores, users click the 
add button and the scores are now added/updated to the cloud storage. New scores are added to 

the page and undated scores are now storing the latest information (Figure 5c). 
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Figure 3: (a) Login Page (b) Main Page 

 

 
 

Figure 4: Code for the App 
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Figure 5: (a) ScoreEntered Page (b) Enter Score Page (c) Back to ScoreEntered Page with New Info 

 

Users could also go to the activity/important Date (Figure 6a and 6c) page by clicking add 

Activity or add Important Date (Figure 6b) button, the functions are basically the same as the 

score page where people can edit their activities they have done or important dates they have. 
 

 
 

Figure 6: (a) ActivityEntered Page   (b)Enter ActivityPage   (c) ImportantDate Page 

 

By clicking the Add Wishlist button (7a), users will jump to the college list page and they can 

find most of the information they need related to the application. 
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Figure 7: (a) Wishlist Page       (b) Add College Wishlist Page 

 

Users can click the schools they wish to apply, and the app will jump to the Add College Wishlist 

page (Figure 7b). The page will show basic information about the college/university and there are 

two comparisons between GPA and sat/act scores. The app will automatically take the scores 

users entered & saved to compare to the average applicant’s scores. Users can then click 
AddWishList to add the college to their wish list and the page will jump back to the College 

Wishlist page. The college/university users selected will be marked with some color/icon 

presenting the specialty. 
 

4. RELATED WORK 
 

Due to the function google drive has, which is an online folder, most college applicants/high 

school students use Google Drive for storing their related activities, rewards, etc. However, a 
general folder means that those students have to find the college information elsewhere and after 

months or even years there is so much information, whether related or not, have to be organized. 

College Board has its own college wish list where students can select their dream schools and 
check the information and application requirements. However, students do not have College 

Board accounts until they are taking their first AP test or SAT test. Moreover, the College Board 

has little accessibility that barely anyone uses it on the phone or the only thing they do is check 
their scores. 

 

5. CONCLUSION  
 

In this project, we proposed an all-in-one system that helps high school students in their 
application. This tool is a mobile app [16] that has been developed to manage application 

materials. The system is able to alleviate pressure and effectively reduce applicants’ duplicate 

tasks [17]. The result shows that this tool can help high school students in their college 
application.  

 

As for the future work, we will investigate thoroughly high school student’s application process 

to make sure that the system is updated and cover cases as many as possible. We also would like 
to explore and make it more complete. 
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In addition, one limitation related to the app is that it does not have enough users in test. we plan 

to add more features to the system in the next version and follow high school students’ 
applications from the beginning to the end. 
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ABSTRACT 
 

Automatic assessment of code, in particular to support education, is an important feature 

included in several Learning Management Systems (LMS), at least to some extent. Several kinds 

of assessments can be designed, such as exercises asking to “fill the following code”, “write a 

function that”, or “correct the bug in the following program”, for example. One difficulty for 

instructors is to create such programming exercises, in particular when they are somewhat 

complex. Indeed, instructors need to write the statement of the exercise, think about the solution 

and provide all the additional information necessary to the platform to grade the assessment. 
Another difficulty occurs when instructors want to use their exercises on another LMS platform. 

Since there is no standard way to define and describe a coding exercise yet, instructors have to 

re-encode their exercises into the other LMS. This paper presents a tool that can automatically 

generate programming exercises, from one single and unique description, and that can be 

solved in several programming languages. The generated exercises can be automatically 

graded by the same platform, providing intelligent feedback to its users to support their 

learning. This paper focuses on and details unit testing-based exercises and provides insights 

into new kinds of exercises that could be generated by the platform in the future, with some 

additional developments. 

 

KEYWORDS 
 

Code Grader, Programming Assessment, Code Exercise Generation, Computer Science 
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1. INTRODUCTION 
 

Being able to automatically grade code produced by learners, and in particular students in schools 

and universities, is a very demanded feature for Learning Management Platforms (LMS) [1]. In 

particular, professors in charge of programming courses need to assess the programming skills of 
their students. It is of course also the case for other courses that may require some programming, 

such as data mining or natural language processing courses, for example. The main issue is that 

this assessment cannot be done manually, especially if there are a large number of students [2-3]. 
Another situation, where automatic code assessment is mandatory, is Massive Open Online 

Courses (MOOCs), for which students are spread all over the world and are even more numerous 

[4-5]. Of course, the automatic grading of code must be more advanced than just assessing 

whether the code compiles and produces the correct result for some test cases. It should provide 
useful feedback to the learners. It is even more important when the number of students is large or 

in the case of MOOCs for which learners have a more limited access to the professors to get more 

individualised feedbacks. 
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This paper proposes a tool to generate coding exercises that can be solved in several 
programming languages and that can be automatically graded. Exercises are generated from a 

single language-agnostic configuration file. The same configuration can therefore be used to 

  
generate several instances of the same exercise for different programming languages. Feedbacks 

generated by the tool, and provided to the learners, are designed to help the learners to identify 

and understand their faults. They are also more suited for education and designed to support their 

learning. The first prototype of the tool [6] has been used to support a university course, at the 
Université catholique de Louvain (UCLouvain), introducing students to programming concepts 

and paradigms, as well as for a MOOC on the same topic [4]. The more recently rewritten version 

adds generic unit testing-based exercises [7]. It has been used for a second bachelor course about 
Python programming at the ECAM Brussels Engineering School, a higher education institution 

for future engineers. Finally, the last version of the tool, presented in this paper, supports 

automatic generation of unit testing-based exercises. It is currently tested with EDITx, a private 
company that organises IT challenges targeted to IT students and IT professionals, all around 

Europe. 
 

1.1. Motivation 
 

A lot of tools that can automatically grade codes do exist. They can generally be split in three 

categories: (a) code grading for programming competitions (online or onsite), (b) code evaluation 

for test-driven development and (c) code grading for education. For competitions, it is important 
to be able to guarantee the same execution environment and conditions for all the code 

evaluations. The main reason being that code evaluations are used to establish the ranking and to 

offer prizes to the participants. For example, it should be possible to impose time and memory 
limits that cannot be exceeded during the execution of participants’ code submissions. Those 

graders must also be very robust to hold on during the whole competition, and must guarantee 

code and grading traceability in case of complaints [8]. For development, programs are typically 

tested to check whether their code is functionally correct regarding the executed test cases, 
following the Test-Driven Development (TDD) approach. For such assessments, time and 

memory constraints are less useful, but defining and controlling the test environment is also 

important. It should also be important to test the same code under different situations, for 
example to evaluate some fault tolerance levels. Finally, when it comes to assess code for 

educational purposes, several additional requirements arise. First, the feedback provided to 

learners must support their learning and cannot be limited to the classical “pass/fail” verdict of 
standard graders. The feedbacks must help learners to understand their faults and to make 

progress. Then, graders for education must support a larger number of different execution 

environments and programming languages than competition or development graders, that are 

often more specific. Finally, learner’s code must be executed in a safe environment, for example 
isolated in sandboxes, because learners may produce wrong or dangerous code, whether it is 

voluntary or not. 
 

All these observations led to the development of Pythia, a platform that combines requirements 
from the three categories of graders presented above. This platform has been designed to support 

education and, in particular, the teaching and learning of programming [6-7]. The main 

motivation that gave birth to the Pythia platform is to propose a tool on which several kinds of 
programming exercises can be automatically graded. It must also be flexible enough so that codes 

produced by the learners can be thoroughly analysed with existing tools. Therefore, the Pythia 

platform can support various assessments based on several criterions (functional correctness, code 

quality, execution performance, memory consumption, etc.). Finally, the platform should allow 
instructors to easily produce exercises following existing templates, or to build their own 
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exercises specifically tailored for their students. From the competition graders, Pythia took two 
ideas: isolated sandboxes to safely execute code and possibility to impose constraints (such as 

time and memory limits). From the “TDD graders”, Pythia took the idea of the systematic way to 

test codes against test suites. Finally, from education graders, Pythia took the idea of working on 

tailored “intelligent” feedbacks that support learning. 
 

1.2. Related Work 
 

As detailed above, many code graders have been developed, but most of them are either 
competition graders or specific ones only being able to handle certain kinds of exercises [9]. 

Several reviews have been conducted and interested reader can refer to them [10-13]. Among 

those graders, some follows the “TDD grader” philosophy and are based on tests [13]. When 
graders are to be used for educational purposes, reviews agree that feedback is important and that 

good feedback helps the learners and support their learning [14-15]. Finally, concerning 

automatic generation of programming exercises, only some solutions have been developed, but it 
is important in particular in the case of large classes to be able to easily diversify the number of 

available exercises [16-17]. 
 

The remainder of the paper is structured as follows. Section 2 presents a global overview of the 
architecture of Pythia. Then, Section 3 presents how to define an exercise and how it will be 

generated. Finally, Section 4 concludes the paper with some discussions and future works. 
 

2. PYTHIA PLATFORM ARCHITECTURE 
 

Pythia is a distributed application with several components. It has mainly been developed with 

the Go programming language. It uses UML virtual machines to execute code in a safe and 
controlled environment. The details of the architecture of the Pythia platform not being the 

purpose of this paper, the interested reader can refer to [6], or can directly delve into its code 

available here: https://github.com/pythia-project, to get a better understanding of it. Figure 1 
shows a global overview of the architecture of the Pythia platform. The client interacts with the 

platform through an API server. This latter is connected to the Pythia backend, which manages 

the code execution within virtual machines (VM). Tasks to be executed and environments in 
which tasks can be executed are available to the backend and API server. They are in fact 

SquashFS read-only file systems stored on disk as files (TaskDB and EnvDB). 
 

Two scenario examples are illustrated on Figure 1: 
 

1. An instructor can call a specific route on the API server to create a new task. The task 

generator component will create it and store it in the TaskDB. 
 

2. A learner can call a specific route on the API server to execute a task. The 
submission grader component will execute the task with the submission of the learner 

on the backend and return the generated feedback to the learner. 
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Figure 1. The Pythia platform is a distributed application with a backend managing VMs. It can be accessed 

through an API server that also manages tasks and execution environments. 

 

2.1. Submission Grader 
 

The submission grader is the component in charge of gathering the submission of the learner for a 

specific task and to evaluate it. The POST /api/execute route of the API server takes two 
parameters: the unique identifier of the task to execute and an input, which is a string containing 

the submission of the learner. The API server responds with three elements: the unique identifier 

of the task that has been executed, the status of the execution by the Pythia backend (success, 
timeout, overflow, etc.) and the output produced by the execution of the task (which contains 

among others the feedback). Depending on the kind of exercise, the input provided to the Pythia 

backend and the output produced by the execution of the task can be structured following a 
specified format. The Pythia platform does not impose anything on input and output. They just 

have to be strings, with a limitation on the number of characters for the output. 
 

For example, Figure 2 shows the input and the output produced by the execution of a unit testing-
based exercise where the student has to write the body of a function that computes the subtraction 

of its two arguments. The input should be a JSON object with two keys, one with a unique 

submission ID and one with the set of pieces of submitted code. For this particular exercise, there 

was only one field to fill out, named f1. The produced output contains the unique submission ID, 
the status of the execution of the tests (success, failed), and some feedback information. In this 

case, the feedback contains four elements: 
 

 a score: 0.14285715, 

 some statistics about the tests: 2 succeeded tests on a test suite with 14 tests, 

 an example of inputs for which a test failed: for input (10,5), the expected answer is 5 

(that is, 10 – 5) and the answer computed by the learner’s code is 10, and finally 

 a message to help the learner find his/her fault: “Have you subtracted the 2nd 
parameter?”. 

 

The score and the statistics help the learner to evaluate how far from the completion of the 

exercise he/she is. The goal is to reach a score of 1, that is, to succeed all the tests from the test 
suite. The learner can also evaluate his/her own progress between submissions for the same 

exercise thanks to those statistics. Thanks to the example of inputs for which a test failed, the 

learner can trace his/her code execution to understand why it produced a wrong result. The 
learner can also check his/her corrected code before submitted it again, thanks to the provided 

expected answer. Finally, the message associated to the example of input should help the learner 
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to find his/her fault. Since this message is more intuitive and related to the statement of the 
exercise to solve, it should encourage the learner to think about his/her solution, and not to try to 

change the code just to pass the failed test. 
 

The handling of this specific input and the generation of this specific output are managed by code 
embedded in this particular task. In the Pythia platform, a task is in fact just a bunch of code that 

is executed in a safe environment, namely the UML virtual machine, taking a string as input and 

producing a string as output. An instructor can therefore create any kind of exercise, as long as 

he/she is able to write a code to parse the provided input, to evaluate the learner submission and 
to produce an output. He/she also has to define precise specifications for the input provided to 

his/her task and the generated output. Since the execution takes place inside a Linux virtual 

machine, the instructor can use any existing tool running on Linux to write a task. The only flip 
side of such flexibility is that creating a task can be very time-consuming and limited to only 

some instructors that have high programming skills and that understand the internal working of 

Pythia environments and tasks. 
 
 

 
 

Figure 2. The execution of a unit testing-based task requires specific input information with the 

pieces of submitted code and produces a specific output with “intelligent” feedback information. 

 

2.2. Task Generator 
 

The task generator is a component in charge of automating the creation of tasks based on 

predefined templates. It can be used to ease the creation of exercises on the Pythia platform for 
instructors. For that, task templates must be defined, that is, a highly configurable generic 

program with placeholders must be designed as a task. Unit testing-based tasks [7] are structured 

following four processes as shown on Figure 3. The execution goes as follows: 
 

1. The input of the learner is pre-processed, and used to fill a template code to produce 

the student code. This first step also initialises several files and directories. For 

example, it saves the task ID (tid) in a text file so that it can be used at the end of the 
task execution to generate the output of the task. 

 

2. A test suite is then automatically generated based on the test configuration of the task 
contained in the test.json file. This file contains a set of predefined tests and 
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configuration information to generate random tests. The test suite is stored with the 
CSV format in the data.csv file. 

 

3. The student code is then executed for each test of the test suite and the results of each 

execution are stored in the data.res text file. Each line of this file contains the verdict 
of the execution (checked, exception, etc.) with an associated value (the produced 

result, the description of the exception, etc.). Student code is executed in an 

unprivileged mode inside the virtual machine, so that it cannot access the correct 
solution or view some configuration files, for example. 

 

4. Finally, the correct solution stored in the solution.json file is fed in the template code 
to produce the teacher code, which is executed to produce the correct solutions for 

the generated test suite. Solutions are stored in the solution.res text file, each line 

containing the correct answer for each test. Then, the feedback is generated, 

comparing the correct answers with the ones produced by the learner. The test.json 
file is again used, to get information about the predefined tests and customised 

feedback messages. 
 

 
 

Figure 3. The structure of a unit testing-based task is composed of four main processes, namely the pre-

processing, the tests suite generation, the code execution and the feedback generation. 
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Following this general structure for a unit testing-based task, it is possible to automatically 
generated exercises just providing some configuration information, described in the following 

section. Moreover, the only parts that are language-dependent are the execution of the student and 

the teacher code, all the rest being language-agnostic. To ease the implementation of unit testing-

based tasks, the language-agnostic parts have been implemented as a independent tool written 
with the Go programming language, so that to be efficient. The language-dependent parts are 

implemented as libraries written in the target language for the exercise. For now, those libraries 

have only been written for the Python and Java programming languages. 
 

3. ASSESSMENT STRUCTURE 
 

To create a new exercise following the unit testing-based task template, an instructor has just to 
provide some basic configuration information structured as one JSON file, such as the one shown 

on Figure 4. The configuration consists in three distinct parts: (a) the specification, (b) the tests 

and (3) the solution. Except for the correct solution, all the other parts are language- agnostic and 
analysed either by the Go tool or by the language-dependent library. This task example asks the 

learner to write the body of a function sub that takes two parameters a and b, and that should 

return their subtraction, that is, a - b. 
 

 
 

Figure 4. A unit testing-based task can be generated from a configuration file containing information about 

the specifications of the function to write, information about the predefined and random tests to be executed 

and finally one correct solution for the task. 
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The configuration file consists of three parts: 
 

 The specification part (spec) is used to generate the code templates from which the 
student and teacher codes will be generated thanks to the input submission from the 

learner and the correct solution from the instructor. It contains all the information related 

to the signature of the function that the learner has to implement for the task. 
 

 The tests part (test) contains predefined tests that have to be run and information and 

constraints used to generate random tests. It also contains information about customised 
feedback message that can be produced to help the learner if he/she fails the test. 

 

 Finally, the solution part (solution) contains one possible solution for the task. It consists 

of chunks of code that are used to generate the teacher solution that is executed to get the 

correct answers for the test suite. 
 

The POST /api/tasks route of the API server takes several parameters among which the type of 

the task to create can be specified (unit-testing for unit testing-based tasks) along with the 

configuration (such as described by Figure 4) and the programming language. The task generator 
then builds a Pythia task with all this information, using the language-agnostic code for the pre-

process, generate and feedback components and the language-specific code for the execute 

component. Thanks to this feature, an instructor can generate a coding exercise without having to 

write any line of code. A user interface can be designed to help instructor design such exercise 
visually, wrapping the creation of the JSON configuration file and the call to the API server. An 

experiment conducted by the EDITx private company is currently underway, asking higher 

education professors in charge of introductory programming courses at the bachelor level to write 
unit testing-based exercises thanks to the proposed platform. 
 

4. CONCLUSIONS 
 

The tool presented in this paper is the result of further development of the version of [7], which 

now has the ability to automatically generate unit testing-based exercises that can be 
automatically graded. An instructor willing to design an exercise does not have to write any lines 

of code, except to provide one correct solution for the exercise. The presented tool combines 

advantages from competition, TDD and education graders so that to be used for education and 

learning purpose. It can also generate “intelligent” feedbacks to support learning, providing the 
learner with hints about his/her faults. The automatic generation of exercises process has been 

designed to be easy which should encourage instructors to create more exercises for their 

learners. It should also encourage easier sharing between educators. 
 

Of course, the main strength of the Pythia platform being its high flexibility, future developments 

of the platform include the addition of new kinds of exercises, with the automatic grading and the 

automatic generation parts. Writing a task for the platform is not easy, but thinking about a 
generic kind of task, from which instances can be easily created, without having to write any line 

of code is even less easy but way more interesting. Some insights about how to include input-

output tasks to the Pythia platform, with the automatic grading and generation parts have already 
been found. The next feature will be the addition of those kind of exercises, where the instructor 

only provide a statement along with a set of string inputs with the corresponding expected string 

output. For such exercises, the instructor will no longer have to provide any line of codes to 

design a new task, since he/she will not even have to provide any correct solution. 
 

The platform is currently being used for several courses at the ECAM Brussels Engineering 

School and on the IT challenges platform of the EDITx private company. Informal evaluations 

from usage of previous versions of the platform already showed that the platform does bring 
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useful help to learners. Future work includes a more rigorous evaluation of the platform and, in 
particular, should analyse the experiments in progress. Also, research has to be conducted to 

formally measure if the produced feedback information does indeed improve the learning 

performance of learners. It should also evaluate if the exercise creation process is easy and 

convenient enough for instructors. 
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ABSTRACT 
 
We present a methodology for automatic generation of football match “highlights”, relying on 

the commentator voices and leveraging two multimodal NNs. 

 

The fist model (M1) classifies sequences and provides a representation of such sequences to be 

elaborated by the second model. M2 exploits M1 to decode unbound streams of information, 

generating the final set of scenes to put into the match summary. 

 

Raw audio, along with transcriptions generated by an ASR, extracted from 369 football matches 
provided the source for feature extraction. We employed such features to train M1 and M2; for 

M1, the feature streams were split in sequences at (nearly) sentence granularity, while for M2 

the entire streams were employed. The final results were promising, especially if adopted in a 

semi-automatic, real-world video pipeline. 
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1. INTRODUCTION 
 
There are many motivations behind this project. First of all, living in a modern era were people 

have such easy access to information everywhere at any time has made them willing to be 

constantly and immediately updated. In this sense, sport fans have become more and more 
hungry; this can be easily seen by the amount of web sites updated with the results of each match 

in real time, the streaming services to watch the events, and the video sharing platforms. 

 
However, it would require a huge amount of time to watch all the events, even for a single sport. 

Sport highlights, which are becoming more and more popular and heavily used by broadcasting 

companies, provide a recap of the most exciting parts of a sport event. It is a convenient way for 

knowing what happened in, for example, a round of your preferred football championship. 
 

So far, such highlights are created by manually edit the raw video recordings, but we think there 

is room for improving the current video pipeline, by means of a tool that speeds up the process. In 
particular, we envision a semi-automatic pipeline where a tool generates a first version of the 

highlights, while the human editor only needs to refine them. 

 
The aim of SFERAnet (Selection of Football Events by Recorded Audio) is to train a Neural 

Network (NN) able to identify top moments inside a football match through the analysis of the 

commentators’ voices. In practice, the idea is to detect the segments where the speakers show 

excitement.  
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We designed two models: one able to perform sequence classification and one, encapsulating the 

former, able to deal with the entire event stream and giving a continuous output on the 

importance of the sequences of the event. Starting from that importance measure it would be 
possible to extract what should belong to the final event highlights. 

 

We didn't make use of video-based features, like scoreboard graphics or sophisticated scene 
recognition, as the former depends on the broadcasting network and the latter requires a huge 

corpus. 

 
SFERAnet is thought to be used inside a semi-automatic video pipeline, where a human editor 

refines the video generated by the tool. 

 

2. RELATED WORK 
 
Our work is based on “excitement recognition” through speech analysis, which is conceptually 

similar to the common task of emotion recognition. Moreover, we also leveraged literature on 

automatic detection of sport highlights. In the following we present some relevant papers on both 

topics. 
 

2.1. Automatic Emotion Classification from Speech 
 

Focusing our analysis to NNs, we found that the approach evolved considerably through time, 

especially in the last few years. End-to-end NN solutions were first brought by a work [1] 

proposing a simple densely-connected NN with three hidden layers to transform acoustic features 
–computed from utterances sub-splits– into sequence of probability distributions over the target 

emotion; then, probabilities were aggregated into utterance-level features using simple statistics 

(such as maximum, minimum, average etc.) that an Extreme Learning Machine (ELM) model 
used to classify the utterances. 

 

A following work [2] proposed an improvement replacing densely-connected layers with 
recurrent ones; in particular, they used Long Short-Term Memory (LSTM) layers. However, they 

continued using local-probability aggregation into a global features vector, and Extreme Learning 

Machines (ELM) on top of them, to perform the classification task, as in [1]. 

 
The use of simple and naïve aggregation functions and ELMs resulted not only in a drawback for 

these two approaches, but also in criticism; another work [3] aimed at getting rid of the 

drawbacks discussed above by applying fully end-to-end pipeline without handcrafted parts in the 
middle. The proposed solution consisted, again, in an LSTM architecture with Connectionist 

Temporal Classification (CTC) approach [4] to assess the class, which proved to be useful also to 

deal with the different lengths of the utterances. 
 

The last work we cite [5] used both acoustic and linguistic features (i.e., features coming from the 

textual transcription of the speech). The author compared three different models: audio-only, text-

only, and mixed. This work, which reported an overall accuracy of 74.3% for the mixed model on 
the IEMOCAP corpus [6], clearly showed that a multimodal approach provides the best accuracy. 

For this reason, we decided to follow the same approach. 

 

2.2. Identification of Sport Event Highlights from Speech 
 

A first attempt proposed a system for automatic detection of baseball highlights [7], based solely 
on audio analysis of the commentator. The hypothesis that guided this work was that high 

correlation exists between speaker’s voice excitement and relevant events. However, since not all 

events could count on the presence of speech into the background, they also considered a 
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baseball-specific feature: the presence of a baseball hit in the audio track. So, authors considered 

two distinct SVM models: identification of excited speech and identification of baseball hit 

candidates. Then the results from these two models were fused to provide a final estimation of the 
probability that the analysed segment was exciting. Eventually they reported an overall accuracy 

of 75%. 

 
Another work [9] proposed an audio-based model for tennis, combining long- and short-term 

features. Authors presented a cascaded architecture composed of two levels. The first one, 

worked only on short-term features using a SVM with Radial Basis Function (RBF) kernel; on 
top of them a Bayesian inference model combined the results from both and generated the 

prediction for the considered window. The second level took both long-term features and class 

predictions from the first one. For both audio classifiers at the base of the model, only Mel 

Frequency Cepstral Coefficients (MFCC) vectors were considered as input, while the output 
classes were: silence, applause, and speech. Authors reported precision of 98% and recall of 96%. 

 

In [10], instead, authors proposed a system architecture based on Piecewise Gaussian Modelling 
(PGM) and NNs to detects highlights, but still working only on the audio signal. In this work they 

tried to detach from the energy-based features, like in [7], by employing the Mel Frequency 

Spectral Coefficient (MFSC) representation of the audio signal as a short-term feature. The 

resulting feature vectors are combined through PGM to achieve a long-term description of non-
overlapping, fixed-size frames of the Mel Spectrogram that are classified by the NN as “action” 

and “no-action” (i.e. the labels they considered for the scenes into the highlights). Authors 

underlined two key points about their system: it only needs a few seconds of audio samples to 
build the classifier, and the architecture, being based only on audio features, can be effectively 

employed in different sports by providing results for tennis and football. In fact, they achieved a 

precision of 87.2% and a recall of 97.6% in detection of highlights for tennis, and an average 
precision of 86.7 % in the three football matches used for tests.  

 

2.3. Identification of Sport Event Highlights from Speech and Video 
 

One of the first systems leveraging both audio and video clues was presented in [8], where 

authors proposed an audio-visual framework for sport event detection. In their work, authors 
pointed out some useful information, in fact they noticed how sport-specific approaches typically 

yielded successful results within the targeted domain because of the dramatic variances in 

commentary styles for different sports. However, their intention was to build a general model able 

to work with different sports, and this is why their data set was composed of events from football, 
rugby, and Gaelic football. The solution they proposed was based on a SVM classifier able to 

separate eventful and non-eventful sequences; for this goal the SVM took as input an aggregated 

features vector composed by: crowd image detection, speech band audio activity, on screen 
graphics tracking, motion activity measures, and field line orientation. Authors reported in the 

case of Gaelic football an event retrieval ratio of 97%, this was the best achieved scored among 

their classifiers 

 
Other relevant results in this field came from a work [11], where authors focused on visual 

features. The proposed system was composed of two main blocks: an unsupervised framework for 

event decomposition based on Hidden Markov Model (HMM), which performs diarisation of the 
clips (i.e. segmentation and clustering) iteratively, and a subsystem for detection of highlights, 

which takes out the classification task on the events to discriminate between highlight and non-

highlight, based on a Linear SVM. The system worked with “easy-to-extract,  low-level” visual 
features: the Colour Histogram (CH) and the Histogram of Oriented Gradients (HOG), which 

were projected to a lower dimensional space through Principal Component Analysis (PCA) in 

order to avoid the curse of dimensionality. The authors trained and tested the system using video 

clips from cricket matches (they were provided with 14000 clips that they split in half for this 
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purpose) and explored the results when features were considered singularly and together, 

achieving an equal error rate of 12,1% when using both.  

 
More recent results [12] proposed a system for detection of rugby highlights, based on detection 

of acoustic events. In particular they built a multi-stage classifier, that considered two acoustic 

events to perform the classification task: commentator’s excited speech and referee’s whistle. In 
the proposed model a first-stage classification is applied to detect from the input audio features, 

then excited speech detection or whistle detection are performed; at this point, time stamps of 

positive classification from the second stage are stored in a buffer that is later scanned to detect if 
a minimum number of relevant frames are present in a fixed temporal window. Then the window 

is extended to cover all the relevant events for that particular scene. All the three classifiers were 

built using GMM, and the selected audio features were MFCC, together with their first order 

derivatives; in this case the reported precision was 93.4% and the recall 97.1%. 
 

The following year, with the spread of eSports championships, a video-based highlight detector 

for Multiplayer Online Battle Arena (MOBA) games was proposed [13]. The author proposed 
various solutions for frame-wise classifiers based on CNN and RNN, considering both single and 

cascaded architectures, and different shapes for the output; in fact, the data set was tagged 

considering four different levels of highlight, starting from non-highlight up to maximum 

relevance. The peak performances were achieved, mostly, considering only a binary output: one 
of the considered games reported a precision of 83.2% and a recall of 86.3%. A point to stress out 

about this model is that it was designed to work with real-time video streams. 

 
Finally, we mention H5 [14], a multimodal system for extraction of highlights from sport videos, 

based on sport-independent excitement measures (although in the paper only Tennis is analysed 

as a case study). The H5 system employed excitement markers, coming from different modalities, 
to score the scenes of the match; in particular, authors distinguished between audio- and text-

based markers, visual markers, and game analytics. Audio-based markers were extracted through 

a SVM built atop deep features (coming from a Deep Convolutional Neural Network used for 

audio classification purposes) to classify crowd cheer and commentator tone excitement; 
moreover, the commentator tone was complemented by a text-based marker that matched the 

transcription against a dictionary of expression indicative of excitement. Visual markers, instead, 

were computed through two classifiers, one for player reaction (scenes were a player was 
celebrating) and the other for facial expression (categorized in aggressive, tense, smiling, and 

neutral), both obtained fine-tuning pre-trained Deep Convolutional Neural Networks for image 

classification. Game analytics, instead, referred to Tennis specific information; in fact, since not 

every point in the match has equal relevance, a side court statistician provided information 
distinguishing between different points (e.g. volley winner, smash winner, match point, etc.). The 

sub-models composing H5 were trained separately on manually tagged audio and video clips to 

extract the markers, then a separate fusion model was trained to classify the proposed clips from 
the markers and discriminate the highlights. To test H5 a group of users was asked to rank from 0 

to 5 their interest in randomly selected clips from those proposed by H5, scores was averaged to 

compute the precision of the system that resulted to be 92.68%. 
 

2.4. Comments 
 
The results obtained by the presented works are really good; nevertheless, in many cases such 

systems took advantage of particular visual features, for example enabling scoreboard graphics 

tracking as in [8], which represented a strong aid (but made the system dependent on the 
broadcast network-specific graphics). In other cases, like [13], [14], that leverage DCNN to 

perform the analysis of the visual input, a higher computational capacity is required, not to 

mention the necessity of a large amount of data. In [14] authors tried to cope with this problem by 

fine tuning pre-trained models, but the demand of computation power remained high since the 
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transferred models were still huge and they still needed to build a personalized data set “by hand” 

to extract their markers. 

 
Keeping on with [14], there are two other key problems to point out: they were given access to 

game analytics provided by side court statistician that provided information in real time about the 

scored points (such information is hardly available, especially considering different sports) and 
they had the financial capabilities to pay a group of users to score their highlights. 

 

Moreover, as in the case of [7], metrics were computed “by hand”, in the sense that a human 
operator compared the resulting highlights on a small test set with the expected output, to 

circumvent errors due to misaligned highlights. Our corpus was composed of thousands of 

samples, making it impossible to follow the same approach. Therefore, we followed the usual 

cross-validation approach, without human intervention. 
 

Another particular case is that of [9], [10], where the crowd remains silent for the whole game, 

except to applaud immediately after a point is scored; so, highlights were basically located by the 
occurrence of applause. Using such a sport-specific clue wasn’t possible in our case. Actually, in 

[10] an alternative for football was proposed: take advantage of crowd’s noise together with 

commentator’s excitement. This choice resulted, in the authors’ own words, in an approach 

“extremely sensitive to the spectators’ and commentators’ behaviours” for both of the analysed 
sports. Moreover, in our dataset the recordings of the crowd weren’t provided as a separated 

audio channel, and it was only possible to hear them in the background of the commentators’ 

voices, making it very difficult to leverage such information. 
 

In [11], instead, two other problems were introduced. The former was that highlights were given a 

fixed definition (according to cricket terminology, the highlights were defined as video clips 
corresponding to either a 4-run, a 6-run, or a wicket) so what they actually produced was a system 

capable of identifying these exact events and nothing else; on the contrary, we wanted to avoid to 

impose a fixed rule to define the highlights. The latter was that even if the proposed system 

carried out event discovery within a clip, all the information from the events within  that same 
clip were employed for classification, so the system still relied on previously cut clips of fixed 

length; instead, we wanted to provide a system capable of finding also the cut points of the scenes 

to put into the highlights. 
 

Finally, authors of [12] employed a small data set, which was tagged manually to identify as 

“important” everything that they expected to trigger their system. This led, indeed, to good 

results, but they were a consequence of this ad-hoc choice. Differently, our corpus was based on 
highlights generated by professional video editors. 

 

Summing up, the system we are presenting leverages only speech and textual features from the 
match commentary, which can be considered as sport-genre independent; in this way, our system 

can be easily ported to other sports. Moreover, as shown in previous sections, various attempts in 

the past years proved the presence of a relationship between the excitement in the speaker voice 
and the importance of the related scene; this further convinced us to follow the same approach 

and leverage audio features. Finally, the choice of such features results in a smaller model, easier 

to train and faster to run.  

 
 

 

 
 

 

 



106                                   Computer Science & Information Technology (CS & IT) 

3. DATA SET 
 

This section presents all the information about the data employed to train the NNs. 

 

3.1. Provided Data 
 

Data come from 369 football matches of the 2017-18 Italian “Serie A” championship; each video 
recording come with the corresponding hand-crafted highlights. Each match highlights were 

composed of about 20 short sequences (we call them scenes); see Figure 1. As the commentators’ 

audio tracks contained the chattering and interviews before and after the match, each video was 
manually searched for finding the actual starts and end of the two halves of the match. 

 

 
 

Figure 1.  Match video recording and its “highlights” scenes.  

 

3.2. Label Generation 
 

No proper tagging of the original data was provided. To deal with this problem, we realized a tool 
based on perceptual hashing of images. In practice, given the video of a match and the 

corresponding highlights, they were both down-sampled to a grey-scale, 160 × 90, 10 fps streams. 

Subsequently the pHash algorithm [15] was applied to each frame. 
 

Then, the hashes of consecutive frames belonging to the same scene in the highlights were 

grouped together in temporal order. In this way not only the entire video scene from the 
highlights could be searched at once, but the results come out to be more robust since the 

similarity score was averaged on the entire scene. To split the highlights into scenes the similarity 

score between each frame and its successive was computed; in this way a drop under a fixed 

threshold could identify a scene change. 
 

Each group of hashes, representing a scene, was searched computing the average similarity score 

against a sliding window, of the same length of the currently searched hash group, scanning the 
whole match. The starting frame of the window corresponding to the highest similarity score was 

retrieved. Once the time markers for each scene had been identified, close segments were joined; 

this step was necessary because sometimes either the highest similarity score didn’t lead to a 
perfect alignment or a part of the scene had been cut away during the editing of the summary 

video. 

 

At the end, we divided and tagged the match segments:  
 

Relevant: segments showing scenes used to compose the highlights. 
 

Non-relevant: here are all discarded segments of the match. 
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3.3. Corpus Internal Structure 
 
The corpus is composed of audio recordings of the match commentaries and, through an 

Automatic Speech Recognition (ASR), the corresponding transcriptions. Using the Google 

Speech-to-Text API permitted to obtain word-level timing alignment and speaker differentiation. 
 

Each match contained about 2h of data but only the in-game spoken parts were considered. In this 

way the total amount of recordings resulted to be 640h, divided in 13h of Relevant segments and 

627h of Non-relevant segments. Because of this unbalance, samples from the Non-relevant class 
were randomly selected in order to obtain a balanced data set so that the NN won’t be badly 

influenced; Moreover, the “subsampling” was performed file-wise so that from each match the 

same amount of segments per class could be used. 
 

In this case the term sample refers to the constitutive element of the data set: a scene containing 

audio and textual data, aligned, and coupled together. To cut the Non-relevant segments we 

employed a heuristic algorithm that grouped consecutive spoken parts, identified through Voice 
Activity Detection (VAD), in clusters of, approximatively, the same length of the Relevant ones. 

 

These sentences were grouped into the development set, composed of segments coming from the 
first 50 matches, which helped to identify possible network models and hyper-parameters, and the 

actual data set, which used all the 369 matches segments to train, validate and test the most 

promising configurations and find the best one. 
 

The content of the data sets, in terms of number of samples and duration, is reported in Table 1. 

 
Table 1.  Corpus information. 

 

 
 
The corpus is composed by the voice of 20 different male speakers. Having a wide, different 

speaker presence in the data set is critically significant since it helps the network to avoid being 

dependent on the specific speaker’s behaviour, especially for speaker-dependent features. 
 

4. DATA PREPROCESSING AND FEATURE EXTRACTION 
 

The raw audio signals sampled at 48 kHz were the starting point from which the input features 

were extracted to feed the NN-based models, this extraction process required some critical 
preprocessing steps that consisted, mostly, in noise suppression and downsampling; moreover in 

many cases, depending on the feature typology, some additional post-processing, like outlier 

deletion and filtering, was also required. 
 

4.1.Audio Preprocessing 
 
In the commentators’ audio files, it was possible to hear the crowd cheering in the background. 

Since this noise was frequently overlapping with the voice signal to analyse, the RNNoise tool 

[16] was employed to get rid of it. 
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To reduce the amount on information to be processed, the audio tracks were down-sampled at 

16kHz and the features were computed with a 20 ms wide sliding window, with a hop size of 10 

ms, obtaining 100 samples per second. 
 

Then, the preprocessing workflow executed VAD and speaker diarisation, whose results were 

later used for the computation of the features. In particular, results from the latter were employed 
to reach speaker independence. Anyhow, their use will be better explained in the following 

section. 

 

4.2. Selected Features 
 

Even though it’s a common practice to leave DNNs learn the features by themselves, this 
approach may lead to sub-optimal solutions and incredibly complex models with subsequent 

waste of computational resources, as suggested by the authors of RNNoise. For these reasons, the 

classifiers were trained on a set of carefully selected, pre-computed features that already proved 

their relevance. In particular, the features we used can be classified into three groups [3]: 
 

Prosodic. These features describe voice intonation, rhythm, and stress; we used: pitch, intensity, 

harmonicity, jitter, shimmer (along with their first- and second-order derivatives), chroma, 
silences (pauses), short-term energy with its entropy, and syllabic rhythm. 

 

Acoustic. These features describe the spectral properties of voice; we used: MFCC, Mel bands 
decomposition, centroid, spread, entropy, flux, roll-off, and zero-crossing rate. 

 

Linguistic. These features describe the semantic information contained in speech; we used word 

embeddings. 
 

Prosodic and acoustic features were selected because of their correlation with perceptual aspects 

of the signal [17], [18], for example the pitch expresses the sentence intonation. 
 

Apart from these features, another one represented the relative time position of the analysed 

segment with respect to the entire recording (the very beginning and the end of the match are very 
likely to be put into the highlights). 

 

All the computed features were post-processed before being fed to the NNs, in particular we 

adopted a speaker-wise approach in order to obtain speaker-independent features. The post-
processing steps were: standardisation, making the values of each feature in the data have zero-

mean and unit-variance, outlier trimming, silent segments zeroing, and signal smoothing. 

 

5. MODELS 
 

Our model is actually composed of two sub-models: 
 

 M1: for scene classification. 

 M2, incorporating M1: for stream decoding, producing a continuous classification output. 
 

The reason behind this choice stands in the structure of the former model as well as in the 
experiences coming from other projects. In fact, the main processing element of M1 stands in the 

BLSTM layer, that provides a powerful tool to analyse a scene by scanning it from start to end 

and vice-versa at the same time. However, as a drawback, having to deal with too long scenes, as 

in the case of an entire football match audio features stream, will most certainly produce poor 
results since the portions analysed by the forward and the backward LSTMs will be too 

uncorrelated. 



Computer Science & Information Technology (CS & IT)                                     109 

 

The proposed solution for this particular problem is to train M1 separately such that it’s able to 

classify a single scene of known length; after that, M2 can be trained applying transfer learning 

from M1, that will be used to provide a useful windowed representation. To be more detailed, the 
second model will perform continuous stream labelling from feature windows computed from the 

transferred part of the first classifier and will use a mono-directional recurrent layer to add the 

context from the previously analysed windows. 
 

5.1.M1: Multimodal Scene Classifier 
 
M1 is designed to classify a scene of variable but known length (see Figure 2); it was trained on 

short video scenes, namely less than a minute, however it can ideally work with unbounded ones 

even though performances are not ensured to be the same. 
 

 
 

Figure 2.  M1: scene classification. 

 

As shown by Figure 3, this classifier takes the raw features of a scene and feeds them to a one-
dimensional, time-distributed convolutional layer with dilation, immediately followed by a one-

dimensional, time-distributed, max-pooling layer. Then, the intermediate results from the input 

layers are passed to a BLSTM provided with an internal attention mechanism; the BLSTM layer 
produces a continuous output that is weighted by the output of the attention mechanism. These 

weighted values are then summed up along the time to have a compressed representation of the 

entire scene, and the sum is scaled using a logarithmic function. The resulting intermediate 
representation of the entire scene is then passed to two subsequent fully-connected layers before 

arriving to the softmax layer with two output that represents the probabilities to belong to one of 

the two classes. 
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Figure 3.  M1: scene classifier DNN.  

 
 

5.2. M2: Multimodal Stream Decoder 
 
M2 is designed to classify a scene of variable is designed to decode an entire stream providing a 

continuous classification output; it was trained on streams corresponding to entire matches. 

 
As shown by Figure 4, this classifier takes the raw features stream as input, then slices it using a 

fixed-size sliding window of 7.5s with a 3.75s hop. Windows are fed in sequence to an internal 

time-distributed model, realised using M1, which generates an internal representation of the entire 
window content. These intermediate representations of the widows are then passed in sequence to 

an LSTM that will provide some sort of “context” among successive windows.  

 

The continuous output of the LSTM is further elaborated by a time-distributed, fully-connected 
layer before the time-distributed softmax layer accomplishes the decoding task. This last layer 

associates the probability to belong to one of the two classes to each of the windows generated at 

the beginning of the pipeline. We then applied a threshold of 0.5 to identify the start and end 
points in time of the Relevant segments. 

 

 
 

Figure 4.  M2: stream decoding with sliding window.  
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Figure 5 shows the structure of the M2 classifier. Notice that the size of the sliding window is a 

parameter to be decided at “run time”, is not part of the definition of M2, and does not constraint 

in any way the length of the retrieved scenes. 
 

 
 

Figure 5.  M2: stream decoder DNN.  

 

As a final remark, our approach shows interesting features: 
 

 It won’t be necessary to train the entire network of M2 from scratch; in fact, thanks to 
transfer learning, only the top portion of the network requires training. 

 

 Size and hop of the sliding window fed to M2 can be modified, within certain limits, 

without having to train the M1 network from scratch, this is due to that fact that the 

BLSTM layer in M1 is designed to deal with and trained on variable length scenes. 
 

5.3. SFERAnet 
 

Figure 6 shows SFERAnet, inside a hypothetical semi-automatic video pipeline for generation of 
highlights. The pre-processed speech audio is passed to an ASR and enters, along with the 

transcription the SFERAnet models. The result is a set of cut points (i.e., time instants where the 

video stream should be cut to extract the relevant scenes). Then, some video editing tool (for 
example, FFmpeg) could be used to generate the proposed highlights. Finally, a human expert 

composes the final version by means of her/his usual video editing tools. 

 
The proposed solution for this particular problem is to train M1 separately such that it’s able to 

classify a single scene of known length; after that, M2 can be trained applying transfer learning 

from M1, that will be used to provide a useful windowed representation. To be more detailed, the 

second model will perform continuous stream labelling from feature windows computed from the 
transferred part of the first classifier and will use a mono-directional recurrent layer to add the 

context from the previously analysed windows. 
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Figure 6.  The SFERAnet semi-automatic pipeline.  

 

6. TRAINING AND VALIDATION 
 

This section will deal with the description of the training and validation process to find the best 
architecture. 

 

6.1. Approach 
The procedure to find the best model followed the same steps for both models. M1 was trained 

and validated on the samples of the data set we described in Table 1; for M2, instead, we 

considered as a sample the entire feature stream coming from a whole match. 
 

The first step consisted in a grid search vowed to find the best model structure; at this stage the 

objective was to obtain the main structure of the model, without refining it, using a development 
set obtained by random-subsampling the data set. 

 

The second step consisted in the refinement of the hyper-parameters of the best model found 
through the grid search, again on the development set. Differently from the previous stage, in this 

case there was a tree search (to lower time complexity, although at the cost of finding a sub-

optimal model). 

 
In the last step, the most promising models were compared using the results from the training on 

the entire data set. 

 
In each of the presented steps, the evaluation of the model was obtained through a 10-fold cross-

validation; in this way a more robust estimate of the performances could be obtained. In the train 

phase relative to each fold, a further split of the train set was created to be used as a validation set. 
 

Training was performed using categorical cross-entropy as loss function, RMSProp as optimiser, 

and adopting the early stopping strategy. As performance metrics we computed Accuracy (using 

it also as a reference for early stopping), Precision, Recall, F1, Specificity, and AUC. 
 

To deal with the class unbalance inside the data set, we considered two different approaches, 

depending on the model. For what concerns M1, we randomly sub-sampled the class of Non-
relevant to get an equal number of scenes. For M2, instead, loss and Accuracy were weighted 

differently depending on the class, so that an error on the Relevant segments would be 60 times 

that of the Non-relevant class; the choice of that weight was done in order to reflect the available 

hours of recordings of each class inside the corpus. 
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6.2. Results 
 
Table 2 shows quantitative values for both models. For what concerns M1, considering the best 

model, and in particular the results from the single best fold, it showed a high Precision. This 

means that M1 is particularly good in discarding the Non-relevant scenes, making it suitable for a 
real-world video pipeline. Moreover, it is important to stress how, with a balanced data set, 

Accuracy, F1 and AUC –which are used as global measure considering all the classes– show 

good values. 

 
Table 2.  Best results achieved by M1 and M2. The reported results are these of the models with the highest 

cross-validation (weighted) accuracy score. 

 

 
 
M2, instead, showed way lower scores with respect to M1. However, these scores are to be taken 

with a grain of salt. In fact, we found two different error categories: model specific and 

summarisation specific. 

 
The model-specific errors are due to the fact that the output probability stream may be noisy 

around the classification threshold; in this case the problem may be fixed improving a post-

processing phase. Moreover, the output probability stream may rise above the classification 
threshold before it is done in the target scene, and/or similarly may fall down after it, as depicted 

in Figure 7 (left); as scores are computed for each instance of the sliding window (i.e., every few 

milliseconds), even if the retrieved scene contains the correct one, several window instances fall 
outside the right interval and the computed scores are badly affected. Another typical scenario is 

depicted in Figure 7 (right), where a single retrieved scene contains multiple correct ones. Once 

again, the scores could be very low even if the model prediction is substantially correct. 

 

 
 

Figure 7.  Output of M2 (blue), extracted scene (orange), and ground truth scene(s) (green).  
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The summarisation-specific errors are due to the fact that there is no “correct” metric to assess the 

goodness of a summary. In fact, scene cut points are somewhat arbitrary and the selection of the 

scenes is, to some extent, arbitrary: usually there are more relevant scenes than the ones found in 
the final highlight; such scenes in “excess” are cut due to time limitations (highlights shouldn’t 

last more than 3 minutes) but are not Non-relevant per se. For that reason, the figures we report in 

Table 2 are based on the usual metrics computed comparing samples in a classification task 
(where a sample is a decoded window of the match feature stream). 

 

As a further validation step for M2, one should appeal to human evaluation, as some research 
papers we cited did. However, on one hand our corpus was too big to allow for this solution; on 

the other hand, a human evaluation is subjective and, in our opinion, should be avoided. 

 

Unfortunately, in this way the problem of finding remains open but, on the other hand, it is a 
well-known issue even in the much more mature field of text summarisation [19]. As a final 

remark, better metrics could be very useful for improving the train of the model. 

 

7. CONCLUSIONS AND FUTURE WORK 
 
The results that are not easy to be evaluated. If M1 proved good in selecting Relevant scenes, M2 

is probably not manure enough. However, in a real-world video pipeline, SFERAnet will be just a 

tool for a human operator. For her/him, cutting a useless scene (false positive) would be easier 
than add a missing scene (false negative). From this point of view, the Recall of M2 is not bad 

and thus SFERAnet could be actually useful, as long as it is employed in a semi-automatic 

pipeline. 
 

As a future improvement, assuming to get a bigger corpus, we aim at testing more complex 

architectures, like GANs, which proved very powerful tools for “generation via emulation” and 

thus could produce more human-like highlights. 
 

Finally, we expect to carry out some experiments on the field, by generating the highlights of 

matches “unseen” by SFERAnet and observing users’ reception. 
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ABSTRACT 
 
This research study is focused on a company which operated in online shopping. The company 

entered into the online market without proper testing. The company’s site was migrated from 

local server to Amazon Web Services which required additional changes in its site architecture. 

Having automation testing especially in this case, regression test suite needs to be applied for 

the mentioned changes. It will be very useful for quickly testing the functionality of the site and 

further to validate that everything is working as expected. In order to conduct the mentioned 

regression testing through the test automation Selenium Webdriver was selected as a test 

automation tool/framework and TestNG framework was added to the test automation 
environment to generate comprehensive reports. After test execution the results showed that first 

of all the automation testing is more than 3 times faster than manual and human interaction is 

led to the minimum. Moreover, it proves that the core functionalities were not suffered from 

architectural changes although some minor bugs have been revealed during the collective 

execution of test cases. This research will create the regression ready solution on sas.am 

testers’ and developers’ hands also it will be a good test automation framework for all web 

applications created on 1C-Bitrix framework, which is getting popularity. 

 
KEYWORDS 
 
Amazon Web Service, Application Programming Interface, Page Object Model 

 

1. INTRODUCTION 
 

Nowadays number of web-based applications are deployed in different platforms and ongoing 

trend is to make upgrade, code modification or migration of those applications from one platform 
to another. In those situations, automation testing is used to perform testing by reducing the 

human intervention and repeatable tasks. The regression testing is one step ahead in automation 

testing to reveal the faults that could be increased as a result of new changes in the system. 
 

This research study is focused on automation testing which is going to be performed on the 

company’s website. From privacy reasons, the company name will not be disclosed. The 
company is located in Yerevan, Armenia and they have a supermarket chain in the same city. 

Today the company has a turnover of greater than $3.5 million and 800 employees. In order to 

gain more profit, they operate online shopping web site “sas.am” which has entered into the 

market without decent testing. The website was created on 1C-Bitrix framework and supports 
three different languages and currencies in order to target English, Armenian and Russian 

speaking client’s market.  Also, the website is integrated with a call centre which operates 24 

hours each day in order to handle clients’ requests. The company sells a wide assortment of food, 
sweet, beverages and household products which can be ordered through the “sas.am” web site and 

delivered within the city by some additional cost. Brief objectives of this research are mentioned 

below: 



118                                 Computer Science & Information Technology (CS & IT) 

 Perform website regression testing via automation testing.  

 Create test automation environment utilizing Selenium WebDriver as a 

tool/framework for “sas.am” website. 

 Integrate TestNG framework with Selenium WebDriver to simplify the “sas.am” 
website testing processes and generate a proper report about executed test cases. 

 Create maintainable and reusable test cases using functional-decomposition approach 

and Page Object Modelling.  

 Create a ready testing solution on testers and developers’ side to easily check the 

functionality as expected and fix the bugs. 

 Generate and track the quality metrics for continuous improvements in product 
quality.  

 Identify criteria for selection of functionality and write test automation script to 

verify and validate the following functionalities: change of site language from 

Armenian to English, change of currency from AMD to USD, place order of bread, 

rice, seafood, a search of product, sign in and sign out. 
 

This research paper is organized as follow: Section 2 focuses on the literature review of the 

automation regression testing. Section 3 is focused on the research methodology for this research. 
Section 4 explains execution results for this research. Section 5 provides the discussion on the 

results of this research. In section 6 recommendations for future researches are provided. Finally, 

in section 7 conclusion to the research is provided. 
 

2. LITERATURE REVIEW 
 

The main reason for migrating “sas.am” website to AWS [1] environment was the flexibility and 

reliability provided by the cloud environment. The migration was supported by the fact that there 
are already 200 million PHP based active sites on various cloud platforms (Voda, 2014). 

Therefore, being PHP and MySQL based technology, the 1C-Bitrix is not an exception. However, 

besides the mentioned technologies 1C-Bitrix is using other components (e.g. jQuery, jQuery UI, 
CloudFlare) which makes architectural changes at the application level more complex. Those 

changes are performed in the database system, front-end layer and API (Application 

Programming Interface) layer (Voda, 2014).  All the mentioned modifications lead to the need for 

regression testing which will be performed on “sas.am” website. Although lots of research are 
done on migrating existing PHP web sites from traditional hosting to the cloud, test automation 

frameworks and processes there is a lack of research about consequences related to the migration 

of 1C-Bitrix from VMWARE server to AWS. Also, regression testing results and practices are 
missing for those kinds of projects. Therefore, in order to create test automation environment and 

to develop regression testing for this research the literature review was conducted which is given 

below. 
 

According to the research papers, where the comparison of three test automation tools was done, 

the most popular used tools are Selenium and QTP. However, QTP is not preferable because its 

license is very expensive. Although commercial versions provide full support which is not 
available in open-source tools, the latter has its advantage thanks to programmers who 

continuously add enhancements in open-source tools free of charge [9]. In addition to this 

research, an additional literature research has been done which proved that the most 
comprehensive and cost-effective open-source test automation tool is a Selenium WebDriver [7], 

[21]. 

 

Continuing the literature review and scaling up the research field, some literature review has been 
done in the past regarding test automation projects based on Selenium WebDriver. In the 
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mentioned research Selenium WebDriver was used in conjunction with Junit, TestNG and POM 
(Page Object Model). In one research test cases are manually implemented using Java 

programming language and integrating Selenium WebDriver instructions with JUnit or TestNG 

assertions [14]. In another research is mentioned that TestNG is developed to overcome JUnit 
framework’s some limitations. TestNG provides new features that makes it more useful than 

JUnit. TestNG covers all types of testing such as functional, unit and integration [7]. Despite all 

advantages, Selenium WebDriver does not have any built-in features to generate the test results. 

In order to eliminate this limitation, the TestNG framework is used with Selenium WebDriver. 
Eventually, in order to have more structured, optimized and reusable scripts, there is a well-

known solution like Page Object Model (POM). One of POM deployment projects was done in a 

small Italian company (eXact learning solutions S.p.A.). The investigation has revealed the 
tangible benefits of applying the Page Object Model which was used in conjunction with 

Selenium WebDriver [14]. Although the project was done for the testing of the learning content 

management domain, the practice is possible to apply across many commercial projects like 
“sas.am”. 

 

In order to organize the mentioned testing activities, the Scrum methodology will be applied [18]. 

However, before adopting the mentioned methodology the following research will try to briefly 
cover most popular methodologies in the software development industry. Although the Waterfall 

Model has proven ineffective and upcoming trend in software development is the Scrum 

framework the Waterfall development is still widely used in software development companies 
[2]. Ericsson AB located in Sweden revealed the problems in the waterfall model and made the 

conclusion that the utilisation of waterfall model is not acceptable in large-scale projects and 

where the requirements are changing often. Therefore, the company changed the development 

model to an incremental and Agile methodology in 2005 [19]. Agile Scrum provides the speed 
and flexibility in product development and having this regression test research study with a short 

development cycle the Scrum methodology will be proposed as a solution. After summarizing 

these researches, it’s clear that there is no evident research that highlights regression testing of the 
migrated 1C-Bitrix application to AWS cloud. Hence this research will be focused on regression 

testing of that kind of application. 

 

3. RESEARCH METHODOLOGY 
 
The research execution steps for this research are given below. 

 

3.1. Functional Automation Test Plan 
 

The functional automation test plan for “sas.am” research is shown in Table 1. The Table 1 

covers the resource planning, time estimation and environment creation aspects of the research. 
Windows 10 was used for the installation of Google Chrome browse, Eclipse IDE, Selenium 

WebDriver and Java Development Kit. Those are minimal required tools for the test automation 

process.   
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Table 1. Functional automation test plan 

 

Functional automation test plan 

Test Environment 

Operating system platform used for 
“sas.am” test automation 

Windows 10 64 bit 

Web/database server “sas.am” is created on 1C-Bitrix framework and located in 
Amazon Cloud 

Web browser Google Chrome version 76.0.3 

Test automation tool/framework Selenium, version 3.14 

Additional frameworks and libraries TestNG, testng-metrics.jar 

IDE Eclipse, version 4.11 

Java Development Kit JDK version 12 

Testing scope/type Automation/regression, functional 

Test resources 

Number of testers 1 

Estimated start date 23.08.2019 

Estimated end date 20.09.2019 

Testing hours per day 6 hours 

Total testing hours 150 hours 
 

The test planning phases for “sas.am” research study is shown in Figure 1. The Figure 1 shows 

that the planning process starts with analysing “sas.am” website functionalities and what type of 
hardware and software platforms are needed for test automation. Then the suitable candidate is 

selected, and trainings are organized if needed. In this research, the suitable candidate is Test 

Automation Engineer Intern. In this phase also the test automation tool is selected for the research 
which is Selenium WebDriver. In schedule and estimation tester’s effort was planned for Sprint 0, 

Sprint 1 and Sprint 2 according to “sas.am” research. Test environment planning phase defines 

how the test environment is set up and who is in charge of those processes and in this case, Test 
Automation Engineer Intern has performed all installation and configuration tasks. The last phase 

describes test execution and closure of the research. 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 1.  Planning phases 

Human resources, suitable 
candidates for test automation 
and trainings. 
Right test automation tool 
selection based on comparative 
analyze. 
Test automation process. 

How it works? What 
hardware/software platforms 
are needed? 
Benefits of test automation. 
 

 
Analyze the 
sas.am test 
automation 

requirements 

Schedule and 

estimation 

 

Resource 

planning 

Testing objectives, 
types, efforts and 
costs. 
Testing approach, 
number of test cases. 
Reusable and 
maintainable tests 

Sas.am server. 
Test automation planning, 
tools/frameworks. 
Selenium, TestNG, Eclipse IDE, 
Browsers 

Defect/test progress 
tracking. 
Reporting 
Test metrics 

Schedule creation 
Testers’ effort planning 
research estimation  
 

Test design and 

Development 

 

Plan test 

environment 
Test execution 

and closure 



Computer Science & Information Technology (CS & IT)                                    121 

 

3.2.Proposed test automation framework 
 
Proposed test automation framework for this research is shown in Figure 2, which describes the 

process flow and interaction between Page Factory classes, TestNG classes, Selenium WebDriver 

and web browsers [7]. The Page Factory class is the farther improvement to the Page Object 
design pattern. It is used to initialize and instantiate the elements of the Page Object. Page Factory 

is an inbuilt Page Object Model (POM) concept for Selenium Web Driver, but it is much 

optimized [14]. TestNG is integrated with Eclipse in the proposed framework in order to generate 

reports and to have multiple test case execution. 
 

 

Figure 2.  Proposed test automation framework 

 
According to proposal in order to improve the maintainability and reusability of test cases, the 

functional-decomposition approach and Page Object Modelling (POM) is applied in this research. 

In the diagram the test cases are represented as Java classes. The architecture of class interaction 
and test execution process is shown in Figure 3. 

  

 
 

Figure 3.  Architecture of class interaction, test generation and reporting 
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As per the POM, for every web page, the separate class has been created. Those classes have been 
organized in page_factory_objects package. Then another two packages have been created for the 

test suite and utility class which is shown in Figure 4. 

 

 
Figure 4.  Organization of classes in Eclipse environment 

 

3.3. Functional Test Cases 
 

All selected requirements which must be done during Sprint 0, Sprint 1 and Sprint 2 are given in 
Table 2. Actually, the requirement is an expected behaviour of software which must be fulfilled 

during the testing. Thus four requirements are specified in Table 2 among those requirements are 

the customer registration, product order and search functionalities. 
 

Table 2: Requirements 
 

Req. ID Description 
Req.1 The customers shall change language and currency in “sas.am” website 
Req.2 The customer shall register/sign into the “sas.am” website 
Req.3 The customer shall make order of product 
Req.4 The customer shall perform a search of the product 

 

Based on functional requirements described in Table 2, the following user stories (US) are 

created for “sas.am” test automation research which is shown in Table 3. For example from 
Req.2, the following user stories have been derived: 

 

 US3: As a customer, I want to register/login to the system so that I can add, view or change 

my orders 
 

 US4: As a customer, I want to sign out from the system so that I make sure that my account is 

protected from other users 
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Table 3.  User stories 

 

User story ID Description 
US1 As a customer, I want to change the site language between three supported 

languages so that I can do my activities 
US2 As a customer, I want to change the site currency between three supported 

currencies so that I can do an order of product 
US3 As a customer, I want to register/login to the system so that I can add, view 

or change my orders 
US4 As a customer, I want to sign out from the site so that I make sure that no 

one else can use my account 

US5 As a customer, I want to make an order, view my cart or empty my cart so 
that I can buy an appropriate product 

US6 As a customer, I want to do a search for needed product so that I can easily 
make an order of product 

 

The Requirement Traceability Matrix (e.g. RTM) in Table 4 shows the mapping of user 
requirement with test cases. The RTM is very important because test coverage against 

requirements can be identified. For example, the Req.1 has been mapped to TC1 and TC2 test 

cases which validate the site language change functionality from Armenian to English and change 

currency functionality from AMD to USD. The same logic is applied on the rest requirements and 
test cases. 

 
Table 4.  Traceability matrix 

 

 
 

The test case prioritization is needed because there is no lots of time and system resources to 

spend on full regression testing, therefore there is a need to identify which test cases should be 
run during Sprint 0, Sprint 1 and Sprint 2 of duration 5 weeks. 

 

Customer registration and login functionality which are described in US3 and US4 have been 
given highest priority because these are the Minimum Viability Product functionalities. To avoid 

hips of registered user accounts into the database at present instance trying to stick with the 
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manual registration process instead of automation. The payment functionality has been tested 
manually as the credit card information can’t be shared through the test automation script. The 

next high priority was given to order product functionality under US5 using four best-sold 

product statistics from the current database. Less priority was given to search product and change 
language functionalities under US1 and US2. Change language functionality belongs to cosmetics 

behaviour so it’s given low priority. The user story prioritization is shown in table 5. 

 
Table 5: User story prioritization 

 

Task Name User Story Priority 
Sprint 0 US3 Highest 

US4 High 
Sprint 0 US5 High 
Sprint 1 US5 Medium 
Sprint 1 US6 Medium 

US1 Low 
Sprint 2 US2 Low 

 

 

3.4.Automation Test Scripts 
 

In Test Class, the actual Selenium test automation script is written. Here also so-called page 

action is performed on Web Pages. For each page, its own test class is written and commented for 

better code readability. Test cases are written in @Test annotation which marks a method/class as 
a part of the test. 

 

The small fragments of the code are used for explanation purposes. In “page object repository” 
nine page object classes were created, where two scripts are responsible for login/sign out 

functionality and seven scripts are responsible for functional test cases. As change language and 

login functionalities were performed during each test case, they were included in @BeforeTest 
annotation and the Sign out functionality was included in @AfterTest annotation. In the 

“testngpackage” six classes have been created where the TestNG classes (e.g. 

BakeryGoodsTestCase, ChangeCurrencyTestCase etc.) are controlling the test executions and the 

creation of an instance of Google Chrome driver, ChangeLanguage, BakeryBread, FishSeafood 
and for the rest classes. One of those TestNG classes is shown in Figure 5. Then TestNG Classes 

are controlled by testng.xml file as shown in Figure 6.  



Computer Science & Information Technology (CS & IT)                                    125 

 

 
 

Figure 5.  Bakery goods test case class 

 

 
Figure 6.  TestNG xml file 

 

In figure 7 the BakeryBread class script is depicted. The script is divided into three logical 

sections described below. 
 

 Creation of the class for each functional test and finding the web elements (Figure 7) 

 Performing actions on elements, like click, move to element (Figure 8) 

 Creation of public method with parameters inside the class (Figure 9) 

 

The same logic is applied on the rest of seven classes ChangeCurrency, CaseLanguage, 
FishSeafood, Grocery, Poultry, Search, Login and Sign out in Figure 4. 
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Figure 7: BakeryBread class script’s part one 

 

 
 

Figure 8.  BakeryBread class script’s part two 
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Figure 9.  BakeryBread class script’s part three 

 

3.5. Executable Jar File 
 

A Java archive (e.g. Jar) is a process of collecting all the necessary files of the “sas.am” website 
test research together. The main purpose of creating this file is to distribute the single executable 

file of sas.am test research. The script of the executable jar file is given in Figure 10. The script 

contains “ExecutableJarFile” public class with instance of “jarcollector” for 
BakeryGoodsTestCase, ChangeCurrencyTestCase etc.  

 

 

 
 

Figure 10.  Executable jar file creation script 
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4. RESULTS 
 
The Eclipse console logs are shown in Figure 11 with six passed and zero failed results. In that 

log, all the assertions are shown for change currency and different product order functionalities. 

The report also shows the file name where the generated metrics are stored and in this execution, 

it is Metrics-2019Sep13-1825.html file. In these logs the ChromeDriver version can be identified 
which is useful for debugging purposes. 

 

 

Figure 11.  Console report 

 

The precise execution time of each test case and the total execution time of the test suite are given 
in Figure 12. As the previous figure the Figure 12 also shows how many test cases are passed, 

failed or skipped. The “testngpackage” in this figure represents the package where all test classes 

were created. 
 

 
Figure 12.  Results of running test suite 
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From the literature review we can conclude that Selenium WebDriver does not have built-in 
feature to generate the test results. In the framework proposed in this research TestNG is 

integrated with Eclipse in order to create the test report and execute test cases. This report 

contains all the passed and failed test cases of TestNG. 
 

TestNG logs for timing reports of test suite are depicted in Figure 13. Actually this report has the 

same results as the Figure 12. 

 

 
Figure 13.  Timing reports for the test suite 

 
However TestNG reports are very tedious to understand, so the “testng-metrics.jar” lib was 

downloaded from maven.org website and integrated into the Eclipse environment. During the 

execution of test cases, the “Metrics-2019Sep13-1825.html” file is generated which contains 

reports shown in Figure 14 to Figure 18. Figure 14 shows that six test cases have been passed and 

there is no failed or skipped test cases in this execution. 
 

 
Figure 14.  TestNT Dashboard report 
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The top ten test performances are shown in Figure 15 where the longest period of time took 
“testordergrocery” test execution and the shortest period of time was spent by 

“testchangecurrency” test execution. As mentioned, change language, login and sign out 

functionalities were included to all test cases except “testchangecurrency” test case, that’s why 
the latter is showing the smallest duration of test execution. 

 

 
Figure 15.  Top 10 Test Performances in seconds 

 

 
Figure 16.  Top 10 Config Methods Performances in seconds 
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Figure 17.  Class metrics 

 

 
Figure 18.  Test metrics 

 

Although this report covers test automation research of “sas.am” website, the manual testing also 

has been performed and test execution times have been recorded for comparison purposes in 

Table 6. Here also change language, login and sign out functionalities have been included in test 
case in order to make a realistic comparison of the results between manual and automated test 

executions. 
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Table 6.  Manual test execution durations of sas.am research 

 

 
 

Manual test execution screenshot is shown in Figure 19. In this screenshot, the site is opening in 

its default language which in this case is Armenian. 
 

 
Figure 19.  Screenshot taken during manual test execution 

 

The test automation execution screenshot is shown in Figure 20, it is quite visible that Chrome 

web browser is being controlled by automated test software. 
 

 

Figure 20.  Screenshot taken during test automation execution 
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5. DISCUSSION 
 
In this research test cases are manually implemented in Java programming language integrating 

Selenium WebDriver instructions with TestNG assertions. 

 

As mentioned earlier we applied POM in this research study and Page Factory class is another 
form of Object Repository. Thus for each web page its own Page Object was defined. Each web 

element was uniquely identified and defined at the class level. Thus the “Find By” annotation was 

used and web element were defined so that actions were performed on them. 
 

Web element identification has been done using custom XPath expressions. As most of sas.am 

site Web elements’ “id” values were unavailable or by using only one attribute like “id” it was 
difficult to make the element unique therefore the combination of several attributes were used. 

For example, the code segment in Figure 21 shows “View Full Cart” element’s identification by 

“href” and “call” attributes. 

 

 
Figure 21.  Identification of web element by custom XPath 

 
For better maintainability each test case has been parameterized with different input/expected 

results values (e.g. String ExpRes) as shown in Figure 22 which is taken from the code fragment 

of “BakeryGoods” test case. This approach makes the code more optimized and reusable.  

 

 

 
                                          
                                               Figure 21.  Parametrization of test cases 

 

In order to interact with the login/registration form and left navigation menu of products 
“moveToElement” method has been used because the “click” method was useless for those case. 

The code fragment is shown in Figure 23. This script imitates the mouse movement towards the 

left vertical menu where the “Bakery Goods” link is rendered. 

 

Figure 22.  Code fragment utilising moveToElement method 

 

Each test case of the test suite performs various steps such as navigating web pages, ordering 
products, filling search forms and finally performing evaluation of a set of assertions. Hence the 

purpose of assertion is very critical to detect issues of the product under test. As mentioned in 

literature reviews TestNG provides some new functionality that makes it more powerful than 

JUnit. Among the advantages are assertion handling techniques (such as dependent classes, 
Group Test, Parameterized tests etc) which TestNG provides.  The sample of assertion is shown 



134                                 Computer Science & Information Technology (CS & IT) 

in Figure 24 where expected result was compared with actual result which is “White", "Bread 
"Matnaqash" 300g”. 

 
Figure 23.  Assertion code sample from BakeryBread class 

 
Utils.java file was created in order to store the Thread.sleep method, which pauses the execution 

for a specific period of time. For this research study four methods have been created to initiate a 

delay of execution one, two, three and four seconds accordingly. They also were used to initiate 

demonstrative delays for the tester during the execution. The script of Utils.java class is shown in 
Figure 25. 

 

 
Figure 24.  Utils.java class file 

 
The console report in Figure 11 shows test results for six passed test cases with their assertions. 

The results also show that there are no failed and skipped test cases and this means that the 

migration of “sas.am” web site to the Amazon Web Service didn’t affect those functionalities. 
These results are very useful to get a quick report about test execution. 

 

Although Figure 14 shows that there are no failed test cases the visual observation during 

automated test execution revealed some minor bugs in user interface and evidence of it is given in 
Figure 20. In that image, the language flag and price is shown in Russian language and currency 

symbol and mobile version link were shown in Armenian language. 

 
The results from Figure 18 show test metrics which contains the class names of the tests and their 

execution times. These timings are in direct ratio with the quantity of products contained in the 

corresponding page as shown in Table 7. 
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Table 7.  Relation of test execution time to item numbers in the tested page 

 

 
Finally, the manual and automation test suites have been compared which results are shown in 

Table 8. During the automation testing, 8 seconds of the demonstrative delay was added to each 

test class which will be taken into consideration during the calculations of total test case 

execution duration. Thus, after doing the calculations the results showed that automation testing 
is 3.2 times faster than manual testing. 

 
Table 8.  Comparison of manual and automat test executions of sas.am research 

 

 
 

6. RECOMMENDATIONS 
 

After conducting this research study, the recommendations are given below.  

 

 Use Maven to easily build a project (add jars and other dependencies of the research project). 

 Improve utility file by moving more methods and optimizing the existing code of sas.am test 

automation script. 

 Execute tests parallel in AWS cloud by creating a virtual machine in the same subnetwork 
where the sas.am web server is located. It will help to improve the test execution 

performance. 

 Move parametrization outside of the code and put into the CSV file. It will help to prevent 

direct code modification. 

 Try to add more comments in the code in order to improve the readability of the script. 

 Run the created regression testing on new releases of 1C-bitrix framework and compare 
results before making an upgrade of existing sas.am website framework. 

 Put more assertions in created test scripts. 

 

7. CONCLUSION 
 

This report has covered test automation and regression testing framework for “sas.am” website 
based on Selenium WebDriver and TestNG. Although the testing and especially test automation 

is always recommended, the main reason for conducting regression testing was resulted because 
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of the recent migration of the company website to AWS platform that led to increase of the bugs 
in the system.  
 

In this research study, the objectives were achieved by successfully creating an architecture of 

test automation framework, identification of web elements and creation of reusable automation 
test scripts.  The research was conducted applying the Scrum methodology to expedite the testing 

processes. Based on prioritised user stories the test scripts were created and executed in created 

test automation environment. All the testing activities have been monitored and controlled by 
different monitoring and reporting features built into the selected test automation tool. The 

mentioned reporting results helped to generate and track quality metrics for continuous 

improvements of the product quality.  Generated metrics showed testing time reduction compared 

with manual testing. Moreover, there were some minor bugs have been revealed by visual 
observation during automated test execution. The proposed framework is very significant for 

dynamically changing web applications like “sas.am” and it consists of reusable codes for full 

regression testing. Further, this research study will provide guidelines for future references 
regarding regression testing on migrated web applications. 
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ABSTRACT 
 

In this paper, a target tracking algorithm, TriT(Triplet Network Based Tracker), based on 

Triplet network is proposed to solve the problem of visual target tracking in complex scenes. 

Compared with Siamese-fc algorithm, which adopts a two-way feature extraction network, TriT 

uses three parallel convolutional neural networks to extract the features of the target in the first 

frame, the target in the previous frame and the search regions of the current frame, and then 
obtains the high-level semantic information of the three areas. Then, the features of the target 

in the first frame and the target in the previous frame are respectively convolved with the 

features of the current search region to obtain the similarity between each position in the 

search area and the target in the first frame and the target in the previous frame, so as to 

generate two similarity score maps. Then, interpolate and enlarge the two low-resolution score 

maps, and use the APCE value of the score maps as the medium to fuse the two score maps, 

according to which the position of the tracking target in the current frame can be located. 

Experiments in this paper have confirmed that, compared with some other real-time target 

tracking algorithms such as Siamese-fc, TriT has great advantages in tracking robustness and 

can effectively execute tracking tasks in complex scenes, such as illumination change, occlusion 

and interference of similar targets. Experimental results also show that the proposed algorithm 
has good real-time performance.  

 

KEYWORDS 
 

Target Tracking, High Robustness, Triplet Network, Score Maps Fusion 

 

1. INTRODUCTION 
 
With the wide application of video behavior analysis, automatic driving, human-computer 

interaction and other technologies, visual tracking technology has also attracted people's 

attention. In recent years, scholars have conducted a lot of research on it.  In particular, the rise 

of deep learning technology has led to the development of many branches of visual tracking 
algorithms. However, due to the illumination change, deformation, rotation, background clutter, 

similar interference objects and uneven camera motion and other interference factors in the scene 

of visual target tracking [1,2], visual tracking is still a very challenging task in practice. 
 

At present, the core of many tracking algorithms is to match the target image with the input 

frame. For an ideal tracking matching algorithm, it should provide a good match even if there are 
interference factors such as occlusion of the target, scale change, rotation, uneven illumination, 

and uneven camera movement. One solution is to explicitly model these distortions in matching 

by introducing affine transformation [3], probability matching [4], feature image [5], 

illumination invariant [6], occlusion detection [7] and other operations. However, the drawback 
of this method is that a modeled matching mechanism may well solve one kind of interference, 
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but it is likely to produce another kind of interference. In this article, we study a matching 

mechanism, rather than explicit modeling matches for specific interferences. We learn invariants 
from training videos containing various interfering factors. If training dataset is large enough, we 

can learn a general matching function apriori, which can deal with common interfering factors 

occurring in the video, such as target appearance change. 
 

Based on the target tracking algorithm of Siamese-fc[8], this paper proposes a target tracking 

method named TriT based on Triplet network[9]. First, three parallel convolutional neural 

networks are used to extract the features of the input target in the first frame, the target in the 
previous frame and the search area in the current frame to obtain the high-level semantic 

information of the three areas. Then, the target features of the first frame and the previous frame 

are convolved with the features of the current search area, and the similarity between each 
position in the search area and the first target and the previous frame is obtained, thus generating 

two similarity score maps. Finally, interpolation and amplification were carried out for the two 

score maps with low resolution, and the APCE[10] value of the score maps was used as the 
medium to fuse the two score maps. Then we can get the syncretic score map according to which 

we can get the target position more precisely. All network models are obtained by offline 

pre-training, and the online tracking process does not update the model, so the frame rate can 

meet the requirements of real-time tracking. Experiments in this paper show that this method is 
more robust than the original algorithm, and its real-time performance is slightly reduced, but it 

can still meet the requirements of real-time tracking in most scenes. 

 
In Section 1, we introduce the importance of target tracking technology and some basic target 

tracking algorithms. Then the TriT algorithm proposed in this paper is introduced. Finally, the 

article structure is introduced.Then in Section 2, we introduce the development of target tracking 
algorithm and the related work.In Section 3, we first introduce the target tracking algorithm based 

on Siamese network. Then the TriT target tracking algorithm, including theory and training steps 

and methods, is introduced in detail.Section 4 is experiment and analysis. TriT is compared with 

some other target tracking algorithms, and the experimental results are analyzed.Then, in Section 
5, we analyze some deficiencies of TriT and propose some improvement directions. 

 

2. RELATED WORK 
 
Research on visual tracking algorithms has been very active in the field of computer vision in the 

past decades. From the initial particle filter [11] framework based algorithms to the subsequent 

correlation filter [12] based algorithms, the performance of tracking algorithms has been 

gradually improved. With the introduction of machine learning algorithms, especially deep 
learning algorithms, tracking algorithms have shown a trend of diversified development in recent 

years, and their performance and robustness have been significantly improved. The introduction 

of deep learning technology and the adoption of similarity measurement standard [13] can 
improve the accuracy and speed of the algorithm to a new level and achieve real-time and robust 

target tracking. 

 

In 2016, Martin Danelljan proposed C-COT [14] algorithm. C-COT combines deepSRDCF and 
uses deep neural network VGGNet[15] as feature extraction network. It interpolates feature 

images with different resolution into continuous spatial domain by cubic interpolation, and then 

uses Hessian matrix [16] to obtain target positions with sub-pixel accuracy. It solves the problem 
of training filter in continuous space domain. The disadvantage of C-COT is the large training 

data and feature space, which leads to the low low tracking speed. In 2017, Martin Danelljan 

proposed ECO[17] tracking algorithm. ECO mainly solves the problem of too large model in 
C-COT. It speeds up the tracking speed by reducing the correlation filtering parameters, 

simplifying the training set, compressing the feature space and reducing the update frequency of 
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the model.  GOTURN[18] algorithm published by Davia Held et al. in 2015 can be regarded as 

the pioneer of target tracking using end-to-end deep learning model. GOTURN algorithm uses 
ALOV300+ video data set and detection data set in ImageNet to train a convolutional neural 

network based on image pair as input. The network output search area changes relative to the 

target location in the previous frame, so as to obtain the target location in the current frame. In 
2016, Luca Bertinetto proposed a new algorithm called Siamese-fc based on deep learning 

tracking [8]. It uses fully convolutional Siamese network for target tracking. Its structure contains 

two identical fully convolutional networks, and the input is a pair of images, contain the target 

template and the search area. Features were extracted from the two input channels through the 
network, and the similarity between the template image and each position in the search area was 

calculated by matching the two groups of features through the template. The point with the 

highest similarity was the position of the target. In 2018, Anfeng He et al. from Chinese academy 
of sciences proposed SA-Siam[19] algorithm. It changes the network structure of Siamese-fc, 

adopts double Siamese network, that is, adds a Siamese network to extract the semantic features 

of the target object, and models the target together with the features extracted from the previous 
network branch, so as to improve the discrimination of the model in the target tracking task. 

Similar to SA-Siam, RASNet[20] proposed by Qiang Wang et al also improved the similarity 

measurement method based on Siamese network. RASNet uses several attention mechanisms to 

weight the space and channel of Siamese-fc features, and decomposes the coupling of feature 
extraction and discriminant analysis to improve the discriminant ability. 

 

3. PROPOSED METHOD 
 

3.1. Siamese Network 
 

Standard Siamese network [21] is a kind of neural network containing two or more identical 
subnetwork structures. These subnetworks have the same network structure, parameters and 

weights. By constructing some distance measures (Euclidean distance, Manhattan distance, 

cosine distance), Siamese networks have become an important method in measuring learning. Hu 
et al. [22] applied Siamese network to face recognition and achieved 97.45% accuracy in face 

data set LFW. 

 

The Siamese network is mainly composed of the following two parts (Figure 1): 
 

1) Feature extraction network: Two branch networks extract features from two input 

values respectively. The two networks have the same structure and share weights. It is 
usually implemented by convolutional neural network, which includes convolutional 

layer, pooling layer and activation layer of some nonlinear functions. 

2) Decision network: The role of decision network is to process the output features of the 
feature extraction network in the next step, so as to obtain a specific form of output. 

There are many kinds of decision network, which can be selected according to different 

task forms. For example, in some tasks, the decision network is a cascade of fully 

connected layers, while in others, the decision network is a series of measurement 
functions (euceucine distance, cosine distance, etc.) and loss functions (such as cross 

entropy loss, contrastive loss, etc.). 
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Figure1. A typical Siamese network structure 

 

3.2. Tracking Algorithms Based On Siamese Network 
 

The tracking algorithm based on twin neural network considers the process of tracking objects as 

a problem of similarity learning. It proposes to learn a mapping function f(z, x). When the target 

image z is similar to the candidate image x, the mapping function returns a higher similarity 

score, otherwise it returns a lower similarity score. In order to find the new position of the target 
in the new frame, we need to test all possible positions and select the position in the candidate 

image with the greatest similarity to the tracking object as the new tracking result. Similarity 

mapping function f(z, x) is obtained by training and learning. 

 

In tracking phase, get a search area x centered on the center of the previous frame in the current 

frame, then use the feature extraction module φ (here is the convolutional neural network) to 

extract the convolutional features of the search area and the target area in the first frame. The 

mapping function f(z, x) is realized through convolution operation. And then the similarity score 

map can be obtained, where the position corresponding to the maximum score is the new location 

of the target.  

 
The specific steps could be divided into two parts:  

 

1) Feature extraction of the input target in first frame and the current frame using the 

Siamese network, serving as 𝜑𝑧and 𝜑𝑥;  

2) Use 𝜑𝑧and 𝜑𝑥  for feature matching, and to find the feature location with the highest 

feature matching score. The specific matching process is implemented with convolution 

operation.  
 

In the training and tracking process, the network input is an image pair containing a large image 

and a small image. The small image represents the real marking box in first frame (Examplar), 
while the large image represents the search area in current frame (Instance). Examplar extraction 

process takes the center of the real box as the center and extracts a box of 127*127 size. When the 

extraction area exceeds the image, it is filled with the average RGB value of the image. Similarly, 

the extraction process of Instance is in the current frame. The target center of the previous frame 
is set as new center, and an image area of 255*255 is extracted, and the excess part is also filled 

with the average RGB value of the image. The output of the network is a 17 by 17 score map, and 



Computer Science & Information Technology (CS & IT)                     143 

each position has a score (probability value) referring to the current position as the new target 

center position. More accurate target center position can be obtained by adopting appropriate 
processing methods later. 

 

3.3. TriT 
 

Although the tracking algorithm based on Siamese network can well deal with some occlusion 

and scale changes, it is easy to fail when the background of the tracking scene is complex and 
there are many similar objects interfering. This kind of algorithm can distinguish the differences 

between different kinds of objects well, but cannot distinguish the differences between the same 

kinds of objects well, so it is easy to fail in tracking in some scenarios. For example, when the 
background is more complex or there are more similar objects interfering, such algorithm will 

regard the interfering object as the object to be tracked due to the lack of discrimination ability of 

similar objects, leading to tracking failure. Therefore, aiming at the deficiency of Siamese 

network, this paper proposes an improved algorithm TriT based on the network structure of 
Triplet network, which can simultaneously combine the first frame and the previous frame of 

video to comprehensively judge the current tracking results and reduce the influence of complex 

background and similar object interference on the tracking algorithm. 
 

 
 

Figure 2. A Triplet network structure 

 

Triplet network is a parallel network structure composed of three sub-neural networks. These 
parallel neural networks have the same network structure and the same parameters and weights. 

As shown in Figure 2, the Triplet network is very similar to the Siamese network, and the entire 

network structure can also be divided into two main parts as follows: 
 

1) Feature extraction network: Three branch networks extract features from three input images 

respectively. The most commonly used network structure of feature extraction network is 
the classical convolutional neural network, such as LeNet model [23], AlexNet model [24] 

and VGGNet model. You can also customize some specific network structures for the 

feature extraction network here according to specific scenarios. 

2) Decision network: The main function of decision network is to further process the output 
features of the feature extraction network to obtain a specific form of output. 
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In the TriT tracking model proposed in this paper, the similarity between the target in the first 

frame and the target in the previous frame and the search area of the current frame is calculated at 
the same time, and the target location is determined by merging the two score maps. The 

algorithm flow is shown in Figure 3. 

 

 
 

Figure 3. TriT tracking algorithm network structure 

 

Feature Extraction. With respect to the given three inputs, namely the first frame target area z, 

the previous frame target area 𝑧′and the current frame search area x, we use three same fully 
convolutional neural networks to execute the feature extraction. Then we can get the feature 

output φ(z)、φ(𝑧′)and φ(x). The three networks appear as three parallel network structures in 

the model. 

 

The advantage of fully convolutional network is that we can provide a larger search image as the 
input of the network, rather than the candidate images of the same size. It can calculate the 

similarity between all candidate sub-windows and the tracking target in one evaluation and 

output the result as matrix. In fact, the weights of the fully connected layer in common CNN can 
be remoulded into the convolutional kernel of the convolutional layer, and the fully connected 

layer can be transformed into the convolutional layer, so as to realize the fully convolutional 

network. 

 
The feature extraction network in this paper refers to the AlexNet network structure proposed by 

Krizhevsky et al in [24], as shown in Fig. 4. The first convolutional layer, conv1, uses a large 

convolution kernel whose size is 11*11, conv2 uses the convolution kernel whose size is 5*5, and 
conv3, conv4, conv5 uses a small convolution kernel of 3*3. The purpose of adopting such 

network structure is that to use a large convolution kernel in the shallow convolutional layer can 

quickly reduce the feature dimension and increase the receptive field, while in the deeper 

convolutional layer, the input feature is not too large, so the smaller convolution kernel is adopted 
to obtain richer semantic information. In addition, a 3*3 pooling layer is added after conv1 and 

conv2, with the maximum pooling and step size of 2, for further reducing the feature dimensions 

and maintaining the rotation invariance of the features. Except for the last layer, the network 
output of each layer is processed by ReLU activation function. The padding operation is not 

applied to the input of each layer.  
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Figure 4. The feature extraction network in TriT 

 

Training Process. The loss function uses logistic loss, in the form of: 
ℓ(𝑦, 𝑣) = 𝑙𝑜𝑔(1 + 𝑒𝑥𝑝(−𝑦𝑣)) (1) 

Where v represents the score of the corresponding candidate regions, yϵ{+1,−1}, represents its 
real label. During the training, take the processing of the target in the first frameand the input 

image as an example. After feature extraction network, multiple candidate boxes in the input 

image will get multiple confidence scores, and then output them in the form of score mapv: D →
R. Finally, the average value of logistic loss of each candidate box will be adopted as the total loss 
function in the form as follows:  

 

L(y, v) =
1

𝐷
∑ ℓ(y[u], v[u])𝑢𝜖𝐷  (2) 

Where y[u]and v[u] represent the real label of position u in the input image and the confidence 
score calculated by network. 

 

In the training process, the stochastic gradient descent method is used to optimize the network 
parameters. 

 

Score Map Generation. After feature extraction of the inputs through the fully convolutional 
network, the location of the target in current frame can be calculated by feature matching. We 

take calculating the similarity between φ(z) and φ(x) as an example, we multiplied the 

corresponding positions of the first small area of 6*6*128 of φ(x) and φ(z) of size 6*6*128 

and then summed it, namely the cube convolution operation. And then we can get a similarity 

value, representing the similarity of the first region of φ(x)and φ(z). In turn, the calculation of 

the similarity of all 6*6*128 in φ(x)and φ(z) will lead to a similarity score map m1. Similarly, 

the calculation process was used to obtain a score map m2 with the similarity score ofφ(𝑧′)and 

φ(x). This calculation process is similar to the convolution operation of image, but it is changed 
from 2D to 3D. Therefore, the convolution calculation method in the convolutional neural 

network can be directly used for rapid implementation. 

 
Score Map Fusion. In last section, the similarity score maps m1 and m2 are obtained by the 

method of convolution. Because the dimensions of extracted features are small, the score map 

generated is also small. This is not conducive to accurate locating. Therefore, the interpolation 
algorithm is firstly used to enlarge the score map to a larger dimension. In this paper, the bicuric 

interpolation algorithm is adopted to enlarge the score map of 17*17 by 16 times to 272*272, 

resulting in the enlarged score maps M1 and M2. Finally, the final score map M is obtained by 

merging the two score maps: 
 

M = λ ∗ M1 + (1 − λ) ∗ M2 (3) 

 

Where λ represents the weight of the score map. The peak position of M is the target position 
calculated by the network. 

 

In this paper, λ is 0.5. 
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4. EXPERIMENT AND ANALYSIS 
 

In order to verify the effectiveness of the tracking algorithm TriT proposed in this paper, relevant 
experiments were carried out on the target tracking data set OTB100[2], and a total of 94 video 

sequences were tested. At the same time, the comparison experiment with the current mainstream 

and well-worked algorithms is carried out to draw a more convincing conclusion. Experimental 
environment: Ubuntu16.04 system, Intel Core i7 7800X processor (3.5ghz), 48GB of memory, 

NVIDIA GeForce GTX 1080Ti graphics card, TensorFlow1.4 deep learning framework, and 

Python programming language. In this paper, the threshold of overlap rate to judge whether it is a 

successful tracking is set as 0.5. 
 

The OTB100 dataset classifies video sequences according to the challenging factors in visual 

target tracking, as shown in Table 1. 
 

Table 1. Challenging factors in visual tracking. 

 

Factor Description 

IV Illumination Variation  

SV Scale Variation  

OCC Occlusion  

DEF Deformation  

OV Out-of-View  

BC Background Clusters  

LR Low Resolution  

FM Fast Motion  

MB Motion Blur  

IPR In-Plane-Rotation  

OPR Out-Plane-Rotation  

 

4.1. Tracking Effect Evaluation Indicators 
 
In this paper, two indicators are adopted to measure the experimental effect: Distance Precision 

(DP) and Overlap Precision (OP). DP is defined as follows: in a video sequence, the proportion of 

the number of frames in the video sequence whose average Euclidean distance between the 

tracking target location center and the real target center (marking value) is less than the set 
threshold. In this experiment, the threshold is set to 20 pixels. OP is defined as follows: 

 

score =
𝐴𝑔∩𝐴𝑝

𝐴𝑔∪𝐴𝑝
 (4) 

 

The OP reflects the overlap between the calculated location and its real location. In Equation (4), 

𝐴𝑔 represents the real position of the tracking target in the image, 𝐴𝑝 represents the tracking 

target position output by the algorithm. The values of 𝐴𝑔 and 𝐴𝑝 are the area of the rectangular 

box. And the score reflects the overlap degree. The higher the value is, the higher the tracking 

accuracy is. Schematic diagram is shown in Figure 5. 
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Figure 5. Schematic diagram of overlap precision 

 

4.2. Comparison Experiment Between Trit and Siamese-Fc 
 
The TriT tracking algorithm proposed in this paper is improved on the basis of Siamese-fc 

algorithm. In order to verify the effectiveness and improvement of TriT, the experimental results 

of comparison with the Siamese-fc algorithm are firstly analyzed. 

 
To verify the robustness of TriT tracking algorithm, a data set containing all the challenging 

factors in target tracking was tested and analyzed. In Girl2, Basketball, Walking2 and Soccer 

video sequences, not only the appearance of the target is distorted, but also interference objects 
very similar to tracking targets appear in video. Figure 6 lists the comparison of TriT and 

Siamese-fc in Girl2, Basketball, Walking2 and Soccer video sequences respectively.  

 
In the Girl2 video sequence, similar types of tracking target interference are generated in the 

image as the girl being followed passes right to left through the adult on the right. But since the 

little girl was not covered, both Siamese-fc and TriT were able to effectively track her. At around 

the 100th frame, the little girl was blocked by passers-by. After that, Siamese-fc misjudged the 
tracking object, but TriT was still able to effectively track the girl. In the Basketball video 

sequence, in 471st frame, the positions of two Basketball players with similar appearance overlap 

and then staggered. At this time, the Siamese-fc algorithm makes a misjudgment, treating the 
other player as the tracking player. By contrast, TriT does not make a misjudgment, and can still 

effectively track the original tracking object. In the Walking2 video sequence, a similar situation 

occurring in the Basketball video sequence occurs again. When a man similar to the woman 

tracked appears in the image, TriT can still effectively track the target, but the Siamese-fc 
algorithm misjudges. In Soccer video sequence, the red celebration ribbon and the scene lights 

have a very big interference to the tracking face. Take 292nd frame and 350th frame as examples, it 

can be seen that Siamese-fc algorithm wrongly locates the tracking object on another face and the 
cup, while TriT does not misjudge the tracking object. In addition, TriT can also be found to have 

a significantly higher tracking overlap accuracy than Siamese-fc in the frame where no tracking 

target is lost or misjudged. 
 

Since the input of TriT algorithm contains not only the tracking information of the target in the 

first frame, but also the tracking information of the network output in the previous frame. On the 

one hand, the distortion of the target in the current frame relative to the target in the previous 
frame is smaller than the distortion of the target in the current frame relative to the target in the 

first frame. On the other hand, with the location of the target in the previous frame, the algorithm 

is not easy to misjudge even if there are multiple interference objects similar to the target in the 
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background. Therefore, TriT theoretically has more robust tracking performance than 

Siamese-fc, which is verified by our experiments. 
 

 
 

Figure 6. Comparison of TriT and Siamese-fc tracking performance in Girl2, Basketball, Walking2 and 

Soccer video sequences in OTB100 dataset. The yellow box represents the real location of the tracking 

object, the blue box represents the location marked by the TriT algorithm, and the red box represents the 

location marked by the Siamese-fc algorithm.. 
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4.3. Quantitative Comparisons 
 

Section In order to comprehensively evaluate the performance of TriT algorithm, experiments are 

carried out on the OTB100 data set. With 94 video participating in the test, the DP and OP values 
of the algorithm are obtained and compared with the Siamese-fc algorithm and other mainstream 

real-time target tracking algorithms, including LCT[25], Staple[26], KCF[27] and Struck[28] 

algorithms. Eight representative video sequences were selected in the experiment, and the 

performance of each algorithm was compared. The experimental results were shown in Table 2 
and Table 3. 

 
Table 2. DP errors of TriT and other mainstream real-time tracking algorithms in the OTB100 data set (in 

pixels). 

 

 TriT Siamese-fc LCT Staple KCF Struck 

Tiger2 11.3  25.3  16.7  13.7  45.1  20.3  

Bird1 12.2  146.8  100.7  58.7  142.1  145.0  

Soccer 14.8  47.4  62.3  68.6  39.2  81.2  

Box 21.5  26.9  151.9  56.3  90.0  120.7  

CarScale 16.2  5.3  53.2  33.1  88.0  101.6  

Couple 15.1  5.1  19.0  28.5  44.9  23.2  

Jump 48.2  57.8  165.4  189.5  129.6  135.7  

Skating2-1 30.5  48.8  36.9  53.2  43.1  38.1  

 

Table 3. OP rate of TriT and other mainstream real-time tracking algorithms in the OTB100 data set (in 

percent). 

 

 TriT Siamese-fc LCT Staple KCF Struck 

Tiger2 60.4  44.6  56.9  61.4  31.5  49.0  

Bird1 45.3  14.1  20.4  26.1  4.8  8.3  

Soccer 54.8  21.3  12.6  20.2  39.4  17.3  

Box 59.7  59.3  9.9  33.7  28.6  19.4  

CarScale 76.9  77.0  67.9  76.0  41.7  41.1  

Couple 59.3  68.7  41.7  51.4  19.6  50.9  

Jump 28.6  20.9  4.3  4.8  8.5  9.6  

Skating2-1 61.4  29.7  55.2  39.3  51.8  54.1  

 
In Table 2 and Table 3, the sequence of CarScale, Couple and Tiger2 video sequences represents 

tracking in a relatively simple environment. Although the appearance of the target changes 

greatly, there is less interference such as objects similar to the tracked object occurring in the 
background. The performance of TriT algorithm is close to that of Siamese-fc algorithm, but with 

a slight lead in most video sequences and a performance advantage over other non-Siamese 

network methods in most cases. In video sequences with complex backgrounds represented by 
Soccer and Bird1, the tracking algorithm receives disturbances such as objects with similar 

appearance of tracking objects, constantly changing backgrounds, large deformation and fast 

change of tracking objects themselves. At this time, TriT algorithm shows great advantages over 

Siamese-fc and other algorithms in terms of center point error and overlap rate. 
 

In terms of tracking speed, under the experimental conditions in this paper, the average frame rate 

of TriT and Siamese-fc tracking is shown in Table 4. 
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Table 4. Comparison of running speed between TriT and Siamese-fc (frame/second). 

 

Tracker TriT Siamese-fc 

Average speed 52 61 

 

As can be seen from Table 4, TriT algorithm has a slower tracking speed, but it can still meet the 
requirements of real-time tracking in most scenarios. From the analysis of network structure, in 

the phase of feature extraction, TriT has 50% more computational load than Siamese-fc, so the 

tracking speed is slower than Siamese-fc. 
 

5. CONCLUSIONS 
 

Aiming at the problem of visual tracking in complex environment, this paper proposes a highly 

robust target tracking algorithm TriT. Based on the Siamese-fc algorithm, TriT adds the 
information of tracking target output by the previous frame to the input of the algorithm, and 

adopts three parallel fully convolutional neural networks for feature extraction, which is 

equivalent to two parallel Siamese-fc. Then the two score graphs are fused to determine the 
location of the tracking object in the current frame. Experiments on OTB100 data set show that 

TriT algorithm can still perform very robust tracking in complex environments such as 

illumination change, tracking object appearance change and occlusion. By contrast, Siamese-fc 

algorithm without the previous frame as input is very easy to misjudge the tracking object in the 
tracking process under a complex background. And the center point error of the target position 

and overlap rate calculated by TriT in the tracking process are generally better than that of 

Siamese-fc. TriT's tracking speed is slower than Siamese-fc due to the additional way of input, 
but our experiments show that TriT can still meet the requirements of real-time tracking in 

general tracking scenarios. 

 

This paper mainly provides a new idea of visual tracking algorithm. Due to the simple network 
structure, the experimental effect is not as good as the best tracking algorithm. In later work, the 

method of fusing correlation filtering can be considered to update the model online, which will 

make the tracking algorithm more robust. Meanwhile, the feature extraction network in TriT can 
be improved to improve the speed of the algorithm. More reasonable loss function design can 

also improve the robustness of the algorithm. 
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ABSTRACT 
 

In almost every type of business a retention stage is very important in the customer life cycle 

because according to market theory, it is always expensive to attract new customers than 
retaining existing ones. Thus, a churn prediction system that can predict accurately ahead of 

time, whether a customer will churn in the foreseeable future and also help the enterprises with 

the possible reasons which may cause a customer to churn is an extremely powerful tool for any 

marketing team. In this paper, we propose an approach to predict customer churn for non-

subscription based business settings. We suggest a set of generic features that can be extracted 

from sales and payment data of almost all non-subscription based businesses and can be used in 

predicting customer churn. We have used the neural network-based Multilayer perceptron for 

prediction purposes. The proposed method achieves an F1-Score of 80% and a recall of 85%, 

comparable to the accuracy of churn prediction for subscription-based business settings. We 

also propose a system for causality analysis of churn, which will predict a set of causes which 

may have led to the customer churn and helps to derive customer retention strategies. 

 

KEYWORDS 
 

churn Analysis, Causality Analysis, Machine Learning, Business Analytics , Deep Neural 

Network 

 

1. INTRODUCTION 
 

Large enterprises in the competitive market mostly rely on their existing loyal customers as their 
large chunk of business is coming from these customers. As the market is becoming saturated day 

by day, the enterprises have realized that they need to focus more on retaining the existing 

customers [8]. While acquiring new customers is the backbone of the business growth but 

marketing experts suggest that equal importance should be given to retention policies[9]. As 
many marketing researchers suggest that retention rate can result in a significant impact on 

business[10]. But sometimes a customer may churn out from the enterprise which will be a loss 

for a company. In most of these cases, they give some prior signal before actually getting 
churned. Thus the main focus of the churn prediction system should be analyzing the customer 

behavior, such that they will identify those types of customers before they churn out and 

recommend some of the causes which may have led to churn. These things will help the 
marketing team of enterprises to adopt proper retention strategies and may help in increasing the 

average customer lifetime value. In turn, it will help in increasing the company’s business value 
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in the market, as proposed by [12] that the market value of the company is a function of customer 

lifetime value. 

 
First, we propose a set of generic features which can be used for all most all non-subscription 

business settings for developing churn prediction system. Then we present a system which will 
predict churn probability score for nonsubscription business settings. Finally, we introduce two 

methods for causality analysis to predict the possible causes that act as critical reasons for a 

customer to churn. 

  

2. RELATED WORK 
 
In recent years there has been a lot of work in this field and many systems have been proposed 

which will help in predicting customer churn. The advent of deep learning has also contributed to 

increased research in this direction. Surprisingly, there is a lack of substantial work in the 
direction of causality analysis of customer churn. 

  
[4] has shown the effective use of Deep Learning to predict customer churn specifically in the 
Mobile Telecommunication Network. Their work concludes that a medium scale deep learning 

system is sufficient to predict customer churn in cellular network services, emphasizing more on 

unsupervised feature engineering involved in the process. Their proposed system targets generic 
feature vectors applicable to almost all subscription-based companies. (Using Deep Learning to 

Predict Customer Churn in a Mobile Telecommunication Network by Federico Castanedo) [7] are 

proposing a data preparation architecture that automatically comes up with more complex 
features and representation for the input data in the prepaid telecommunication industry. Their 

motivation to investigate and consider the application of deep learning as a predictive model is to 

avoid time-consuming feature engineering effort and ideally to increase the predictive 

performance of previous models. Another Deep Learning-based customer churn prediction has 
been proposed by [5]. 

 
There has been extensive work on conventional machine learning algorithms as well. Wei and 

Chiu, 2002 a proposed churn prediction system for telecommunication businesses using decision 

trees [3]. Burez and Van den Poel (2006) have built a churn prediction system for European pay-

TV company, using the random forest algorithm [2]. Coussement and Van den Poel (2008) have 
applied a support vector machine for a newspaper subscription churn prediction [1]. 
  
The above systems use both conventional ML and deep learning algorithms for the churn 
prediction problem and most of which provide sensible results on real-world problems. The 

commonality among these related work is that they model churn prediction as a classification 

problem. So we decided to look at churn prediction as a classification problem. However, there 
has been very limited work on feature engineering particularly for non-subscription based 

businesses and none of the related work has explored the causality analysis of customer churn. 

 
 In this paper we will focus on non-subscription based business settings and will be proposing a 

churn prediction system, emphasizing more on the process of feature engineering. We also 

propose methods for causality analysis of customer churn. 
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3. METHODOLOGY 
 

In the coming sections, we explain the process of feature engineering for churn prediction and we 

show how deep learning is used for the churn classification. 

  
In this section, we will define important terms and definitions. Then we will give an introduction 

to the dataset used. After that, we will discuss the proposed feature engineering techniques, 
followed by a discussion on the proposed neural network used for predicting churn. In the end, 

we will be discussing theoretical definitions of causality analysis and how we are predicting 

causes of customer churn. 

  
The churn prediction system is a data classification problem, in which we are given the historical 

data about customers and retention period and we have to use it to train a model which should be 
able to predict before a foreseeable time whether a customer will churn or not. 
 

3.1. Type of businesses based on customer purchase behaviour 
 

Type of business and business models has a great impact on the behavior of customers and their 

life cycle, which in turn affects the possibility of the customer getting churned out. Based on 
customer purchase behavior, there are four types of business settings:  

 
• Contractual and discrete business:- In these types of businesses, purchase interval and sale 
amount both are fixed. They are also called the subscription-based business. Example:- Postpaid 

telecommunication, Netflix 

 
• Contractual and continuous business:- Where purchase interval is fixed but the sale amount can 

vary. Example:- Credit card businesses 

  
• Non-contractual and discrete business:- When the purchase interval can vary but the sale 

amount is fixed. Example:- Oil and Gas retail businesses 

  
• Non-contractual and continuous business:- Where both sale amount and purchase interval can 

vary. Example:- Grocery stores, Retailer businesses 

  
 Further, each of these business categories can be classified as business-to-business or business-

to-consumer. However, the methods proposed in this work apply to both of these sub-categories 
of businesses. Most of the churn prediction systems until now have been proposed for Contractual 

and discrete and Contractual and continuous types of businesses. In this paper, we will be 

focusing on business type Non-contractual and continuous business but our system can be 

generalized to other types of businesses as well. 
 

3.2. Payment and sales data 
 
Different enterprises have different representations and structures of sales and payment data in 

their system. Also, the set of fields in the data representing the sales and payment will vary from 

business to business. Despite the diversity in the schema and representations of the data, at the 
least, every enterprise will have data about sale and payment of a dealer, per day, per month or on 
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some other time granularity. The proposed method makes use of this minimal set of data to 

generate enough features to build a basic churn prediction system.  
 

As mentioned earlier, churn prediction is a typical classification problem in which we generate 

training data from historical sales and payment data, one sample per customer and assign a label 
to each customer whether he has churned or not. We have used sales and payment data of a 

business-to-business large-scale non-contractual and continuous business in all of our 

experiments. 
 

The consumer of this business is called the dealer who acts as a tradesperson between the 

business and the end-user. In our experiments, we intend to predict the churn of these dealers 
based on their sales and payment data. 
 

4. FEATURE ENGINEERING 
 

It is often said that "data is the fuel of machine learning". This is not quite true: data is like the 

crude oil of machine learning which means it has to be refined into features or predictor variables, 
to be useful for training a model. Without relevant features, you can not train an accurate model, 

no matter how complex the machine learning algorithm. Algorithms are pretty naive by 

themselves and cannot work out of the box on raw data. Hence the need for engineering 
meaningful features from raw data is of utmost importance which can be understood and 

consumed by these algorithms. 
  
The process of extracting features from a raw dataset is called feature engineering. Though one of 

the main concerns of deep neural networks is to automate the process of feature engineering 
(Philip Spanoudes, Thomson Nguyen [5]),  i.e to shift the burden of preparing and processing of 

feature vectors to the underlying learning system itself. But this does not mean that the data 

preprocessing, feature extraction, and feature engineering are irrelevant when one uses deep 
learning, particularly when we are dealing with direct numeric data like sales, finance, sensory 

data, etc. We cannot just feed any type of sales data to the neural network and expect it to 

generate the churn prediction problem. 
  
In our work, we propose a set of generic features that can be extracted from sales and payment 

data of almost all non-subscription based businesses. The proposed feature set in our method is 

based on a well-known marketing technique called RFM analysis. RFM analysis, which is an 
abbreviation for Recency, Frequency, Monetary, is a marketing technique used to determine 

quantitatively which customers are the more valuable ones, by examining how recently a 

customer has purchased (recency), how often they purchase (frequency), and how much the 

customer spends (monetary ) [5]. RFM analysis is based on the marketing axiom that "80% of 
your business comes from 20% of your customers". 
  
We derive a set of features that represent the RMF properties of sales and payment data. Since 

almost all the businesses capture the sales and payment data to capture the RMF information, our 
feature engineering steps can be reproduced very easily. We use below set of fields that can be 

seen in sales and payment datasets, for the feature generation 
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 Table 1. Common fields used from Sales data. 

 

 
 

We use monthly granularity in our experiments because the monthly sale and payment of the 
business data we are using are sufficient for our system to generate features. Using the above 

common fields from Sales and Payment data we derived below features per dealer. 
 

Table 2. Common fields used from Payment data. 

 

Field Description 
Payment date The date on which payment has happened 

Customer id Unique business id of the dealer 
Amount Sale on that date 

 

Table 3. Features used from sales data 
 

S. No. Feature Name Description Importance 

1 Overall sales of dealer The overall lifetime sale of the 

dealer 

Indicates the importance of 

a dealer based on his 

contribution to revenue. 

This represents the 

monetary part of RMF 

2 The monthly average 

sale of dealer 

The lifetime monthly average 

sales of the dealer 

Represents the monetary 

part of RMP 

3 Overall sales growth  Sales growth of dealer Defines whether the 

business with the dealer is 

increasing or decreasing. 

This represents the 

monetary part of RMF 

4 Average sale gap in days Sales gap indicates how often the 

dealer is buying from the 

enterprise 

Represents the frequency 

factor of RMF 

5 Overall sales frequency 

growth 

Defines whether the sales gap is 

increasing or decreasing and the 
quantity of changed sales 

frequency 

Represents the frequency 

part of RMF 

6 The recent average sale 
of dealer 

Average sales of the dealer in the 
recent period 

Represents recency part of 
RMF 

7 Relative recent sales The ratio of recent average sale 

and overall average sale 

Represents recency part of 

RMF 

8 Relative recent sale gap The ratio of recent average sale 

gap and overall sales gap 

Represents recency part of 

RMF 

9 Recent average sale gap 

in days 

Average sales gap of the dealer 

in the recent period 

Indicates the recency part 

of RMF 



158                           Computer Science & Information Technology (CS & IT) 

10 Recent sale growth of 

dealer 

Sales growth in the recent period Indicates the recency part 

of RMF 

11 Recent sales frequency 

growth 

This defines whether the sales 

gap is increasing or decreasing in 

the recent period 

Indicates the recency part 

of RMF 

 
Table 4. Features used from payment data 

 

S. No. Feature Name Description Importance 

1 Overall payment of the 

dealer 

The lifetime payment of the 

dealer 

Indicates the 

importance of the 

dealer based on 
revenue and it also 

represents the 

monetary part of 
RMF 

2 The average payment 

per month of dealer 

The lifetime monthly 

average payment of the 

dealer 

Represents the 

monetary part of 

RMP 

3 Average payment gap in 

days.  

Payment gap indicates how 

often the dealer is paying 

Indicates the 

frequency part of 

RMF 

4 Overall payment gap 
growth. 

Defines whether the 
payment gap is increasing or 

decreasing and the quantity 

of changed payment 

Represents the 
frequency factor of 

RMF 

5 Recent Payment of 

dealer 

Payment received from the 

dealer in the recent period 

Indicates the recency 

part of RMF 

6 Relative recent average 

payment 

The ratio of recent average 

payment and overall average 
payment 

Represents recency 

part of RMF 

7 Recent average payment 

gap in days 

Payment gap in the recent 

period 

Indicates the recency 

part of RMF 

8 Relative recent average 

payment gap 

The ratio of recent average 

payment gap and overall 

payment gap 

Represents recency 

part of RMF 

 

We calculate the growths by approximating a line on monthly data(sales, sales gap, payment, etc) 

of the dealer and then calculating the slope of that line. For example, if the slope of the line on the 

monthly sales data is positive then sales growth is positive and vice-versa. For creating training 

data, we consider the dealers who have not done any sales transactions from the last 120 days as 
churned dealers. The logic is also described in [11]. This number of days can be customized 

according to different use cases and particularly depends upon the average sales gap of the 

customer in that business. 
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The target field in our experiments indicates whether a customer has churned or not. To overcome 

the unavailability of this data we have chosen a novel solution. The data we have used contains 
sales and payment transactions from April 2016 to December 2018. The dealers who have not 

transacted from 30th September are considered as churned. One important point to note here is 

that we should not have to take the last transaction date of the dealer as a training feature, because 
we are deriving our target field from that date and also, this will not be available during inference. 

Also, in all the above-mentioned features, recency is considered as 6 months, it can also vary 

from problem to problem. 
 

4.1. Churn prediction using Feed-forward neural network 
 
Most of the related work has achieved remarkable accuracy in churn prediction [5, 6] using neural 

networks. We used 5 layers (MLP) feed-forward back-propagation neural network, with the input 

layer containing all of the input fields or features used to predict the outcome variable. The output 

layer contains an output field which is the target of the prediction. We have used the TensorFlow 
library in our neural network experiments. The architecture of the neural network used for churn 

prediction is mentioned in Table 5. 

  
Table 5. Network architecture. 

 

Hidden layers 200 

Activation function Relu in hidden layers and softmax in the output layer 

Learning rate  0.01 

Optimization 

Algorithm 

Sigmoid Cross entropye 

 

Exploring the most suitable algorithms or more complex networks for churn prediction is out the 
scope of our work as we are emphasizing more on feature engineering and causality analysis of 

churn. 
 

5. EXPERIMENTS AND RESULTS 
 

We have used sales data of the enterprise which has around 6000 customers, leading to 6000 
training examples. In the data set, 80% of customers were still active and around 20% were 

already churned as per 120 days condition already mentioned in section 3.3. We have divided the 

data into three sets by random sampling: 5000 samples in the training set, 500 samples for 

evaluation set and the remaining 500 for the test set. Evaluation set is used to tune the network 
and algorithm to maximize the accuracy and other metrics while a test set is used to get the 

accuracy of the system on unseen data. Precision for churn class indicates the confidence of the 

model in predicting the churn. The recall represents the percentage of predicted churned 
customers out of the total churned customers. The F1-score is the weighted sum of the precision 

and recall providing a balanced score to evaluate the churn model. 
  
We trained the network for 500 epochs and after a certain number of experiments we came up 
with the best configuration as mentioned in the earlier section, which resulted in an accuracy of 

79.65% on the test set. Evaluation metrics of the best configuration are given in Table 6. 
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Table 6. Evaluation of the Churn analysis model 

 

 Non-churn (%) Churn class(%) 

Precision 77.47 71.18 

Recall 85.29 89.52 

F1 Score  80.63 63.38 

 

Generally, the number of churn events will be far less than the number of non-churn events. A 

representative of such a population, our training data also has fewer churn samples than the non-
churn samples, making the data biased. Thus, the results are favorable towards non-churn class 

than the churn class. Apart from just classifying a dealer as churned or non-churned, the output of 

the model represents the probability of churning. This will be useful for prioritizing the dealers 
based on their probability of churning out, for further marketing analysis. 
 

As per our literature study, there has been no work related to churn prediction for non-
subscription based businesses and there is no benchmark dataset to compare our results with. 
 

6. CAUSALITY ANALYSIS AND PREDICTING CAUSE OF CHURN 
 

6.1. Introduction 
 

Causality analysis can be defined as a process of predicting the root cause of an event. Using 

causality analysis we can predict the probability of a factor is a cause of certain events. Causal 

analysis is different from the normal regression analysis. In regression analysis, the goal is to 
develop a model for making predictions about the dependent variable, based on the observed 

values of the independent variables whereas in causal analysis, the independent variables are 

regarded as causes of the dependent variable. 
  
The causal study aims to determine whether a particular independent variable affects the 

dependent variable and to estimate the magnitude of that effect if any. The independent variable 

which affects the dependent variable or may play a role in the occurrence of an event can be 

called a causal variable. If the variables simultaneously increase or decrease with the dependent 
variable but it does not cause the occurrence of the dependent variable, it may be called just a 

symptom of event. 
  
In churn prediction, the causal variables are those types of features that cause customers to churn. 

While these causality features will vary from business to business, for the particular business 
setting considered in this work, the following factors can be considered as major causal factors: 
 

1. Number of Complaints  
2. Salesman or point of contact changed  

3. Orders canceled due to understock 
4. Returns due to defective material 
 

6.2. How to identify the possible causes 
 

During the data collection and preparation phase, the business representative, who has good 

knowledge of the business, is asked to identify the factors which may lead to churn. For instance, 

in this particular example, the factors identified are the ones mentioned above. Now the system 
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will predict the contributing score for each factor for a given customer who has a high churn risk 

score as per the churn prediction algorithm. The data set used in this section for experimentation 
is the same as used in the churn prediction system above. 
 

6.3. Methods for predicting causality 
 

Literature suggests different methods for generic causality analysis such as Bayesian Causal 

networks based model [24] [25], Structural Equation Models (SEM) [13] [14][21] [22] [23], 
Counterfactuals based model [13] [14] [15]. In this work, we will be proposing two models 

specifically for causality analysis of customer churn: Counterfactuals based causal model and 

predicting cause by using Bayes theorem. 
 

6.3.1. Counterfactuals based causal model 
 

In this model, we backtrack the event and try to undo the effects of a possible cause and then re-

run the experiment [16] [17]. The goal is to find if undoing the effect will change the magnitude 
of the event or will not stop the event from happening [18] [19] [20]. In our example the model 

will work as:  
 

• Take all the customers for whom our churn prediction system have proposed a high churn 
probability 
 

• Now for every customer take all the possible causal factors and try to undo their effect one by 

one in the data (data used for generating features for churn) 
  
• Now after the change in data, regenerate the features for that customer and re-calculate the 

churn probability of that customer 
  
• If the recalculated churn probability is more or equal to actual probability, then we can say that 
this is not the major cause of churn 

 

• But if this is less than previous churn probability, then we can say that this is one of the causes 
of churn magnitude of the cause can be calculated from the difference of churn probability 
  
Example of Counterfactual method Let’s consider a bunch of customers who have high churn 

probability as predicted by our churn prediction system. Now let us calculate the effect of the 
causal factor ’orders getting blocked’ on the possible churning of these customers, so as a first 

step we have to try to undo the effect of blocked orders. Thus we will assume that the orders were 

not blocked, so we will add the blocked order amount to his sales data. With the change in sales 

data, payment data is also going to get affected, so we will try to add the same amount 
periodically in payment data as well. Thus the data features (used for predicting churn) have 

changed. So, we will apply our churn prediction on the manipulated data (feature sets). If the 

probability of churn gets increased or remains unchanged we can say the factor ’orders blocked’ 
was not the causal factor, but if the probability decreases we can claim that the blocking of orders 

was one of the causes for customer to get churned and the magnitude of the probability of the 

cause can be calculated by difference of churn probabilities. One important thing to mention here 

is that the possibility of going through and undoing the changes is not possible in every situation 
with high accuracy. So, for the cases where we found it difficult to undo the effect of the cause, 



162                           Computer Science & Information Technology (CS & IT) 

like the ` change in point of contact or salesperson’, some other causal model like Bayes theorem 

may come to the rescue. 
 

6.3.2. Using Bayes theorem to find the probability of cause 
 

Let us assume that y is an event that a particular cause has led to the customer churn and let x 

represent that customer c has been churned with churn score Pc. Thus p( y | x=Pc ) represents that 
a particular factor being the possible cause of churn for the customer c with churn score Pc. So, 

the problem remains to calculate p( y | x=Pc ) According to the Bayes theorem [26] , the posterior 

probability of an event given the predictor can be calculated as: 
 

   p(y|x) =  (p(x| y) * p(y) )/p(x) 
 

Where  
 

• p(y) is the prior probability of an event. 
 

 • p( x | y ) is the likelihood which is the probability of predictor given event. 
 

 • p(x) is the prior probability of predictor. 
 

 • We can further apply a Gaussian distribution [27] calculation to calculate the probability 

distribution of a continuous variable as shown below. 
 

PDF(x,mean, sd) = (1 / (sqrt(2 * PI) * sd)) * exp(-((x-mean^2)/(2*sd^2))) 
 

Example of the Bayes method In this example, let us consider one of the above-mentioned 

causes like "blocked orders due to insufficient stock" and let us assume that the blocked orders 

due to insufficient stock will be considered as the cause, if the block per month is 25% of order 
for a dealer for more than 6 months. Let y be the event that blocked orders is the cause of churn 

(with above-mentioned conditions) for a customer c and x be predictor indicating that the 

customer c has been churned by churn probability Pc. Therefore p( y | x=Pc ) can be defined as 

the probability of blocking of the orders being a cause of churn for a given customer whose churn 
probability score is Pc. 
  
To calculate the above probability by Bayes theorem, we need to calculate p( x=Pc | y ) from the 

data, which means we have to calculate the probability of a customer having a churn score of Pc 
given his orders have been blocked (with the above condition). Since Pc is a continuous value we 

need to calculate the probability distribution of using the Gaussian distribution formula. From the 

data, we have to calculate the mean and standard deviation of churn score having 25% of blocked 
orders for more than 6 months. 
 

Given a churn score Pc of a customer c, we will use that in equation (2) with mean and standard 

deviation calculated from the data and we will get p( x=Pc | y). From the data, we also have to 
calculate p(y), which indicates the probability that a customer’s order is getting blocked. We also 

have to calculate p(x) which is the posterior probability of the predictor. The p(x) indicates the 

probability of customers having a given churn score Pc. Since this is also a continuous variable, 

so we will use the Gaussian distribution formula to calculate the value. For this, we have to 
calculate the mean and standard deviation of the churn score of customers in data. Given the 
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churn score Pc of the customer, we can calculate the p(x). Using the above-calculated values in 

equation (2), we can get the probability of event say ’block being a cause’ given a churn score Pc. 
If the probability is greater than 0.5 we can say it is a possible cause. 

 
Unlike the counterfactual method, the Bayes method can be applied to almost all the scenarios. 
Bayes method of finding the cause is more applicable when we are interested in the magnitude of 

change in probability score. 
 

6.4. Result of Causality analysis 
 

We have experimented with both the proposed methods using our data on two different causes of 

customer churn. For order blockage (order blockage being the cause) we have used 

counterfactuals and found that if we unblock these orders (as proposed above) it will change the 
payment and sales data of these customers which in turn changes the features used for churn 

prediction. 
 

When we used these new feature vectors to predict the churn, around 45% of customers, whose 
orders were blocked and had predicted as churned before unblocking, have been predicted as non-

churned after unblocking. We also found that there has been an average reduction of 0.3 in the 

overall churn score of customers using counterfactuals on blocked orders. 
  
For the cause of ’returns due to defect’, we used the Bayes method as proposed above and found 

that about 64% of customers who returned their orders due to defect and have churned have 

’returns due to defect’ as a possible cause of churning. The causality analysis of our dataset 
shows the below results. 
 

Table 7. Results of causality 

 

Cause Method Average Change in 

Churn Score 

Percentage of 

Customers churned 

due to the cause 

Order 

Blockage 

Counterfactu

al 

0.3 45% 

Order returned 
due to defect 

Bayes 
Theorem 

- 64% 

 

The above results are specific to a particular dataset and business and can not be generalized. 

Also, the magnitude of the numbers does not depict the betterness of method or algorithm, instead 
they act as strong significance of various causes leading to churn in that particular dataset. As per 

our knowledge, the causality analysis of customer churn has not been explored untill now and 

there is a lack of baseline experiments to compare against. 
 

7. CONCLUSION 
 

Churn prediction and customer retention is an important problem in the subscription as well as 
non-subscription based businesses and can have a considerable impact on the business if ignored. 

In this paper, we have investigated and developed a generic representation of feature engineering 

steps that could be applied to any non-subscription based business for predicting churn. We have 

also proposed an MLP network that is used to predict the churn probability of customers using the 
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data prepared though the above feature engineering process. Furthermore, based on the prediction 

results, it has been proved that we have achieved considerable good results targeted specifically 
for non-subscription based business. 
 

The novel feature engineering process proposed by this paper has shown significant results in the 

churn prediction. In the second part of this paper, we have proposed two different methods to 

predict the possible causes of customer churn which would help the businesses to improve their 
customer relationship by knowing the possible causes of customer churn. 
  
Extending the feature engineering techniques described and the use of business-specific datasets 

other than just payment and sales data to improve results could be a possible future work. Other 

causality analysis techniques, particularly for churn analysis, need to be explored further. The 
proposed system of causality analysis can be applied to different domains like machine failure 

detection, classification and diagnosis of patients, etc and there is a huge scope for experimenting 

with different causality analysis algorithms like Bayes Casual Network, SCM, etc. 
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ABSTRACT 
 

In today’s world, the problem of lower back pain is one of the fastest growing crucial ailments 

to deal with. More than half of total population on the earth, suffers from it at least once in a 
lifetime. Human Lower Back Pain symptoms are commonly categorized as Normal or 

Abnormal. In order to remedy Human Lower Back Pain, with the growth of technology over the 

time, many medical methods have been developed to diagnose and cure this pain at its earliest 

stage possible. This study aims to develop two Machine Learning (M.L.) models which can 

classify Human Lower Back Pain symptoms in a human body using non-conventional 

techniques such as Feedforward/Backpropagation Artificial Neural Networks, and Fully 

Connected Deep Networks. An Automatic Feature Engineering technique is implemented to 

extract featured data used for the classification. The proposed models are compared with 

respect to a Support Vector Machine model; considering different performance parameters. 
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Machine Learning, Artificial Neural Networks, Fully Connected Deep Networks, Support Vector 

Machine, Lower Back Pain, Automatic Feature Engineering technique. 

 

1. INTRODUCTION 
 

According to statistics, near about 80% of adults go through the pain of lower back at some point 

in their life [1]. Although there has been a noted increase in the technologies and the number of 

chiropractors to deal with lower back pain; still the ratio of the LBP patients and the chiropractors 
is quite large. The parts of back involved in this pain are mainly an arrangement of spine, spinal 

cord, the disc like structure between vertebrates and the ligaments which connects bone to bone. 
 

Lin L. et al [2006], published work named “A Decision Support System for lower back pain 
diagnosis: uncertainty management and clinical evaluations”. This system is a typical web-based 

system where all the verification and system validation were done using Turing test [2]. Fourney 

D. et al [2011], presented a review of clinical pathways for lower back pain and case study of the 

Saskatchewan Spine Pathway. The main motto of this research was to find differences between 
clinical pathways and clinical guidelines, its example and testing of its success and about SSP [3]. 

Jenkins H. [2002], presented a paper in which he mentioned about the classification of low back 

pain. It described about the different types of lower back pain and its classification using KNN, 
Logistic Regression, Naïve Bayes, Random Forest, Decision Tree, and CART [4]. 
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In this paper, the Classification Models are generated using different Machine Learning 

techniques such as: The Support Vector Machine (SVM) method; the    
Feedforward/Backpropagation Artificial Neural Networks (ANN) technique; and the Fully 

Connected Deep Network Algorithm, (FCDNA), [5][6][7]. Training and testing of the above 

classification models are done using a publicly available dataset [8]. This dataset consists of 13 
columns, from which the first 12 columns are commonly termed as pelvic parameters or Range of 

Motion (ROM) Attributes. The Final column of the dataset indicates whether the first 12 column 

values or pelvic parameters values are Normal back pain or Abnormal back pain symptoms. 

Range of Motion (ROM) Attributes contained in the dataset are named as follows: 
Attribute Label Attribute Name 
 

Table 1. Range of Motion (ROM) Attributes 
 

 
 

This paper explains the application of various Machine Learning techniques to correctly classify 
lower back pain symptoms using featured data obtained by implementing the Automatic Feature 

Engineering technique on the complete dataset. Section 2 explains the methodology which 

includes data preprocessing, model generation, and performance analysis. Section 3 explains the 

results after comparing various models and Section 4 presents some Conclusions. 
 

2. METHODOLOGY  
 

2.1. Data Preprocessing 
 

Original dataset is retrieved from a website named Kaggle [8]. Firstly, the dataset normalized and 
reordered in Waikato Environment [9]. Automatic Feature Engineering technique is applied on 

the normalized to extract the features. Preprocessing of data can be shown as below. 

 

Featured columns for this dataset after data reduction process are [col1], [col2], [col3], [col4], 
[col5], [col5/col10] [col6], sqrt[col5/col10]. These featured data columns are the inputs to the 

classification models. 
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Fig. 1 Data Collection and Preprocessing 
 

2.2. Model Building 
 

Three different classification models are built in this research. Simulation of these models are 

performed in Rapid Miner Software [10]. This software provides a Graphical User Interface 
(GUI) for the analytical workflows or commonly termed as process. A process consists of a 

combination of different operators where each operator is required to do a specific task [10]. 
 

The Proposed Artificial Neural Network Classification Model has 2 hidden layers having 8 and 5 

neurons in layer 1 and layer 2 respectively. The Activation function is Rectifier and Number of 
epochs are 100. Stochastic gradient descent (SGD) method is used here to minimize the loss 

function [11]. 
 

The Deep learning Classification Model designed in this research consists of three fully 

connected hidden layers containing 18, 80 and 2 neurons in layer 1,2 and 3 respectively; with 
Activation function RelU (Rectifier Linear Unit) in first 2 and SoftMax in last layer [12][13]. The 

SGD method is used here to minimize the loss function. 
 

The Support Vector Machine model is using C-SVC type SVM structure, Kernel type: Rbf, 
Gamma Value: 1.0000000000007, C value:100 and epsilon:0.001 [14]. 
 

2.3. Training and Testing 
 

The dataset consists of 311 datapoints out of which 187 datapoints (60% of dataset) are used for 
training of the classifiers and rest 124 datapoints (40% of dataset) are used for the testing of the 

trained models and the performance of the models is compared on the basis of performance 

parameters defined in next section. 
 

2.4. Performance Evaluation Parameters 
 

Performance of the proposed Machine Learning based Classification models are evaluated on the 
parameters such as Accuracy, Precision, F-measure, Sensitivity, Specificity and Area under 

Curve (AUC) whose formulae are listed below. 
 

Accuracy= (TP+TN)/(TP+TN+FP+FN) 
 

Precision= TP/(TP+FP)  

Recall (or Sensitivity) = TP/(TP+FN) 
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Specificity= TN/(TN+FP) 
 

F-measure= 2* Precision*Recall/ (Precision + Recall) 
 

[TN- True Negative, TP- True Positive, FN- False Negative, FP- False Positive] ..[15]. 
 

AUC is used to know which model predicts the best classification. In this curve, Positive 

Instances are plotted against negative instances and results are compared [16]. 
 

3. RESULTS AND COMPARISON 
 

All the above proposed models are designed, and comparison results are shown in table below. 
 

Table 2. Performance Comparison 
 

 
 

The Classification models are compared based on six performance parameters. As clear from 

table 2, the ANN classification Model gives best accuracy (88.6%) among all, and the Deep 
Learning model is second best (83.9%). In terms of precision, the ANN gives best result (90.3%) 

and the Deep Learning model comes after that (88.1%).The ANN is the best model among the 

three models in terms of Sensitivity and Specificity with a value of 93.3% and 78.6% for 

respective parameter. In terms of Area Under Curve (AUC), the proposed Deep Learning model 
gives best figure (92.9%) and the ANN is second best in this case (90.1%). 
 

The computational time for each developed model is depicted in following table. 
 

Table 3. Computational Times 

 

S. No. 

 
Classification Model 

Computational Time (in Sec) 

1 ANN 7 

2 Deep Network 7 

3 SVM 4 

 

Weights of attributes for the featured inputs are shown in the following table (Table 4) with 

respect to each classification model. Weight of an attribute signifies the impact of that input in the 

classification of the data. 
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Table 4. Weights of Attributes 
 

S. No. Featured Input Data Classification Model 

    ANN Deep Learning SVM 

1 Col1 0.017 0.449 0.026 

2 Col2 0.108 0.089 0.025 

3 Col3 0.028 0.027 0.035 

4 Col4 0.067 0.063 0.019 

5 Col5 0.041 0.05 0.012 

6 Col5/Col10 0.055 0.082 0.006 

7 Col6 0.45 0.449 0.106 

8 sqrt(Col5/Col10) 0.039 0.007 0.037 

 

It is interesting to notice the somewhat unexpected results given by the Fully Connected Deep 

Network model based on the test data. It appears that the performance results are not satisfactory 

enough due to an insufficient amount of data to train this model. The Deep Learning model can 

perform well when the amount of dataset is large to train the model. The SVM algorithm-based 
classification model does not perform that well either; due to the limitation of the framework used 

for the simulation. This study successfully classifies Human Lower Back Pain data using different 

classification models. It is observed that the highest accuracy 88.64% is yielded by ANN 
model;whereas, the lowest accuracy of 80.7% is obtained from the SVM model. 
 

4. CONCLUSIONS 
 

This paper provides a non-conventional approach to detect lower back pain in a human body. 

Twelve Range of Motion attributes’ values can decide the type of lower back pain; which is either 

Normal or Abnormal. Some Machine Learning techniques such as: ANN, Deep learning, and the 
SVM are used to generate classification models which give promising results. The ANN model 

gives the best results in terms of Accuracy, Precision, F-measure, Sensitivity and Specificity; 

while the Deep Learning model is the best model in terms of AUC. Hence, for the practical use, it 

can be concluded that the proposed the ANN based Classification model can be considered as 
the“best” model amongthe three models. Therefore, the ANN model can be used as Clinical 

Decision Support System (CDSS) by the physicians or chiropractors. The Deep learning model’s 

lower accuracy can be explained by the low amount of available data used in this study. Future 
work can be done in this field to increase the performance of classification models. 

Recommendation includes large dataset to train and test the models, trying different algorithms 

with fine tuning, and other different frameworks to implement this study. 
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ABSTRACT 
 

Digital transformation has changed management models in cities. The use of tools supported 

by information and communication technologies has facilitated the planning and control of the 
urban space allowing a rapprochement between the city and the citizens. This proximity is 

exponentiated with the advent of the Internet of things becoming possible to permanently know 

the state of the city and to act on the different infrastructures in a dynamic way. This paper 

proposes the use of Machine Learning techniques to enhance city management by predicting 

behaviours and automatically adapt rules mechanisms in order to mitigate city problems 

contributing to the improvement of lives living or visiting municipalities. 
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1. INTRODUCTION 
 

Demographic evolution mirrors the changes felt in cities: on one hand, large cities are receiving 

more and more people; on the other, small cities tend to be empty of people becoming 
increasingly isolated and aged. But regardless of the city's demographics, they all share the same 

ambitions: to evolve by protecting natural resources, optimizing infrastructure and equipment 

utilization, improving the day-to-day processes and offering more and better digital services 
leading all to a better way of life in the urban space. 

  

Cities are becoming more and more digital supported by new communication and information 

technologies and many cities try to be Smart Cities and obtain their benefits [12]. The advent of 
Internet of Things (IoT) is another step taken towards the automation of internal flows 

contributing greatly to the city's operational efficiency and cost reduction. The information 

gathered by sensors is used to know the state of the city and to act on the different 
infrastructures, contributing to the improvement of the city in all its dimensions [13][14]. But the 

increasing complexity brought by the addition of more and heterogeneous data sources makes it 

difficult to configure rules in city analysis systems. 

  
Thus, the logic of the city must be supported by learning mechanisms based on the construction 

of appropriated prediction models, enabling almost instantaneous answers to the city requests. 
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This article presents an architecture that uses Machine Learning techniques to predict the 

occurrence of situations and to introduce contextual recommendations that help to improve the 
city management. This architecture foresees to change models whenever the dynamics of urban 

space will require, enhancing the adaptation of the city to the real needs of the citizen. 

 

2. MOTIVATION 
 
The main motivation of this work is the definition of an architecture enabling the management 

and automation of a city. An urban platform integrating intelligence will allow the city to adapt 

to current and future needs of the population. Through Machine Learning techniques it is 
possible to predict behaviors and automate rules mechanisms in order to improve the quality of 

life of the population in cities. 

 

In this work it will be proposed a future-proof architecture for future cities, combining Smart 
Cities, IoT and Machine Learning. 

 

3. STATE OF ART 
 

3.1. Smart Cities 
 
Smart City is an expression that is widely used nowadays but its meaning can be analyzed from 

different perspectives and as so multiple definitions. Despite this diversity, it is generally 

understood that a Smart City is a city where efficiency and optimization of resources, 

infrastructures and services are enhanced by the use of technology. The city, according to Sotiris 
Zygiaris, can be broken down into different pillars: economy, mobility, environment, life and 

government [1]. 

  
Also, [2] defines and establishes methodologies for a set of indicators enabling to measure city 

services performance and by that, the quality of life of citizens, that are defined in ISO 

37120:2018. In [2] are defined 17 themes - Economy; Education; Energy; Environment; Finance; 

Governance; Health; Recreation; Safety; Shelter; Solid Waste; Telecommunications; 
Transportation; Urban Planning; Wastewater;  Water & Sanitation and finally Fire & 

Emergency; Response – that are accountable for city quality of life. 

 
Looking to all above domains, the task to improve urban performance is huge. It is essential that 

city transformation is supported by intelligence and to do so, the city must use all the necessary 

data from all available of sources together to monitor, analyze and act over the urban space, 
increasing the collaboration between different economic agents and encourage innovative 

business models, both in private and public sectors, with the ultimate goal of improving the 

living standards of the citizen [3]. 

 

3.2. Internet of Things 
 
IoT (Internet of Things) "extends" the Internet to objects and leverage a myriad of new services. 

It will impact on innovation, create new businesses and revolutionize the way we live in society. 

But IoT is also a new technological paradigm characterized by the availability of a network of 

machines that are able to communicate with each other [4], bringing things, with computational 
and communication capabilities to the Internet. In this context, it is necessary to invest efforts in 

doing the appropriate planning, so that current and future cities are prepared for the necessary 

development in a robust, creative and sustainable way for the improvement of the society quality 
of life. IoT is definitely the most important tool to consider in the city transformation [5]. This 
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concept is also a major challenge, not only at conceptual and technological level, because there 

are several different technologies in the ecosystem, but also at social and political level [6]. 
 

In [9], the authors refers that “the IoT Application scenarios extend to personal health 

monitoring, home control, smart grid, smart traffic & transportation management, smart 

environmental monitoring and more. The applications of IoT and M2M communications in the 
context of smart cities are the particular interest”. The authors also emphasize the integration 

into oneM2M standard architecture by IoT framework for mobile crowd sensing. Also, in [11] is 

mentioned that “for smart traffic solutions, crowdsourcing could offer real time traffic update 
enabling drivers to change the route to destination if necessary” based in M2M devices. 

  

M2M facilitate the creation of new use cases in different industrial sectors [15] and the 

deployment of M2M technologies is increasing in urban environments [16]. 
  

3.3. Machine Learning 
 

Machine Learning is an Artificial Intelligence branch that gives systems the ability to learn 

automatically. Its application focuses on the development of models envisaged to learn with data 

that has been previously collected and processed [7]. 
 

All smart cities are digital cities, but not all digital cities are smart cities. While digital cities are 

enable the provision of services through digital channels, in intelligent cities it is possible to go 
further by planning, operating and performing all over the urban space in an orchestrated and 

autonomous way [8]. 

 
Learning is a fundamental part of cities’ evolution and the big data help this learning [12]. As 

more forecasting capabilities are in place as more events can be anticipated and mitigated 

ensuring the safety and quality of life of citizens. Allowing cities to learn, using the historical 

data provided by the urban ecosystem makes it possible to speed up the resolution of various 
problems and improve processes and procedures. Besides historical data, the use of real-time 

data to feed city brain will enable just in time decision making and autonomous actuation. 

 

4. ARCHITECTURE 
 

This article aims at describing the key functionalities of the proposed architecture in order to 

facilitate the everyday life in cities. The architecture of cognitive cities encompasses two distinct 

functional blocks that complement each other. The first one, the city learning model, includes all 
the necessary components for the construction of the model of Machine Learning to be adopted 

by the city as well as the permanent evaluation of the deployed one. The second block, the city 

runtime, is constituted by the necessary elements for the daily management of the city, allowing 
to know and to act in the infrastructures and equipments taking into account the context of the 

urban space. Both functional entities resort to a data management platform to store and persist 

the raw and analyzed city data. Figure 1 presents the cognitive framework for the cities of the 

future. 
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   Figure 1.  Generic Cognitive City Framework Architecture 

 

4.1. City Learning Model 
 

The city model has the objective of managing the life cycle of the models to be applied in cities. 

It encompasses the whole learning process, the deploy component in the city's systems, as well 
as its evaluation taking into account new entries collected by existing urban systems. City model 

encompasses two major blocks: offline learning and runtime evaluation. Figure 2 presents the 

city learning model module. 

 

 
 

Figure 2.  City Learning Model 
 

4.1.1. Offline Learning 

 

The offline learning functional entity includes the key tasks for providing cities with learning 
capabilities. It is an offline component encompassing all the stages for training the model based 

on the available dataset of the problem domain. It assumes a data preparation stage where the 

data preprocessing takes place to arrange the dataset for the Machine Learning algorithms, 
including checking missing values, dealing with outliers, correcting duplicates, standardizing or 

splitting data for training and testing.  Also, the offline learning includes the proper processes for 

models creation based on a set of Machine Learning algorithms(Figure 3). The training data is 
used as input for kNN, Naïve Bayes, Decision Trees, Random Forest, SVM and Neural 

Networks algorithms resulting in different models able to be applied for prediction. 

 

Each model is evaluated using confusion matrix aiming at determining the performance of the 
classification models created. 
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Figure 3.  Processes for model creation 

 

Finally, the most appropriate model is selected and deployed in the runtime environment making 

possible to predict city critical situations and to anticipate mitigation actions. Figure 4 presents 

the offline learning module. 

 

 
 

Figure 4.  Offline Learning  

 

4.1.2. Runtime Assessment 

 

The runtime assessment aims to ensure that the deployed model remains adapted to the dynamics 
of the city. For this, it uses the verification module to complement the forecast made with the 

actual result, that is, it verifies whether the forecast done was correct or not. Moreover, it runs the 

evaluation module to verify the model accuracy levels. When the accuracy begins to decrease it 

is necessary to redo the model taking into account all the new data gathered. Figure 5 presents 
the runtime assessment module. 

 

 
 

Figure 5.  Runtime Assessment 
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4.2. City Runtime 
 
The city runtime aims at managing the city infrastructure in “real time” in order to make life in 

cities easier. This module uses the model developed in offline mode to manage occurrences in 

the city. The data are collected through sensors scattered in the urban space and analyzed in order 
to obtain a prediction of a certain occurrence. According to the expected result will be made a 

recommendation of action that will trigger a change in the infrastructures of the city. 

 

The City Runtime encompasses the following components: sensing, runtime analytics and 
actuation. Figure 6 presents the city runtime module. 

 

 
 

Figure 6.  City Runtime  

 

4.2.1. Sensing 
 

Sensing is the entity in charge of collecting physical measurements related with city 

infrastructure. It resorts to a set of sensors that collect raw data related with different city assets, 
such as noise, traffic, temperature among others, and transmit it towards the data management 

platform for storage and further analysis. 

 

4.2.2. Runtime Analytics 
 

The Runtime Analytics is the “brain” of the runtime system. It gets the information sensed and 

prepares it for the Machine Learning module. The cleaned data sample is used to predict a 
specific event; it enters in the prediction entity, which runs the Machine Learning model 

deployed in the city system, allowing getting the classification or regression result. Depending on 

the prediction outcome, a specific recommendation is set in order to update the city infrastructure 

status. Figure 7 presents the runtime analytics module. 
 

 
 

Figure 7.  Runtime Analytics  

 

4.2.3. Actuation 

 

The Actuation entity is responsible for the enforcement of the recommendations provided. It 

closes the loop by sending appropriate commands towards the infrastructure in order to adapt it 
to the instantaneous city needs. 

 

4.3. City Data Management Platform 
 

The key functionality of the City Data Management Platform is to make data mediation between 

different system entities. It is a cloud-based open API platform able to upkeep different 
technologies and protocols facilitating the end-to-end system integration. It supports both request 

& response and publish & subscribe message exchange patterns. The City Data Management 
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Platform allows linking different city domains by enabling the storage and the share of city data, 

solving the typically city information silos issues. All the city data lifecycle is here managed in 
order to make it permanently available for authorized entities. 

 

4.4. Global Architecture Framework for Cognitive Cities 
 

 
 

Figure 8.  Global Architecture Framework for Cognitive Cities 

 

5. CITY ACCIDENT SCENARIO – AN EXAMPLE  
 

Usually there aren’t enough resources for victims’ rescue in road accidents. When there are 

several occurrences at the same period of time, it may be required to manage priorities, enabling 

to first aid to the most seriously injured. However, it is not always easy, given the huge number 
of involved factors, to realize quickly which the most severe occurrence was. 

 

António is a citizen of a city that already uses the Cognitive City Framework. Unfortunately, on 
the way to work on a rainy day, he had an accident. Although slight, medical resources were 

needed and therefore people who saw the accident called the first aid. 

  

On a road parallel to Maria, she also had an accident, and this was a serious accident and it was 
urgent that rescue be provided as soon as possible. However, the resources of relief were not 

many, and there was only one ambulance available. From the information given through the 

calls, it was not possible to perceive, because of the nervousness of those who spoke, that 
Antonio's accident despite needing help was not serious. Through various features it is possible 

to make this prediction and first to rescue Maria. 
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By applying a Machine Learning model to the attributes that make this prediction possible, it will 

be possible to prioritize events more effectively. 
 

6. DATA FLOW 
 

6.1. Learning Phase 
 

This phase encompasses all steps required to create a model appropriate to predict specific 

situations in the city. The City Learning Model block uses the data stored in the Data 
Management Platform for the modelling process (step 1). Within the Offline Learning entity, the 

collected data is cleaned in the preprocessing stage resulting in a prepared dataset for model 

creation (step 2). As can be seen in Figure 8, the dataset works as input for different Machine 
Learning algorithms, such as, Naïve Bayes, Random Forest, neural networks, among others. For 

each algorithm, a model is created becoming ready for assessment (step 3). Each model is tested 

and evaluated, based on performance, and the selected one is deployed in the City Runtime block 

for runtime usage (step 4). 
   

6.1. Runtime Phase 
 

The Runtime Phase controls the city infrastructure in a dynamic way. It impacts the citizens’ 

daily life by adapting in anticipation the urban space to the city needs. It resorts to the Machine 

Learning model built to predict city situations and mitigate them in advance. 
 

The sensors spread in the city are periodically making available city data. This data is collected 

and set into a common information model (step 5), being then sent to the Data management 
Platform (step 6), which stores and persists the information. The Data Management Platform 

notifies the Preprocessing module in the Runtime Analytics (step 7), which cleans the data 

making it ready for the Prediction module. The Prediction runs the model deployed; based on the 

input it labels the class allowing anticipating critical situations. The prediction done is published 
in the Data Management Analytics (step 8), which, by its turn, notifies the Recommendation 

module (step 9). Based on the prediction received, the Recommendation sets the actions required 

to mitigate the issue and sends it to the Actuation module (step 10). Finally, the Actuation 
changes the infrastructure state (step 11) adapting the city to the dynamics of daily life. 

 

6.1. Evaluation Phase 
 

This module is responsible for the verification of the veracity of the prediction as well as for the 

evaluation of the deployed model. In a supervised way, it is checked if the prediction done was 
correct or not (step 12), being the result stored in the Data Management Platform. Periodically, 

the Evaluation module gathers all the information (step 13) and compares the prediction with the 

verified values in order to check the model accuracy. This result is published in the platform 
(step 14), which notifies the Offline Learning about the new results (step 15). Depending on the 

system policies, the result of the model evaluation can trigger the creation of a new model to be 

deployed in the city fitting the citizens’ needs. 

  
Depending on the scenario, we need evaluate metrics as accuracy, precision, recall and confusion 

matrix. If in the scenario is important eliminate false negatives so the most important metric is 

recall. This metric indicates how well the model identifies positive cases correctly [10]. For 
example, in sick patient detection, the cost associated with false negative can be very high to the 

patient. It’s important analyze the confusion matrix too. If in the scenario are important predict 

the most cases correctly so it’s important analyze accuracy and precision. The better results are 

when metrics are close to 1. 
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Figure 9.  Cognitive City Framework Data Flow  

 

7. CONCLUSIONS 
 

The future of smart cities goes through the Machine Learning applied to them.  
 

The relationship between smart cites, IoT and Machine Learning is quite close and thus they all 

complement themselves. 
 

By establishing a connection between technology and the majority of people, smart cities may 

become a way to accomplish a balance on the life quality of the population [4]. The Learning 

City Framework seeks to facilitate the introduction of Machine Learning in the already existent 
smart cities. 

  

In the future we will apply the Learning City Framework to the scenario in order to obtain results 
that prove the quality of this. 
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ABSTRACT 
 

Today, the growing market of entertainment has placed a higher demand for music. Quality 
music is essential for video making, video game making, or even in any public places. However, 

sometimes finding a suitable list of music can be hard and expensive. This may be solved by 

automatic, deep-learning based music making. Using Recurrent Neural Network, computers are 

able to learn the patterns from existing music pieces and convert them to a possibility map. 

Companies like Google, Sony, and Amper are creating their applications for music generation. 

We plan to set up a platform where generating music can be done and retrieved directly online. 

With different options for genre and length, the users can conveniently generate music that fits 

their needs. 
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1. INTRODUCTION 
 

The traditional definition of music is similar to what is described as: a set of notes that correlate, 

harmonize, and express emotion. Most classical music [1] was composed of sophisticated 
structure and arrangement to better convey ideas and emotions. However, modern music [2] has 

evolved to serve as more of a leisure-time entertainment with a more rhythmic, patterned, and 

less complex style which may be learned and generated with machine learning [3][4].  
 

While many companies are doing such businesses: for example, Ample, which provides 
enterprise-oriented music generation service, they are designed to serve large enterprises and are 

quite expensive for an individual or small group. On top of that, their registration processes are 

long and complex which limits accessibility. The purpose of the musicgen System [5] is to 
provide convenient and quick access to AI [6][7] generated music that is open to everyone as well 

as testing models to test out potential ways to improve the quality of AI-generated music. The 

system consists of two parts: the front web page and the core code to generate music. 
 

The front page is created using bootstrap [8]. The layout is simple; every parameter is put into a 

single block to be selected, and the user just have to go from top to bottom to finish selecting. 

After clicking the button “generate now”, a playable music file will be returned at the bottommost 
to be previewed or downloaded. 
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The core code is implemented with Python using Google’s open source machine learning library 
magenta [9]. We trained models with hundreds of sample music online categorized into 4 genres: 

piano, drums, rock, and electrical. Then, we used flask to retrieve user request and input it into 

the core code and return it to the user. Finally, we built the website on Amazon’s AWS cloud 
server [10]. 
 

2. CHALLENGES 
 

2.1. Music is Complex. 
 

Music is intrinsically complex. It composes of various of elements such as pitches, harmony, 

rhythm, tempo, etc. It cannot be easily expressed with some combinations of known rules or 

formula. Unlike taught computers to play chess or Go, where there are clear and fixed rules, it is 

extremely difficult for a computer to evaluate how well a piece of music is. Therefore, it is 
difficult to define an objective function to optimize for. The variety and subjectivity of music 

makes automatic music generation a very challenging task.  
 

2.2. How to build an automatic music generation system that is user-friendly 
 

There have been many approaches for algorithmic music generation, which uses statistical 

models or artificial neural network. However, these mathematical concepts are difficult for a 
mature music fans to understand.  It is unrealistic to require users to understand how the number 

of hidden layers and the choice of activation function will affect generated music. It remains a 

challenge how to enable users to create music with high-level control parameters such as style 

and rhythm instead of low-level parameters such as number of hidden layer and units, activation 
function. 
 

3. SOLUTION 
 

In this section, we describe the architecture of our auto music generation system [11] and the 

algorithms behind that powers this system. 
 

3.1. Overview of the Solution 
 

We have built a web-based [12] interactive music generation system. Figure 1 shows the 
architecture of the system. For the front-end, we built a web page in html and Javascript. The web 

UI [13] is shown in Figure 2. It allows users to specify the genres, types and length of generated 

music. The web page will make Ajax call to the backend server. For the backend, we use Flask to 
build a server and execute music generation scripts. For the AI part, we use magenta library. 

Magenta is an open source Python library powered by TensorFlow [14]. It uses Recurrent neural 

network (RNN) [15] to generate music in MIDI format. The generated music can be played from 

web page or downloaded for processing using GarageBand. 
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Figure 1. Architecture of auto music generation system 

 

 
 

Figure 2. Web UI of auto music generation system 
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Figure 3. Using GarageBand to mix MIDI music 
 

3.2. Recurrent Neural Network 
 

Recurrent neural network (RNN) is a variant of neural network that can be used for sequential 

data. Unlike traditional feedforward neural network which only takes a fixed sized input, RNN 
can take input of arbitrary long. By keeping internal hidden states, the output of RNN not only 

depends on the input, but also influenced by what it has learnt from the past.  

The structure of RNN is illustrated in Figure 4. 

 
Figure 4: RNN model for auto music generation system 

 

 
 

Here, the hidden state at time t is h_t. It is a function of the input x_t and hidden state of previous 
time h_(t-1).  W and U are parameters to be learned. ϕ is the activation function, usually chosen 

to be sigmoid or tanh. 
 

3.3. Music Generation with RNN 
 

To generate music with RNN, we first need to train the network. By providing different style of 
training data, the generated music will also be different and conform to the training music. We 

have used Yamaha e-Piano Competition dataset [16], which contains MIDI captures of ~1400 

performances by skilled pianists. Each piece of MIDI is composed of a stream of musical events. 

An event could be 128 MIDI pitches or velocities. One-hot encoding was used to encode the 
music into vectors. The RNN network was trained using gradient descent   [17]. After the training 

was completed, the network can be used to generate music similar but not identical to the training 

music. A starting pitch is needed as the input and RNN will generated subsequent pitches and 
velocities according the Equation 1. 

ℎ𝑡 =  𝜙(𝑊𝑥𝑡 +  𝑈ℎ𝑡−1)     (1) 
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4. RELATED WORK 
 

There have been persistent efforts for human to develop method to compose music automatically. 
These efforts can be categorized into different types: some use rule-based system. Some use 

mathematical models such as fractal, cellular automata or L-system. Boenn [18] used grammars 

such as harmonics to generate music. Leach et al. [19] analyzed the relationship between fractal 
and repetitive pattern in music and how to compose music with fractal mathematics. Worth [20] 

use L-system to generate music. These systems were able to produce reasonable music but the 

generated music in general lacks variety and novelty. 
 

Recurrent neural networks (RNNs) was first proposed by David [21]. RNNs are able to capture 

temporal behavior and sequential information. With the increased computational power and 

algorithm improvement in recent years, RNNs have received great success in many domains such 

as machine translation [22], speech recognition [23], robot control [24], etc. Also, RNNs have 
shown surprisingly capability in text generation, such as review generation [25], poetry 

generation [26]. 
 

5. CONCLUSIONS 
 

In this project, we set up a platform where generating music can be done and retrieved directly 

online, which uses recurrent neural network model to learn the patterns from existing music 

pieces and convert them to a possibility map. Based on this platform, users can conveniently 

create their music using proper options for genre and length. Bootstrap is used to develop front 
page and Google’s open source machine learning library magenta is applied to implement RNN 

model and train it with hundreds of sample music online categorized into several genres. 
 

As for the future work, we will investigate more music genres to update the auto music generation 

system and make it cover cases as many as possible. Therefore, it can serve users’ needs better.  
 

In addition, one limitation related with the auto music generation system is that it does not have 
enough users in test. we plan to add more features to the system in the next version and collect 

more feedback from users. 
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ABSTRACT 
 
A significant amount of data is generatedand could be utilized in order to improve quality, 

time, and cost related performance characteristics of the production process. Machine 

Learning (ML) is considered as a particularly effective method of data processing with the 

aim of generating usable knowledge from data and therefore becomes increasingly relevant in 

manufacturing. In this research paper, a technology framework is created that supports 

solution providers in the development and deployment process of ML applications. This 

framework is subsequently successfully employed in the development of an ML application for 

quality prediction in a machining process of Bosch Rexroth AG.For this purpose the 50 

mostrelevant features were extracted out of time series data and used to determine the best 

ML operation. Extra Tree Regressor (XT) is found to achieve precise predictions with a 

coefficient of determination (R2) of constantly over 91% for the considered quality 
characteristics of a boreof hydraulic valves.  
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1. INTRODUCTION 
 

Due to the digitalization of manufacturing companies, an increasing number of machine tools 

are connected – the manufacturing process is mappeddigitally [1, 2]. The analysis of the 
recorded process data allows for measures to improve quality, time, and costs [3]. Therefore, a 

considerable amount of data is generated, on basis of which decisions often have to be made 

correctly and in real time [4]. However, large amounts of data and different data sources 

significantly increase the complexity of the evaluation. Commonly programmed software 
encounters limitations when processing large amounts of data while facing the high complexity 

of the application environment. For some problems, however, no algorithm can be used, since 

an infinite number of scenarios is conceivable and not all variations can be covered rule-based 
[5, 6]. Given the currently high level of capacity utilization and a thoroughly optimized 
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production, further efficiency increases are likely to be possible only through the introduction 

of completely new technologies. 
 

ML is known as the field of study that gives computers the ability to learn without being 

explicitly programmed and is considered as particularly effective method of data processing 

with the aim of generating usable knowledge from data [7]. ML systems have the potential to 
capture complex correlations instantaneously from unstructured data, constantly improve 

analyses and dynamically adapt to external environmental conditions, which is why they are 

regarded as particularly promising to further optimize the production process [7-9]. ML 
applications therefore bear the potential to further increase efficiency in the manufacturing 

industry and thus ensure the attractiveness of production locations in high-wage countries [4]. 

ML as a result is becoming increasingly relevant and is being applied to the manufacturing 

process. 
 

However, there is the challenge that ML as a still rather novel technology in the manufacturing 

industry is relatively unknown and untested [9]. It is therefore difficult for potential solution 
providers to fully assess the technology potential, identify relevant applications in the 

manufacturing industry and thus develop functional solutions to relevant problems. Hence, a 

framework that supports solution providers in the development process and deployment of ML 
applications is needed. The first goal of this research paper is to develop a multi-layered 

structure that can be used to develop ML applications. The second goal is to develop an 

application for quality forecasting on basis of the multi-layered structure. 

 
Following on from the introduction, Chapter 2. discusses in depth the subject area of ML in 

manufacturing. In this section, among other things, a framework for applying ML in 

manufacturing is developed and a use case from Bosch Rexroth AG is described in order to 
finally select an appropriate path in the framework regarding the specific technology demands 

of the use case investigated. Chapter 3. deals with the data collection process, the feature 

extraction, importance, and selection as well as the specific ML operations, their performance 
results, and evaluation. Chapter 4. concludes this research work and refers to special challenges 

and future research-related potentials. 

 

2. MACHINE LEARNING IN MANUFACTURING 
 

2.1. Framework for Applying ML in Manufacturing 
 

According to the opinion of SCHUH & SCHOLZ, ML represents the most important among 
many working areas of artificial intelligence such as e.g. Image Processing and Vision or 

Natural Language Understanding [9-11]. At this point in time, ML can be interpreted as a rather 

diverse bundle of technologies. The subject area is still much disorganized. A rather 
unstructured and partial discussion revolves around different aspects of the technology at 

different levels [9]. The necessity of the development of such a framework has already been 

widely demonstrated. Also the different technology layers required for the description of ML 

applications are derived. Within this research paper the framework will be enriched with more 
detailed technology information regarding the various decision alternatives per layer as well as 

a decision sequence along the different layers during the development of ML applications [9]. 

The framework is designed to provide an easily accessible theoretical overview of the subject 
area, to accompany researchers as well as solution providers during the implementation process 

and to support the development of solutions. The framework was developed in vertical reading 

direction and claims to classify problems from the ML domain into these layers. By the defined 
processing of the individual layers the selection options are narrowed down more and more, 

whereby only certain classes and decision alternatives of the following layer are selectable. 
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Gradually, the decision alternatives of the framework become more granular, which makes the 

classification of the problem more thorough. A classification according to ML learning 
strategies is employed because all applications learn in a certain way and specific data types are 

related to these learning strategies such as e.g. supervised learning, unsupervised learning and 

reinforcement learning [12]. ML learning strategies are based on the natural learning 

mechanism of humans [13]. Supervised learning involves learning from examples. Each set of 
input (features) is labeled with a specific output. After each processed sample, the internal 

parameters are adjusted (e.g. Neural Networks (NN): weights, Decision Trees (DT): branches, 

Support Vector Machines (SVM): hyperplane etc.) to minimize a certain error function, often in 
the sense of the mean square error. In unsupervised learning, only the available data are used to 

recognize correlations and patterns without defined target classes [13]. Reinforcement learning 

can shortly be described as the mapping from situations to actions to maximize a scalar reward. 

The learner is not told which action to take, but instead must discover which action yields to the 
highest reward by testing [14]. ML tasks such as e.g. classification, regression, and clustering 

refer to the ML learning strategies and take the specific data formats of the problem into 

account [12]. Supervised learning can be divided into regression and classification tasks, while 
unsupervised learning is mainly used for clustering tasks. In the case of regression problems, 

intervalscaled data are predicted, whereas in the case of classification problems, discrete 

characteristics such as good or bad can be predicted. The clustering task can be compared with 
that of the classification, but the target classes are derived from data and are not defined 

beforehand [13]. ML operations such as e.g. Random Forest (RF) [15], (DT) [15], and (NN) 

[16] represent the definite procedures which are used for the analysis. They can be described by 

their internal model structure (e.g. algorithm, hyper parameters, loss function and other general 
properties). Each ML operation thereby has an individual structure. ML implementation 

procedures determine which methodical procedure (e.g. KDD (knowledge discovery in 

databases), Crisp-DM (cross-industry standard process for data mining), and SEMMA 
(acronym describing the individual steps of the method)) which programming language (e.g. R 

and Python) and library (e.g. Scikit-Learn, TensorFlow, Keras, and Theano) should be used 

[17-19]. The development of methodologies, software tools and languages serve as the 
standardized approach for industrial applications of data processing [20]. Methodical 

procedures support the systematic implementation of real-life ML applications. The selection of 

the contents from this layer depends on the use case. For the development of a ML application 

the layers are processed and defined in the sequence presented here. The well founded 
examination of the fundamental literature and implemented ML applications allows for an 

empirical inductive conclusion on the following features per layer and suggests an integration 

of the layers into the following decision sequence. The wide variety of literature sources 
presented above support this classification [9-20]. 
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Figure 1.  Framework for applying ML in manufacturing  

 

The specific benefit of the framework for the user is that each analysis attempt using ML 

represents a unique path in the framework. Established paths in the framework can serve as a 

blueprint for a potential future application design. Thus, less development time may be needed 

to solve certain problems. In addition, there are more validated and proven solution options to 
problems, which ultimately leads to lower overall opportunity costs for solution providers. 

 

2.2. Description of the Use Case 
 

The manufacturing process considered within this research is an integral part for the serial 
production of hydraulic valves at the Bosch Rexroth AG. Hydraulic valves are characterized by 

bores with tolerances of only a few microns to enable seal-less fits and to prevent oil leakage. A 

valve is machined first by a milling machine, assembled and finally tested, see Fig. 2. Slight 

anomalies in the production process can lead to unacceptable quality deviations causing high 
scrap rates and financial losses. To guarantee the required quality of bores of a valve, sampling 
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inspection after the machining process (approx. 1% of a batch) and end of line testing (100% of 

a batch) are applied in industry. Both quality control methods lead to indirect costs and a high 
latency between the machining of a valve and its measurement results. Therefore, feasible and 

affordable in-process quality control methods are desired from manufacturing companies. The 

so gained increased transparency over the machining process is used to make adjustments as 

soon as the required quality is not reached. Process data from the machining process and ML 
operations are used to predict the quality of one of the most quality critical bores of a valve.  

 

 
 

Figure 2. Manufacturing process of a hydraulic valve with quality surveillance 

 

The quality of a bore is determined by dimensional (diameter) and locational (concentricity) 

quality characteristics. Quality deviations are caused by wear on cutting tools that are used to 

drill and to ream bores. Tool wear leads to increased cutting forces and torque, which can be 
measured directly from the drives of a milling machine in form of the motor current and torque 

[20, 21]. This indirect measurement approach together with ML operations is the only 

economical technique to obtain quality predictions with a latency close to zero when facing 
industrial conditions. Such a quality surveillance detects quality deviations in an early 

manufacturing state and enables cost and resource savings. 

 

2.3. Selection of the Right Path in the Framework Suitable to the Use Case 
 
ML is considered as one working area of AI that can take the manufacturing industry to a next 

level. In order to cope with the use case considered in this research, technologies from the 

context of ML should therefore be used. First the learning strategy supervised learning is 

chosen because the quality of the considered bore of each valve is available and less training 
data are required to build a model. This leads to a less time-consuming data collection process. 

In addition, the diameter and concentricity of the bore have to be expressed as numerical 

values, which defines the ML task as a regression task. For the ML implementation procedure 
the method CRISP-DM is chosen because an understanding of the business and the data already 

exists and data preparation is required in form of feature extraction and selection. Due to 

modelling and evaluation the best ML operation suitable for the use case is determined and 

finally deployed. The lists of ML operations helps to choose the right category of algorithm 
regarding a regression ML task. For the implementation the programming language Python and 

the library Scikit-learn in combination with the distribution Anaconda are used. These choices 

determine the path in the framework to accomplish the quality prediction of machined 
workpieces. 
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3. METHODOLOGY 
 

Fig. 3 summarizes the methodology of this research to obtain a quality prediction for each 

workpiece from the data of the related machining process. Each process step is described in 
detail in the following subsections.    

 

 
 

Figure 3. Approach to obtain a quality prediction from machining data 
 

3.1. Data Collection Process 
 
The process data were collected during the serial production of hydraulic valves from a milling-

machine. To operate a milling-machine a numerical control unit (NC) is used, which processes 

data from sensors integrated into the machine and the drives. The measured actual values 
obtained by sensors give a direct feedback on the cutting conditions and are used to control the 

machine. These machine-internal data were directly collected with a frequency of 1,000Hz from 

the NC and are the input data for the feature extraction. Selected features are used to make 

predictions with ML operations. The stored process data were the actual torque values of the 
drive of the z-axis as well as the spindle, the actual position values of the x-, y-, and z-axis and 

also the actual speed value of the spindle. Process data from a total of 160 workpieces were 

collected during the machining. Fig. 4 exemplary depicts the actual torque value of the spindle 
for the second tool, which are used to machine the considered bore. 

 

 
 

Figure 4. Visualization of process data of the 2nd machining process 
 

D
ata 

co
llectio

n

Machining

Featu
re 

extractio
n

Featu
re

selectio
n

Quality prediction

M
L 

o
p

eratio
n

Evalu
atio

n

x x
xx

x

x

Lower bound

Upper bound

x
x
x

x

T
o

rq
u
e 

o
f 

sp
in

d
le

  
d

u
ri

n
g
 2

n
d

m
ac

h
in

in
g
 p

ro
ce

ss
 [

N
m

]

0 2500 5000 7500 10000 12500 15000 17500

Duration of machining process [s]

-40

-30

-20

-10

0

mean

standard deviation



Computer Science & Information Technology (CS & IT)                                 195 

In addition, for each workpiece the dimensional and locational quality characteristics 

were measured representing the target and output parameter for the ML operations. The 

measured characteristics are the diameter and concentricity of a bore.  

 

3.2. Feature Extraction 
 
To reduce the complexity and volume of the collected time series data as well as to accelerate 

the training and test process of the ML operations a feature extraction is applied. The aim is to 

extract characteristics in order to accordingly represent the time series with a reduced set of 
features. General features (e.g. the shape of the signal) and statistical features (e.g. mean or 

standard deviation) are very common to represent time series data. However, both forms of 

features often do not contain all the information needed to expose dynamical time series data. 
Therefore, VUNUNU ET AL. also analyzed the frequency domain to identify additional patterns 

in the data [22]. In this paper, 63 methods are used to calculate 794 features for each machining 

operation with the tsfresh library. For each process parameter a total number of 2382 features is 

obtained due to the three subprocesses [23]. The extracted feature can be divided into three 
groups as shown in Fig. 5. 

 

 
 

Figure 5. Visualization of process data of the 2nd machining process 

 

3.3. Feature Importance and Selection 
 

Irrelevant features can lead to weak prediction performances and increased computational costs. 

In a huge set of features the probability of containing irrelevant features is high and therefore a 

feature selection is recommended. The determined importance of each feature increases the 
interpretability of a feature in the related use case and enables to select the features that 

contribute most to an accurate and efficient prediction [24]. In this paper, the RF technique is 

used to determine the feature`s importance. The RF algorithm uses subsets of the training data 
to construct each of the tree configurations. Therefore, an independent test set is not required 

for the evaluation of the feature ranking. The feature importance is obtained by comparing the 

prediction errors after permuting the feature`s values of all examples [25]. Feature importance 
of the RF is well suited for datasets with a small sample and big feature size [26]. The 

importance of all features is calculated and the features with the lowest importance values are 

excluded from the data. The features are ranked in descending importance order as shown in 

Fig. 6. The three most important features are the low frequency fast Fourier transformation 
(FFT) coefficient of tool 3 (8.97%), the approximate entropy of tool 2 (7.93%) and the high 

frequency FFT coefficient of tool 2 (6.79%). 
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Figure 6. The 30 most important features 

 
To decrease the model complexity and the computational costs the 50 most important features 

are selected. For the selection of the most relevant features a systematic approach is considered. 

This procedure answers the question of how many features are needed to maintain the initial 
accuracy. The initial accuracy is determined by a grid-searched operation based on all features. 

The individual features ranked by importance are made incrementally available to the operation 

as a training set. First, the operation is trained with the highest ranked feature. Then, the next 

important feature is inserted into the feature table and the procedure is repeated. For each 
feature subset the R2 is evaluated with a five-fold cross validation. These steps are performed 

for every feature in the dataset. The mean and the standard deviation of the results for the first 

50 important features are shown in Fig. 7. 
 

 
 

Figure 7. R2 plotted over the number of selected features 
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It can be stated that already with the ten most important features a R2 of 91.39% is reached. 

Additional features do not lead to an extraordinary increase in accuracy or a saturation 
behavior, which is possibly due to the small number of samples. By adding more features, the 

accuracy decreases (not shown here). Thus, the number of features which serve as inputs to the 

ML operations is set to 50. 

 

3.4. Machine Learning Operation 
 

An artificial neural network (ANN) is a computational model consisting of a collection of 
artificial neural neurons inspired by the brain of living beings. All those neurons are linked via 

interconnections to form a large network. Information are insert into the network via input 

neurons and are conveyed within the network to provide results to the output neurons [27, 28]. 
The output of each neuron y is determined according to equation (1) by its activation function ϕ 

that activates the neuron if the weighted sum of n inputs xi multiplied with the related weights 

wi is above a particular threshold u [28]. 
 

𝑦 = ϕ(∑𝑤𝑖𝑥𝑖

𝑛

𝑖=1

− 𝑢) (1) 

 
Ensemble methods combine several ML algorithms to achieve a higher prediction accuracy. 

Often these methods are tree-based like Random Forest (RF) and Extra Trees (XT). Random 

Forest, developed by BREIMAN, is a ML operation for classification and regression problems 
[15]. An ensemble of decision trees is used to obtain the final prediction y by averaging the 

predictions yt of all trees T for a given dataset x as denoted in equation (2). To build a single 

tree bagging is applied that describes the random selection of a sample from the original 

training dataset. RF do not overfit due to bootstrap aggregation, can reach highly accurate 
predictions, and are fast to train [29, 30]. The ML operation XT differs from RF in two main 

points to grow the trees. First, XT uses the entire training dataset instead of bagging. Second, 

splitting-points are chosen fully randomly to split a node [31]. In this paper the RF and XT, as 
regression tree approaches, are used to predict numerical values for the quality characteristics.  
 

𝑦(𝑥) =
1

𝑇
∑𝑦𝑡(𝑥)

𝑇

𝑡=1

 (2) 

 
Support Vector Machine (SVM) is a ML operation for classification and regression tasks. Input 

data are mapped to a high dimensional feature space where the prediction task gets linearly 

separable. The support vector kernel together with the number of support vectors and its 
parameter determine the decision function of SVM [32, 33]. Further explanation can be 

obtained from STEINWART & CHRISTMANN as well as VAPNIK [33, 34].      

 

For the considered ML operations ANN, RF, XT, and SVM the optimal hyperparameters have 
to be determined. For this purpose, a parameterspace is set up in which different variations of 

hyperparameters are examined in a grid and the R2 of each combination is measured. For the 

individual operations, both the absolute and the repetitive accuracy are calculated. Thus, the 
best model configuration obtained from the grid search can be determined from the results 

shown in Table 1. 
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Table 1. Results of Gridsearch 

 

ML operation R2 [%] (absolute) R2 [%] (repetitive) 

Artificial Neural Network (ANN) 55.13 ± 5.30 51.63 ± 3.20 

Random Forest Regressor (RF) 91.28 ± 2.81 89.59 ± 0.82 

Extra Trees Regressor (XT) 93.64 ± 0.65 92.81 ± 0.18 

Support Vector Machine Regressor (SVM) <0 <0 

 

The highest R2 can be obtained for the XT Regressor. The associated standard deviation is the 
lowest of all ML operations, which proves the suitability for this task. The hyperparameters and 

other properties for the best operation are listed in Table 2. 

 
Table 2. Extra Trees Regressor summary 

 

Parameter Value 

Splitting criterion MSE 

Max. features to condsider best 

split 
50 

Min. number of samples to split 3 

Number of trees 10 

Mean fit time 0.115 sec 

Mean score time 0.103 sec 

R2 of training data 99.95 ± 0.02% 

R2 of test data 93.64 ± 0.65% 

 

3.5. Results and Evaluation 
 

The prediction accuracy reached with the described ML operation (XT) is evaluated using the 

R2, the mean squared error (MSE), and the mean absolute error (MAE). Table 3. summarizes 
the results for the two predicted quality characteristics diameter and concentricity. The diameter 

is predicted with a higher precision compared to the concentricity. The MAE is with 0.26 µm 

very little and the MSE is close to zero. For the concentricity the MAE and MSE are much 
higher than the obtained results for the diameter but the predicted values are still precise enough 

for the utilization in the descripted use case.  
 

Table 3. Extra Trees Regressor summary 

 

 Diameter Concentricity 

R2 [%] 93.75 91.66 

MSE [mm2] 1.2x10-7 0.008 

MAE [µm] 0.26 22.91 

 

That fact that the desired quality characteristics can be predicted very reliably with XT 

can be retrieved from the high R2 (Table 3.) as well as in the graphical comparison of 

the predicted and the measured values in Fig. 8.   
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Figure 8. Graphical representation of the predicted and measured values for (a) diameter and (b) 

concentricity. 

 
To diagnose the systems behavior the learning curve is reviewed. The R2 is constantly high for 

the training data, which is typical for an XT. However, a learning effect can still be observed as 

the R2 improves with an increasing number of training examples from around 70% to 94%. An 
R2 of 100% is hardly achievable, since the learning curve stagnates. In this case a saturation did 

not occur. Fig. 9 depicts the learning curve. The coefficient of determination (R2) is plotted with 

an increasing number of training examples. It can be observed that the accuracy increases with 

an increasing number of training samples, which proves that the XT is becoming continuously 
accurate. 

 

 
Figure 9. Learning curves of Extra Trees Regressor 
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4. CONCLUSION 
 

Engineers in the manufacturing industry often have only limited knowledge of using and 

applying AI or ML to solve problems in their business. Vice versa have data scientists only 
basic expertise concerning manufacturing processes. The framework presented in this paper 

enables engineers to gain an overview of AI and ML and its related subfields. The framework 

guides through the ML implementation process and depicts potential tools and approaches for 
the application of ML in the manufacturing industry. For a specific use case from the Bosch 

Rexroth AG the engineers applied the framework successfully. All required decisions were 

taken along a chosen path in the framework which finally led to a ML operation that predicts 
the quality characteristics of a bore very precisely. A feature extraction and selection is 

mandatory to reduce the complexity of the time series data as well as the computing time and to 

increase the prediction accuracy. From the 794 extracted features, 50 features were determined 

as significant and were considered for the prediction models. The predictions for the diameter 
and the concentricity of the considered bore were evaluated with the statistical criterions R2, 

MSE, and MAE. With a MAE of only 0.26 µm for the diameter and 22.91 µm for the 

concentricity the prediction errors were very low. Hence, XT can be used to predict the quality 
of bores on basis of process data close to real time. This direct feedback regarding the 

manufacturing process leads to scrap avoidance, resource savings and cost reductions. 

Consequently, the application of ML is a further contribution to secure production plants in 

high-wage countries.  
 

In the future, we will gather more data to increase the training samples for the ML operations in 

order to improve the prediction accuracy. With more training samples ML operations like ANN 
or SVM will potentially lead to acceptable results, too. Furthermore, we are looking for further 

use cases where we can apply the descripted framework to achieve improvements by 

implementing ML. 
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ABSTRACT 
 

Deepfake is a kind of technique which forges video with a certain purpose. It is in urgent 

demand that one approach can defect if a video is deepfaked or not. It also can reduce a video 

to be exposed to slanderous deepfakes and content theft. This paper proposes a useful tool 

which can encrypt and verify a video through proper corresponding algorithms and defect it 

accurately. Experiment in the paper shows that the tool has realized our goal and we can put it 

into practice. 
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1. INTRODUCTION 
 

Deepfakes [3][4][5] have become a more prevalent problem, with no solution. Not only is there 

an inability to determine whether or not videos are deepfaked, the amount of people researching 

deepfake detection are far outnumbered by those researching deepfake synthesis. Deepfakes have 

real world implications. For example, a video of Gabon’s president was decried as a deepfake, 

nearly resulting in a military coup. deepfakes have begun to extend to America as well, as videos 

of politicians and influential figures are being falsified, like a video which slows Nancy Pelosi’s 

speech. Some researchers are trying to use A.I. to detect if a video has been edited, others wish to 

use blockchain to detect deepfakes. 
 

In order to verify digital content for authenticity and avoid slanderous deepfakes [6][7]. Gyfcat 

has implemented a system in which, after flagging a video under suspicion that it is a deepfake, it 

combs its database to search for similar videos. 
 

However, software that can spot AI-manipulated videos will only ever provide a partial fix to this 

problem. As with computer viruses or biological weapons, the threat from deepfakes is now a 

permanent feature on the landscape. And although it’s arguable whether or not deepfakes are a 

huge danger from a political perspective, they’re certainly damaging the lives of women here and 

now through the spread of fake nudes and pornography. 
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Figure 1: an example of deepfake (left: real, right: deep faked) 

 

We are trying to do something similar; our goal is to add a mark/encrypted message onto the 

video before it is released, so we can detect if it has been edited later on. First, we change some 

pixels to certain values, before utilizing facial-detection to change a pixel, relative to the face. 

When we are trying to detect, the software will check if the ‘face pixel’ and ‘static pixels’ are the 

correct color, and if they are, the video is considered ‘real’ [10][11]. 
 

Section 2 gives the details on the challenges that we met during the experiment and designing the 

sample; Section 3 focuses on the details of our solutions corresponding to the challenges that we 

mentioned in Section 2; Section 4 presents the relevant details about the experiment we did, 

following by presenting the related work in Section 5. Finally, Section 6 gives the conclusion 

remarks, as well as pointing out the future work of this project. 
 

2. CHALLENGES 
 

To implement this system, there are mainly two challenges that we have to overcome. 
 

2.1. Choose Proper Algorithm to Encrypt 
 

Currently, there are various algorithms can encrypt a video. Considering the efficiency and 

effects, we should to compare those existing encryption algorithms and choose optional solution. 

For example, a 2 second video takes around 15 seconds to encrypt. Users can not accept so long 

time to finish encryption for a large video. When choosing encryption algorithm, we have to 

consider all aspects, such as accuracy, quality, and efficiency. 
 

2.2. Video Verification 
 

After encrypting a video and finish transferring over internet, how to decrypt and verify the video 

is equally important. However, facial recognition does not have 100% consistence for encrypting. 

We have to overcome this challenge and make it more consistent in encryption. In addition, a 

video usually is compressed when sending out, which may fail in verification due to compression 

issue. 
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3. SOLUTION 
 

Figure 2 shows an overview of the proposed approach. First, we change some pixels to certain 

values, before utilizing facial-detection to change a pixel, relative to the face. When we are trying 

to detect, the software will check if the ‘face pixel’ and ‘static pixels’ are the correct color, and if 

they are, the video is considered ‘real’. 
 

 
Figure 2: Overview of the solution 

 

3.1. OpenCV 
 

About. OpenCV (Open Source Computer Vision Library) is an open source computer vision  and 

machine learning software library. OpenCV was built to provide a common infrastructure for 

computer vision applications and to accelerate the use of machine perception in the commercial 

products [8]. 
 

To build our face recognition system, we will first perform face detection, extract face 

embeddings from each face using deep learning, train a face recognition model on the 

embeddings, and then finally recognize faces in both images and video streams with OpenCV [9]. 
 

Like a series of waterfalls, the OpenCV cascade breaks the problem of detecting faces into 

multiple stages. For each block, it does a very rough and quick test. If that passes, it does a 

slightly more detailed test, and so on. The algorithm may have 30 to 50 of these stages or 

cascades, and it will only detect a face if all stages pass. 
 

The advantage is that the majority of the picture will return a negative during the first few stages, 

which means the algorithm won’t waste time testing all 6,000 features on it. Instead of taking 

hours, face detection can now be done in real time. 
 

3.2. Flask 
 

Flask is a lightweight WSGI web application framework. It is designed to make getting started 

quick and easy, with the ability to scale up to complex applications. It began as a simple wrapper 

around Werkzeug and Jinja and has become one of the most popular Python web application 

frameworks. 

 



206                                   Computer Science & Information Technology (CS & IT) 

Flask offers suggestions, but doesn't enforce any dependencies or project layout. It is up to the 

developer to choose the tools and libraries they want to use. There are many extensions provided 

by the community that make adding new functionality easy. 

 

Two HTTP APIs have been implemented using the Flask: 1) encrypt the video; 2) verify the 

video. 
 

3.3. Frontend 
 

Figure 3 shows the basic frontend UI. It has been implemented using HTML and CSS. 
 

 
 

Figure 3. The Frontend Web UI 

 

HTML - HyperText Markup Language, commonly referred to as HTML, is the standard markup 

language used to create web pages. Web browsers can read HTML files and render them into 

visible or audible web pages. HTML describes the structure of a website semantically along with 

cues for presentation, making it a markup language, rather than a programming language. 
 

CSS - Cascading Style Sheets (CSS) is a style sheet language used for describing the look and 

formatting of a document written in a markup language. Although most often used to change the 

style of web pages and user interfaces written in HTML and XHTML, the language can be 

applied to any kind of XML document, including plain XML, SVG and XUL. Along with HTML 

and JavaScript, CSS is a cornerstone technology used by most websites to create visually 

engaging webpages, user interfaces for web applications, and user interfaces for many mobile 

applications. 

 

3.4. Video Encryption 
 

Lossless compression techniques, as their name implies, involve no loss of information. If data 

have been losslessly compressed, the original data can be recovered exactly from the compressed 

data. Lossless compression is generally used for applications that cannot tolerate any difference 

between the original and reconstructed data. 
 

We created a simple encryption algorithm to serve as a placeholder, but we are planning on using 

steganography to create a well-hidden message. The file size is too big from lossless 
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compression, and, the file type is limited to .avi files. We’re working on utilizing lossy 

compression, but that’s something for later. 
 

4. EXPERIMENTS 
 

This tool allows us to encrypt videos before release and verify them in other side to detect 

whether it has been edited or not. In this experiment, we applied the tool to one sample video, 

encrypting and verifying it (see Figure 3). We marked the frame, as well as faces every time in 

progress. 
 

 
 

Figure 3: An experiment of encryption and decryption 

 

5. RELATED WORK 
 

D. Güera and E. J. Delp [1] proposed an AI-based approach to detect deepfake videos. Just like 

other approaches, the major disadvantage of this approach is that once the hackers understand the 

algorithm, they can always create a counter approach to skip the detection process. Yuezun Li [2] 

focuses on using an image processing technique to detect the obvious edges formed by the 

deepfake videos. However, as the deepfake video become more and more sophisticated, it is very 

difficult to guarantee the accuracy of this approach in the long run, as a number of deepfake 

videos cannot be judged by human eyes. 

 

6. CONCLUSIONS AND FUTURE WORK 
 

In this project, we proposed a video encryption approach to secure video after release. This tool 

uses a high efficiency video encryption algorithm to encrypt videos before release.  After release, 

they can be verified through decryption algorithm to defect if the video has been edited or not. 

This tool helps us test the “authenticity” of those videos and avoid slanderous deepfakes and 

prevent content theft to some extent. In addition, it also secure online identity. 

 

In the future, we will investigate other video encryption algorithms to keep improving the 

accuracy and efficiency. We also would like to explore the possibility of automaticity in video 

encryption and decryption. 

 

 

 

 

 



208                                   Computer Science & Information Technology (CS & IT) 

REFERENCES 
 

[1] D. Güera and E. J. Delp, "Deepfake Video Detection Using Recurrent Neural Networks," 2018 15th 

IEEE International Conference on Advanced Video and Signal Based Surveillance (AVSS), 

Auckland, New Zealand, 2018, pp. 1-6. 

 

[2] Exposing DeepFake Videos By Detecting Face Warping Artifacts Yuezun Li, Siwei Lyu Computer 

Science Department University at Albany, State University of New York, USA 

 

[3] Ruchansky, N., Seo, S., & Liu, Y. (2017, November). Csi: A hybrid deep model for fake news 

detection. In Proceedings of the 2017 ACM on Conference on Information and Knowledge 

Management (pp. 797-806). ACM. 

 

[4] Polletta, F., & Callahan, J. (2019). Deep stories, nostalgia narratives, and fake news: Storytelling in 

the Trump era. In Politics of meaning/meaning of politics (pp. 55-73). Palgrave Macmillan, Cham. 

 

[5] Singhania, S., Fernandez, N., & Rao, S. (2017, November). 3han: A deep neural network for fake 

news detection. In International Conference on Neural Information Processing (pp. 572-581). 

Springer, Cham. 

 

[6] Güera, D., & Delp, E. J. (2018, November). Deepfake video detection using recurrent neural 

networks. In 2018 15th IEEE International Conference on Advanced Video and Signal Based 

Surveillance (AVSS) (pp. 1-6). IEEE. 

 

[7] Citron, D. K., & Chesney, R. (2018). Deep Fakes: A Looming Crisis for National Security, 

Democracy and Privacy?. Lawfare. 

 

[8] Bradski, G., & Kaehler, A. (2008). Learning OpenCV: Computer vision with the OpenCV library. " 

O'Reilly Media, Inc.". 

 

[9] Pulli, K., Baksheev, A., Kornyakov, K., & Eruhimov, V. (2012). Real-time computer vision with 

OpenCV. Communications of the ACM, 55(6), 61-69. 

 

[10] Li, Y., & Lyu, S. (2018). Exposing deepfake videos by detecting face warping artifacts. arXiv 

preprint arXiv:1811.00656, 2. 

 

[11] Cozzolino, D., Thies, J., Rössler, A., Riess, C., Nießner, M., & Verdoliva, L. (2018). Forensictransfer: 

Weakly-supervised domain adaptation for forgery detection. arXiv preprint arXiv:1812.02510. 

 

[12] Dolhansky, B., Howes, R., Pflaum, B., Baram, N., & Ferrer, C. C. (2019). The Deepfake Detection 

Challenge (DFDC) Preview Dataset. arXiv preprint arXiv:1910.08854. 



Token Bucket-based Throughput

Constraining in Cross-layer

Schedulers

Jeremy Van den Eynde and Chris Blondia

University of Antwerp - imec
IDLab - Department of Mathematics and Computer Science

Sint-Pietersvliet 7, 2000 Antwerp, Belgium
{jeremy.vandeneynde,chris.blondia}@uantwerpen.be

ABSTRACT

In this paper we consider upper and lower constraining users’ service rates in a slotted, cross-layer
scheduler context. Such schedulers often cannot guarantee these bounds, despite the usefulness in
adhering to Quality of Service (QoS) requirements, aiding the admission control system or providing
different levels of service to users.

We approach this problem with a low-complexity algorithm that is easily integrated in any utility
function-based cross-layer scheduler. The algorithm modifies the weights of the associated Network
Utility Maximization problem, rather than for example applying a token bucket to the scheduler’s
output or adding constraints in the physical layer.

We study the efficacy of the algorithm through simulations with various schedulers from literature

and mixes of traffic. The metrics we consider show that we can bound the average service rate

within about five slots, for most schedulers. Schedulers whose weight is very volatile are more

difficult to constrain.
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1. Introduction

In shared communication networks users often have to compete for service. For example, in wireless
networks, the total available capacity is constantly fluctuating due to interference, non-stationary objects
etc. Hence, users have to cooperate with each other to ensure the available capacity is shared fairly.

Also in some wired network scenarios, such as DSL, there is competition between users due to cross-talk
[1]. This cross-talk occurs in the copper cables when a user’s signal leaks into other users’ cables, thereby
reducing the rate region, the set of all users’ possible simultaneous data rates. This rate region is considered
convex, implying that increasing one user’s service rate, will decrease other users’ rates.

In these two settings, the physical layer has many Pareto-optimal operating points, which are all considered
equally good to the physical layer. To the upper layers they are, however, not all equally good: allocations
that satisfy the user’s QoS are preferable. For example, a live video feed has different requirements than
video on demand, with regard to delay and data rates. Through cross-layering, the passing of information
over the boundaries of the traditional OSI model layers, the upper layers can steer the physical layer.
This cross-layering is often abstracted into a Network Utility Maximization (NUM) problem, described by
Equation 1.

C∗ = arg max
C∈R

N∑
n=1

un(Cn,S) (1)

Natarajan Meghanathan et al. (Eds) : CSEIT, CMLA, NeTCOM, CIoT, SPM, NCS, WiMoNe, Graph-hoc - 2019
pp. 209-219, 2019. © CS & IT-CSCP 2019                                                              DOI: 10.5121/csit.2019.91318



Here n is the user index, N the number of users, and utility function un(·) is an interface between the layers,
representing the value of a user receiving a service rate Cn. The state of the system S can include any
observable information, such as queue lengths, arrivals, delays and others. We will omit S for readability
when it is clear from the context. In general un(·) is an increasing, concave and differentiable function.
Examples of cross-layer schedulers are mentioned in subsection 1.2.

Equation 1 chooses the operating point C∗ from the rate region (all possible combinations of service rates)
such that average utility over all users is maximized. In this system, a user n’s service rate depends on the
weight in relation to all other users. This implies that it is challenging to control a single user’s service
rate, since there is no correspondence between one user’s isolated weight and its received rate. In spite of
that, sometimes we want to be able to constrain the short-term (and long-term) average rates, for example
to ensure the QoS of the users. We give more reasons for implementing rate constraints in subsection 1.1.

Most cross-layer schedulers, such as the ones listed in subsection 1.2. do not offer the option to confine
the service rate. Therefore, after reviewing the system model in section 2. we describe our contribution,
the Token Bucket Rate Modifier (TBRM) algorithm, in section 3. It is a generic low-complexity algorithm
that constrains the short- and long-term average service rates of all users in a utility function-based cross-
layer scheduler. Each time slot t, the NUM problem is solved, but each user’s weight is replaced by

φn exp(
kng
σn
g

+
knM
σn
M

). Two counters, kng and knM , track the deficiency and excess in service, respectively. If

a user n has received less service than ρng , the amount of tokens will accumulate, and the user’s weight
will increase, therefore raising the probability of receiving more data rate. The parameters σng and σnM
are a measure for the slowness to react to deficiency and excess respectively. The variable φn accounts for
non-positive weights. The algorithm is very easy to incorporate into any scheduler, as it does not require
manipulating the original scheduler’s weight function.

In section 4. we evaluate our algorithm through multiple simulations. We compare our results with the
unbounded scenarios, and look at the influence of the slot size τ and parameter σ. The metrics indicate
that we can bound the average service rate for all users within a limited amount of time. Schedulers whose
weight fluctuate heavily are more difficult to constrain.

We close the paper with related works in section 5. and a conclusion in section 6..

1.1. Motivation for service rate constraints

In a multi-user environment, it is useful to ensure that flows are guaranteed a bound on the average service
rate. A provider might offer different QoS guarantees to different users, depending on the subscribed
model. This might include a guaranteed and/or maximal rate.

There are other reasons to ensure a minimal rate. For example applications like audio and video need a
minimal rate for a satisfying Quality of Experience (QoE). Additionally, the authors of [2] observe that
TCP-based applications can lead to large queues when the throughput is too small. Finally, a guaranteed
rate ensures that misbehaving competing flows, cannot smother flows from receiving their fair share.

Applying an upper bound on a user’s capacity is also useful. For example, to accommodate a new flow
into a network, admission control algorithms often require an upper bound on the data rates [3]. If a
flow disrespects this rate, other applications in the network can suffer deteriorated QoS. By limiting the
maximal data rate, a misbehaving flow is isolated and cannot negatively impact the other applications,
but will only punish itself. In addition, it can also be useful to provide different service levels to users,
where an operator may choose to cap the data rate for cheap data services, and remove this limit for the
more expensive premium services.

Although rate constraints can be implemented into the physical layer, it might be interesting to handle
it at higher layers. First, it reduces the degrees of cross-layer freedom, and limits the communication
necessary. Second, this allows a more flexible approach, allowing for temporary violations. Finally, it
might not always be possible to introduce the rate constraints into the physical layer. For example, the
scheduler is implemented in hardware or closed-source and cannot be modified, or the corresponding NUM
problem’s complexity might increase too much due to the additional constraints.

Imposing upper bound constraints can be easily accomplished using a token bucket counter on a user’s
output stream. This is wasteful though: as the medium is shared, increasing one user’s service rate means
decreasing other users rates. By applying a token bucket, the excess capacity is thrown away as it is
reserved by a particular user.

1.2. Cross-layer schedulers

There are many existing cross-layer schedulers, each employing different metrics. We list here schedulers
that are used in the simulations in section 4.

Most schedulers found in literature are linear, meaning that the utility is of the form u(Cn) = ωnCn. For
example, the Max-Weight (MW) scheduler, presented in the seminal work [4], has ωn = Qn.
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The Modified Largest Weighted Delay First (M-LWDF) [5] uses ωn = αnΓn 1
C̄n , where αn = − log(ε)

T̂n , ε is

maximal delay violation probability, T̂ the delay upper bound, Γn is the Head-of-line delay and C̄n the
exponentially averaged assigned data rates.

The Exponential/PF (EXPPF) [6] scheduler, is a combination of Proportionally Fair scheduler and an
exponent. It calculates the weights for real-time flows as exp(α

nΓn−χ
1+
√
χ

) 1
C̄n , where χ = 1

N

∑N
n=1 α

nΓn.

The Maximal Delay Utility (MDU) scheduler [7] employs the average waiting time: ωn = |u′n(Ūn)|
λ̄n , where

u′n is the derivative of the traffic class’ utility function, Ūn the average waiting time and λ̄n the average
arrival rate.

The MD scheduler is the non-linear equivalent of the MW scheduler, as it uses the utility function u(Cn) =
Qn/Cn. Finally, the Minimal Delay Violation (MDV) scheduler [8] is a non-linear scheduler of the form
u(Cn) = − ωn

Cn , where the weight ωn tries to minimize the amount of delay violations by looking at the
queue and past delays.

2. System model

Time in our model is divided into slots of τ seconds. There are N users, indexed by n ∈ [1, N ], each of
which can send τ · Cn(t) bits during slot t ∈ N, where 0 ≤ Cn(t) ≤ Ĉn is the capacity for user n.

The user’s arrivals and departures during slot t are denoted by An(t) and Dn(t) respectively while the
queue at the start of slot t is indicated by Qn(t). The capacities C(t) are determined by a scheduler, based
on weights ω(t): at the start of slot t, a request is made to the scheduler, the reply of which is applied at
the start of slot t + 1. There is thus a delay of τ seconds between a request and application of the rates.
The scheduler takes the best matching rate from the rate region R ⊂ RN+ .

Each of the N users has one traffic stream with delay upper bound T̂n, with the additional constraint that
flow n’s average service rate is bounded: 0 ≤ ρng ≤ Cn ≤ ρnM ≤ Ĉn.

3. The Token Bucket Rate Modifier algorithm

3.1. Token buckets

Token buckets are found in various situations, such as describing traffic flows [9–11], to check conformance
of incoming or outgoing traffic (policing and shaping [12]), traffic marking in DiffServ [13, 14] and rate
estimation [15].

Conceptually, a token bucket TB(ρ, σ) consists of a bucket holding k tokens (e.g. bits). Tokens are added
at a constant rate ρ to the bucket, which is capped at σ tokens. Whenever a packet of B bit passes and
there are sufficient tokens, B tokens are removed from the bucket and the packet continues its journey.
If k < B, the packet is considered non-conforming and an appropriate action is taken, such as being
color-marked non-conforming, queued (shaping) or dropped (policing). Such a token bucket will limit the
long-term average outgoing rate to ρ. On a short-term scale, bursts of up to σ bits can be served.

3.2. Algorithm

In the following algorithm, this token bucket principle is used to lower and upper bound the service rate in
a cross-layer scheduler setting. But, in contrast to a regular token bucket, we now do not cap the tokens
to σ. Rather, they are used to indicate the severity of the excess.

In the algorithm, instead of solving
arg max

C∈R

∑
n

f(Cn)ωn (2)

where f(C) = C for the linear, and f(C) = C−1 for the reciprocal variant, the NUM problem is modified
to

arg max
C∈R

∑
n

f(Cn)φn exp(
kng
σng

+
knM
σnM

) (3)

Here, kng ∈ [0,∞[ and knM ∈ ]-∞, 0] are the tokens for the guaranteed and maximal token buckets, respec-
tively. Every slot, the tokens are updated according to the following rules:

kng (t+ 1) = max{0, kng (t) + (ρng − Cn(t))τ} (4)

knM (t+ 1) = min{0, knM (t) + (ρnM − Cn(t))τ} (5)
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When the received capacity for a user n in the past slots is less than the guaranteed rate ρng , the virtual
token counter kng will continue to increase as long as there is a deficit in received service, and hence the
weight will exponentially increase. Likewise, if a user n has received more than ρnM service, the virtual
token counter knM will have a negative drift, as long as more data rate is assigned to the user. This will
reduce the user’s weight exponentially. When the service rate is less than ρnM , the token counter will return
to 0.

We introduce

φn =

{
ω̄, if ωn ≤ ε and

kng
σn
g

+
knM
σn
M
6= 0

ωn, else
(6)

to account for non-positive weights ωn. Here ω̄ is the exponentially averaged sum of all the positive
weights, and ε a small number that will result in a capacity close to zero (for the simulations we used
ε = maxn{ωn} · 10−5). If ωn ∈ ]0, ε] it becomes difficult to increase the bandwidth reliably, and in the
case of ωn = 0, it is even impossible, since the weight will remain zero. For a negative weight, which can
occur for example for best effort flows in the EXP/PF scheduler, the additional factor would just result
in an even lower weight, and would also inhibit us from receiving service. ω̄ is used to approximate a
valid weight that is reasonably stable. This weight is scheduler and traffic dependent, and thus must be
calculated at run time.

Note that if ρng = 0 or ρnM ≥ Ĉn, then respectively the first and second exponent will always be 1, and the
respective bound is disabled.

It can be seen that if a flow stays within the bounds, then the tokens kng and knM will remain zero, and
φn = ωn, resulting in the unmodified weight. Only if some rate guarantee will not be met, weights will be
adapted.

3.3. Discussion

Parameters ρng and ρnM
The choice of ρg and ρM influences the speed at which the rate can adapt. For example, if the guaranteed
rate ρng = 0.75Ĉn, then in each slot the tokens can increase by at most 0.75Ĉn, and the negative drift is at

most 0.25Ĉn. Thus, if this flow has been receiving no service, then the tokens - and thus the weight too
- will increase quickly. If it is receiving service at a rate Ĉn, then the tokens will decrease more slowly. A
small ρng thus also implies a small positive and large negative drift. A similar reasoning can be applied to
the maximal rate ρnM .

Parameters σng and σnM
In the traditional token bucket algorithms, σ is a measure for the burstiness of a flow. For example, large
values of σ mean that large bursts are allowed. In our algorithm, the σ can be interpreted as a measure
for slowness to react. A large value of σnM means that longer periods of above-guaranteed service rates
are possible, because our weight will decrease more slowly. Small values of σnM will react quicker and can
lead to an overreaction. The two token buckets can also influence each other: in case of an overreaction,
the other token bucket will also have a sudden excess, and in turn have a fiercer reaction. This can be
observed for small values of σ in the simulations of subsubsection 4.5.2.

Slot size
In our system, the slot size implies a delay between a request for and subsequent assignment of the capacity.
A larger slot size means that changes will be slower, and that predicting future traffic becomes more
important. This also matters to the rate constraint algorithm, since the scheduler’s response to weights
becomes more unpredictable, hence modifying the weights. The simulations of subsubsection 4.5.3. briefly
look at increasing slot sizes.

exp
The function exp is chosen here to modify the token fractions, but any continuous, strictly increasing
function α(·) for which holds that α(0) = 1, lim

x→−∞
α(x) = 0 and lim

x→∞
α(x) =∞ will give rate guarantees,

albeit with different bounds. Tests with different functions resulted in more short-time erratic behavior.

Additive form
Instead of using a product, it is also possible to use an additive form,

arg max
C∈R

∑
n

f(Cn)ωn + (α(
kng
σng

) + α(
knM
σnM

))β

Here α is a continuous, strictly increasing function with the properties α(0) = 0, lim
x→−∞

α(x) = −∞ and

lim
x→∞

α(x) =∞. An additional factor β must be introduced to account for the fact that ωn is usually not

unitless.
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We ran some simulations for α(x) = x and α(x) = x3, and β = ω̄. The simulations showed that this
approach is also possible, and avoids the non-positive weight problem which forced us to introduce the
factor φn. However, in the NUM problem, what matters is the relative weights, rather than the absolute
difference, which the additive form expresses. Even though on larger timescales this leads to nicely averaged
data rates, on short timescales the behavior is very extreme, where Cn(t) alternates between 0 and rates
close to Ĉn in successive slots.

Complexity
The space and time complexity of the TBRM algorithm is very low. Every slot we update the N users’
token counters kng and knM (Equations (4) and (5)). Additionally, we have to select a suitable φn for all n.
The exponentially weighted ω̄ is a constant time operation O(1). The resulting time complexity is thus
O(3N + 1) = O(N).
Likewise, the space requirements are equally low: we track the 2N counters, and a single exponentially
weighted ω̄. The space complexity is in this case O(2N + 1) = O(N).

Other considerations
Applying rate guarantees transforms a work-conserving scheduler into a non-work conserving scheduler.
I.e. the scheduler might have capacity assigned, even though there are no jobs available.

Additionally, throughput constraints reduces the stability region of a scheduler. Roughly, a scheduler is
called stable for an arrival process if all the queues remain bounded. The set of arrival rates for which
a scheduler is stable, is called the stability region. Schedulers such as MW [4] and MDU [7] have been
proven to be stable for the widest range of arrivals.
Applying a constraint on the data rate for such schedulers reduces its stability region. Enforcing a maximal
data rate inside the stability region, clearly decreases this region. Also supporting a minimal throughput
constraint influences the stability region: a minimal throughput constraint can be rewritten as a (more
complex) maximal throughput constraint on the other users.

4. Simulations

4.1. Simulation setup

We evaluated the TBRM algorithm using simulations for the schedulers listed in subsection 1.2. We ran
simulations in OMNeT++ using the INET framework. Every τ = 50ms the original weights and weight
modifiers were computed. The resulting NUM problem was then solved with the help of the nlopt [16]
library, by first applying the local variant of the DIviding RECTangles algorithm [17], followed by the
COBYLA algorithm [18], to obtain the final rate, applying them in the next slot.

4.2. Rate region

The rate region was artificially generated by the following formula, which is based on the n-sphere formula.

rn = Ĉn
n−1∏
i=1

sin(φi)1−γ cos(φn)1−γ , r ∈ [1, N − 1]

rN = CNmax

N−1∏
i=1

sin(φi)1−γ

For N users, the rate region is the set of points generated by varying φi ∈
[
0, π

2

]
, ∀i ∈ [1, N − 1]. The

modifier γ ∈ [−1, 1] changes the shape of the rate region. If we set Ĉn = M,∀n, then the shape ranges
from an n-simplex for γ = −1, over an n-sphere with radius M for γ = 0, to a hypercube for γ = 1.

4.3. Scenarios

The scenarios listed in Table 1 show the different types of traffic and the applied constraints.

The traffic types behave differently on short and large timescales. The first type of traffic consists of a sine-
wave, superimposed with a faster oscillating sine-wave. Some flows will oscillate slowly (Sine2VS) while
others oscillate fast (Sine2F). The second type of traffic is the heavy tail traffic, which is either a trace file
of a video file, such as Starwars, or a self-similar flow, generated by a superposition of Pareto-distributed
sources [19]. The last class of traffic, SAT, tries to send as much traffic as possible, by ensuring the queue
is always backlogged.

These scenarios are run for τ = 0.05s in subsubsection 4.5.1. In subsubsection 4.5.2. we vary σ, and in
subsubsection 4.5.3. it is τ that changes.
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Scenario User 1 User 2 User 3 User 4 User 5

1 SAT
[150,250]

SAT
[250,350]

SAT
[350,400]

SAT
[150,350]

SAT
[50,100]

2 Starwars
[50,150]

Alice
[250,350]

Self-Similar
[150,350]

SAT
[150,350]

Sine2VS
[50,120]

3 Starwars
[50,150]

Sine2F
[250,350]

Self-Similar
[150,350]

SAT
[150,350]

Sine2VS
[50,120]

4 Sine2VS
[150,250]

Sine2VS
[150,250]

Sine2VS
[250,300]

Sine2VS
[150,350]

Sine2VS
[50,400]

5 Sine2VS
[150,250]

Sine2VS
[150,250]

Sine2VS
[250,300]

Sine2VS
[150,350]

Self-Similar
[0,0]

Table 1: Summary of scenarios. Listed for each user are traffic type, and [ρg, ρM ] in Mbps.

4.4. Metrics

We examined three different metrics. The m2 and m3 metrics are defined on windows of size G, which
groups G consecutive slots.

m1 the percentage of slots that would be marked non-conforming by a token bucket process TB(ρg, ρgτx)
and TB(ρM , ρMτx) for respectively the guaranteed and maximal rate. x ∈ R+ is a variable indi-
cating the allowed burstiness. Increasing x allows for more burstiness, and will result in a smaller
percentage of non-conforming slots.

m2 The average amount of excess bits per window G. If we define the amount of bit reserved in
window w as CG(w) =

∑(w+1)G
t=wG C(t)τ , and W as the total number of windows, then the m2 metric

for respectively the guaranteed and maximal rate can be formally described as 〈{max{ρgGτ −
CG(w), 0}|w = 0..W − 1}〉 and 〈{max{CG(w)− ρMGτ, 0}|w = 0..W − 1}〉. This is a representation
of the severity of the average violation. A larger number indicates more severe violations. The
metric can be visualized by imagining the surface above or below the required rate. Increasing G
decreases the m2 metric as we smooth out excess bits over a larger window.

m3 〈BG〉: where BG is the set of consecutive violating windows. This metric gives an idea of how
grouped violations are. For example, if this number is large, it means that a violation is resolved
slowly.

4.5. Results

4.5.1. Regular scenarios

In the following plots, we averaged over all schedulers and scenarios, as showing the individual schedulers
would result in a cluttered plot. Important discrepancies between schedulers will be discussed in the text.

Each plot has two curves, one of which displays the results for which no rate constraints were applied, as
a base case, and the other has our TBRM algorithm applied.

m1
The m1 metric is shown in Figure 1, which displays on the x-axis the allowed burstiness, and on the y-axis
the percentage of non-conforming slots.

If we examine Figure 1a, which shows the m1 metric for the upper bound, then we can see that for x = 1,
the number of violations is close to the results of the unconstrained simulations. Increasing x, the allowed
burstiness, however, we can observe that the violation probability quickly drops for our TBRM algorithm,
and becomes almost 0 when the allowed burst size is 5ρMτ . This indicates that the violations occur
irregularly spread. The unconstrained results remain fixed around 6% for a long time.

The underlying data shows that for the constrained scenarios all the schedulers inhibit the same behavior:
there is a steep decline in violations, going from x = 1 to x = 2, and then they gradually go to almost 0
for x = 5.

This behavior is the same for all schedulers over all traffic classes. However, the initial violation probability
for SAT class is slightly lower than the video, self-similar and sine classes. The SAT traffic is easier to
correct due to its queue based nature.

In the m1 plot of the guaranteed rate in Figure 1b, our domain is limited to ]0, 1]: if x = 1, then it means
that approximately in every slot we allow a deficit of ρgτ bit, which is obviously the maximum deficit we
can attain per slot. In the plot, one can see that there is a much wider gap between the constrained and
unconstrained scenarios, confirming the efficacy of our algorithm.
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Figure 1: m1 for the regular scenarios

The data shows here that the majority of the violations come from the MW and M-LWDF schedulers, and
more specifically for the video streams. For example, in the TBRM scenarios, for x = 0.1, both schedulers
have a violation probability of about 20%, while the other schedulers are closer to 6%.

This difference can be explained by the fact that in those linear schedulers the queue length is used as a
weight. This number is immediate, which causes a more unpredictable weight (especially in combination
with a linear scheduler), making it more difficult to estimate a suitable weight modifier. Additionally, the
weight can become 0 very easily. This requires the use of the additional φn modifier. Even though ω̄ is
smoother, the switch between ω̄ and ωn can also be disruptive. However, this extra factor is necessary, as
simulations without this correction φn, result in a much higher violation probability.

The curve looks quite linear. This can be explained by the fact that the guaranteed rate violations are
more evenly spread out.

m2
Ideally, we can limit the rate immediately. However, there is an inherent delay of 1 slot, and an elasticity
in the form of a burst factor. Therefore, we study the rate, when we group G

τ
slots into windows of size G.

The m2 metric in Figure 2, displays the average amount of violated bits per window, for increasing window
sizes G.
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Figure 2: m2 for the regular scenarios

It can be observed that for a window size of G = 0.05s, for the unconstrained scenarios there is an average
of 30Mbit/window in excess of the target rate. When we constrain it using our algorithm, this drops to
about 10Mbit/window.

Increasing the window size G, averages out bursts. Like the results for m1, there is a steep decline until
G = 0.25s, which coincides with 5 slots, after which the bit violations remains stable in the upper bound
case. Though less pronounced, also here do the MW, M-LWDF and MD schedulers fare the worst for small
window sizes, mainly for the Self-Similar traffic.
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The decline implies that bursts are usually short-lived: overflow and good windows are usually close
together, as they don’t violate the constraints when merged. This is also confirmed in the m3 metric,
below. The rate of decline is similar for the scenarios with and without TBRM applied.

m3
The last metric discusses the average length of a violation streak. Figure 3 shows the average number of
successive windows that violate their constraints in a log-plot. The m3 metric, like the m2 metric, initially
decreases quickly as the window size increases, and then slowly decreases. It can be clearly seen that,
regardless of the unconstrained behavior, the TBRM algorithm limits the bursts to 5 windows, for G = τ ,
dropping to 2 windows for G = 5τ . These short bursts confirm that the algorithm is able to fix excesses
within about 5 slots.
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Figure 3: m3 for the regular scenarios

The main contributor to the average in this metric is the MDU scheduler. The data show that this is
because whereas other schedulers consist of many smaller busy periods, the MDU scheduler has only one
or two large busy periods, increasing the average significantly.

Without the MDU data, the average for 5 windows is about 1, for the minimal rate constraint, and 2 for
the maximal rate constraint.

4.5.2. Study of parameter σ

In this section we look at the results of varying burst parameter σ. We let σg = iτρg and σM = iτρM ,
for i ∈

[
10−2, 104

]
, and look at the effect on the m1 metric in Figure 4, which shows the results for the

individual schedulers.
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Figure 4: m1 for the σ scenarios

The plot shows that for the upper bound constraints, the violation probability is always very low (about
4% at most for i = 104). The lower bound, however, starts around 50% violation probability, and suddenly
drops to smaller probabilities for i = 102.
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Indeed, a small σM will overflow quickly, which causes its weight to be reduced swiftly, hence there will
be less violations. As σM grows, the weight modifier will decrease much more slowly, leaving more room
for violations. For the guaranteed rate, on the other hand, kg cannot build up a deficit as fast as kM , as
discussed before. It is only when the growths of the deficits are balanced that the m1 metric can lower,
which is around i = 102 and upwards.

The schedulers that perform the worst are, unsurprisingly, the MW and M-LWDF schedulers.
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Figure 5: m1 for the τ scenarios (σ = 5τρ)

4.5.3. Study of parameter τ

In the previous simulations, we assumed a slot length of τ = 0.05s. This study observes how the TBRM
algorithm changes in function of τ .

In Figure 5 the m1 metric for σ = 5τρ is plotted. It can be observed that mainly the lower bound in
Figure 5b is sensitive to an increasing slot length. This might be because with an increasing τ also grows
the probability of a larger delay: if in a slot a low capacity was assigned erroneously, the delays or queues
will increase and additionally it takes longer to correct, causing larger queues. Especially the EXPPF
scheduler suffers from this, as it is of the form exp(Γ), where Γ is the Head-of-line. As the non-linear
Min-Delay (MD) and MDV schedulers try to minimize the delay, they suffer less from an increase of slot
size.

For the upper bound in Figure 5a only the MDU and EXPPF schedulers seem to suffer from the increased
slot size. This is probably due to the fact that it is easier to receive a service lower than ρM .

5. Related work

In [5, 20] the authors use virtual tokens as a measure for the average waiting time, and incorporate it
with the M-LWDF [5] and EXPPF [6] scheduling algorithm to warrant a minimal rate. It is, however,
not transferable to other schedulers. In other schedulers, the guaranteed rate constraint is built into
the scheduler itself [21, 22], but they are all scheduler-specific and don’t allow enforcing a maximal data
rate. The authors of [23] consider utility based throughput allocation subject to certain properties, but is
only valid for linear utility functions. In [24] a related problem of maintaining an optimal service rate is
proposed. In [25], the authors consider a generic algorithm with minimum and maximum rate constraints.
It is, however, only applicable to schedulers that operate in function of an average rate. As such, it excludes
for example the MW [4], MD and M-LWDF schedulers. Other schedulers, such as, MDU [7] and MDV
[8] have a more elaborate utility function and are more difficult to characterize. The authors of [26] also
employ a token system, but assume that users lie about their demands to strategically maximize their
utility. In [27] constraints are applied to network slices of traffic aggregates in a 5G context, using an
additive approach.

6. Conclusion

In this paper we looked at restricting the service rates given to users in a cross-layer scheduler setting.
We implemented this using a low-complexity algorithm that modifies the weights in a Network Utility
Maximization problem, using the concept of token buckets. We first discussed cross-layer scheduling,
and the need to both upper and lower limit data rates assigned to users. Then we proposed the TBRM
algorithm, and followed up with simulation results. We ran simulations for six different schedulers, and
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multiple scenarios demonstrating that using our approach it is possible to limit the service rate, within
error, after about five slots for the maximal and guaranteed service rate for most schedulers. Schedulers
that progress smoothly are easier to constrain than schedulers that can behave wildly, such as EXPPF for
long slot times, MW or M-LWDF. These are more difficult to restraint with respect to guaranteeing a
lower bound on the service rate.
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ABSTRACT 

Understanding the interference scenario in power lines network is a key step to characterize the 

power line communication (PLC) system. This paper focuses on the characterization and 

modelling of the stationary noise in Narrowband PLC. Measurement and analysis of noise is 

carried out in the Tunisian outdoor Low Voltage (LV) power line network in the frequency band 

below 500 kHz. Based on existing models and measurements results, a parametric  model of 

noise is proposed; the model parameters are statistically studied. 
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1. INTRODUCTION 

In the last few years, narrowband (i.e., frequency range between 9 and 500 kHz) power line 

communication (NB-PLC) technology has attracted the industry and tends to be a promising way 

of information exchange. This technology is widely used in Smart Grid (SG) applications as a 
communication infrastructure for advanced metering infrastructures communications, automatic 

meter reading and demand response [1]. The main advantage of PLC is to use the electrical 

network for the communication which is an existing infrastructure and it potentially covers the 

entire country under study. This permits to avoid additional wiring and have a quick deployment. 
However the existing power lines were originally not designed for signal transmission, but only 

for electricity delivery for end customer. Otherwise LV power lines present a very harsh 

communications media which suffers from several kinds of disturbances, such as the stationary 
noise and the impulsive noise. The presence of the noise in PLC system is a crucial factor that 

affects the transmitted signals. In fact, the performance of a communication system is directly 

related to the noise level [2]. To this extent, it is useful to have as much knowledge as possible of 
the noise by identifying the sources of interference and developing a mathematical model which 

adequately describes noise characteristics in power line communication networks. 

 

To characterize noise and develop its models, statistical knowledge of noise parameters are 

required that can acutely describe noise present in power line, which can be obtained from 
experimental measurement. Therefore a lot of measurement campaigns should be done. 
 

A lot of works have already characterized the impulsive noise and stationary noise. However they 

are primarily proposed in the case of Indoor at the Broadband frequency [3, 4, 5]. The
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available noise measurements carried out in LV distribution networks and Narrowband frequency 

are mostly conducted to only describe the impulsive noise, and there has not been much attention 

to the stationary noise. Even if many studies are available in the literature [6, 7, 8], there is no 
works have been performed on the Tunisia distribution LV network. In this context, the 

manuscript proposes the following two main contributions: the first one is measurement and 

analysis of the stationary noise present in the LV distribution networks in Tunisia. The second 
contribution is to propose a statistical parametric model based on the analysis of the measured 

noise. The parameters of the model are considered as  random variables approximated by their 

corresponding statistical distributions. This model can be used for advanced studies as a noise 
generator. 

 

In this manuscript, the state of art is described in Section 2. In particular, the sources of 

interferences in PLC and the existing models of noise are presented. Section 3 explains the 

experimental measurements’ setup and the main results: the spectral analysis of the NB-PLC 
noise in the various locations. Section 4 presents characterization and modelling of the noise in 

the frequency domain. Finally, the paper is concluded in Section 5. 

 

2. STATE OF ART 

2.1. Sources of Interferences 
 

Unlike the other wired transmission structures, noise present in power-line cannot be described 

with an Additive White Gaussian Noise (AWGN), and it is hard to characterize it with one 

universal model. In fact, the PLC channel is as a hostile environment for data transmission and 

the noise scenario is rather complicated and exhibit quite different behaviours due to the presence 
of different sources of disturbance. As can be seen in Figure 1, power line noise can  be separated 

in the following classes according to their spectral and time behaviours [9], [10]: 

 

1) Colored background noise: it is always present in the network. It represents the summation of 
the noise generated by different noise sources. Its Power Spectral Density (PSD) increases 

towards lower frequencies. 

2) Narrow-band noise: it is a radio frequency interference primary originates from the 
broadcasting stations. The amplitude can be changed in dependence on time and place. 

3) Asynchronous periodic impulsive noise. This kind of noise can be considered as 

cyclostationary and synchronized with the mains; it is mostly caused by switched mode 
power supplies. 

4) Synchronous periodic impulsive noise. It is a cyclostationary noise that synchronous with the 

mains. It is mainly caused by switching actions of rectifier diodes which occurs 
synchronously with the mains cycle. 

5) Asynchronous impulsive noise. It is mainly generated by switching transients in the network; 
it is the most harmful noise source. 

 

Figure 1. Classification of Noise on PLC Channels. 
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According to the literature [11], the amplitudes of the two first types vary slowly over time from 

seconds to even hours, so that they can be summarized as stationary noise. Then again, the 

amplitudes of the last three types change rapidly; they are defined as a set of single pulses or 
bursts with short durations from microseconds to milliseconds. Therefore, they can be regarded as 

impulsive noise. In this paper, our interest is mainly focused in types (1) and (2), while types (3), 

(4) and (5) will be studied in future works. 

 

2.2. Noise Models 
 

Noise models available in the technical literature are obtained based on empirical measurements 

in the frequency or time domain. Generally, background noise is modelled in the frequency 

domain [12], while the impulsive noise is modelled in both frequency and time domains [13]. The 
well existing techniques to model the noise are developed by fitting the measured noise PSD into 

certain functions of frequency. Moreover, noise models are obtained based on fitting the statistical 

properties of power line noise. Many researchers have already studied noise of type (1) and type 

(2) and many noise models are available in the literature, the most famous and well accepted PLC 
noise models for the colored background noise are the Esmalian model [14]and the OMEGA 

model [15]. The OMEGA model is a frequency domain model for the colored background noise. 

This model, based on PSD fitting noise, is characterized by a logarithmic decay function. The 
Esmalian model is also a frequency domain model for the colored background noise. It is based 

on measurements and depicts the background noise as a power frequency dependent function. 

Another model proposed by Philipps [16], suppose that the noise PSD is a first order exponential 
function, where the noise PSD decreases as the frequency gets larger. For the Narrowband noise, 

the most common model is a Gaussian function represented by summation of various signals. In 

[17] the Narrowband noise is modelled as the sum of multiple sine signals with different 

amplitudes at specific frequencies. The stationary noise model is basically regarded as the 
superposition of background noise model and narrowband noise model [18]. 

 

3. NOISE MEASUREMENT SETUP AND RESULTS 

3.1. Experimental Measurement Setup 
 

The measurement setup of the frequency domain noise is performed with a spectrum analyzer 

GSP-830 from GW INSTEK, configured with a resolution bandwidth of 3 kHz, and a sweeping 
time of 80 ms on the total band up to 500 kHz. It is important to note that all measurements are 

carried out in the same configuration. As shown in Figure 2, the spectrum analyzer is connected 

to the power line through a coupling unit which is designed by the authors in [19]. The coupling 

unit, as the name implies couple and decouples the high frequency signal from or to the power 
line. In other words, it blocks the 50/60 Hz current from entering the measurement instrument,  it 

also prevents the high voltage of the mains from damaging the measurement instrument. 
 

Figure 2. Experimental setup to measure the stationary noise 
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The schematic diagram of the coupling unit is shown in Figure 3. 

 

 
Figure 3. Designed Coupling Unit and Simulated band-pass filter. 

 

During two weeks, many measurements were performed at diverse times of the day, in three 
typical urban sites in Tunisia: the first one, designed in the following site (S1), is an underground 

network; this site is modern and simple. The second one is dense, designed in the following site 

(S2), it is a mix of both underground and overhead lines; the customers in this  site can be 
commercial or residential. The third one, designed in the following site (S3), is extremely dense 

and complex; it is an overhead network in which all the customers are residential. 

 

3.2. Experimental Results and Discussion 
 

Figure 4 and Figure 5 illustrates respectively the evolution of the noise PSD in the three typical 

sites in the customer side and the evolution of the noise PSD in the transformer substation. 
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Figure 4. Noise PSD at the customer side at the meter in the three typical sites. 
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Figure 5. Noise power spectral density (PSD) in the transformer substation in the three typical sites. 

 

It is noted that the noise has a frequency dependent nature. The noise level is higher at the lower 
frequencies and the level decreases as the frequency increases. The shape of the noise is  a 

decreasing function of frequency with the presence of narrowband interferences. The 

interferences appear in different frequencies with random level and bandwidth. This is caused by 
the presence of many sources of low-frequency noise in the power network. 
 

Comparing the noise level in the three sites, we can say that the noise level measured at the site 
(S3) is significantly higher than the noise level measured at the site (S1) and the site (S2), this 

may be explained by the important number of loads connected at the same time and topology of 

the network which is very complex and extremely dense. Comparing the noise measured at the 

site (S1) and at the site (S2), we can say that the number of interferences increases at the site (S2), 
because the usage of electrical appliances is significant, since there is a commercial consumer in 

this site. However, it can be noted that the shapes of the measured noises are in general similar. 

 

Finally, in comparison with the customer side, the number and the depth of the interferences at 

the transformer side are high, because the number of loads (customers) connected to the 
transformer substation is more important. Hence, noise measured in the transformer substation is 

the sum of noise generated by all domestics loads connected to the same branch. 

 

4. NOISE CHARACTERIZATION AND MODELLING 

The stationary noise in the PLC environment is regarded as the superposition of the background 

noise and the narrowband interferences, which is the basis of the following modelling. 

 

4.1. Colored Background Noise 

 
Based on empirical measurements, the noise model is obtained by fitting the measured noise PSD 

into certain functions of frequency. In the literature, several models of colored background noise 

are proposed [14, 15]. 

 

Since, the background noise PSD is a decreasing function of frequency, the author use the 

Esmalian model, where the noise is considered Gaussian and it is described as follow: 
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Where NCB stands for the Colored Background noise PSD in dBm/Hz,f denotes the frequency 

in Hz, a, b and c are the model parameters derived from measurements. The parameter a controls 

the noise floor, b controls the value of noise PSD at starting frequency and c controls the form of 
the frequency dependent decay. 
 

Figure 6 illustrates the corresponding fitting (bold curve) of the measured background noise in 

two cases. 

 
It is observed that for stronger noise, we have the worst case with parameters values: a = - 66.76, 
b = 0.3942, c = -12.9. For weaker noise, we have the best case with values: a = -76.95, b 

= 0.25, c = 0.03. 
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4.2. Narrowband Noise 

Figure 6. Colored background noise model. 

 

The narrowband noise is the sum of different narrowband noises. Therefore the proposed model 

is a summation of a parametric Gaussian function expressed by: 
 

                   
 

                        

Where NNI is the number of narrowband interferences, Ai is the amplitude, fi for the center 

frequency of each interference and  i represents the Gaussian function standard deviation which 

controls the bandwidth of the narrowband interference. Figure 7 shows the resulting narrowband 

noise. 
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Figure 7. Simulated narrowband noise model. 
 

The parameters of the Gaussian function are derived from measurements by doing the difference 

between the measured stationary noise PSD and the model of the colored  background noise PSD 
expressed in (1). 

 
When designing a noise model, it is crucial to acquaint the statistical behaviour of the 

parameters Ai 
, fi 

and  
i 
. 

Figure 8 illustrates the Cumulative distribution function (CDF) of the narrowband interferences 

amplitudes Ai ; it is observed that this parameter follows Gamma distribution. 
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Figure 8. CDF of the parameter Ai 

Figure 9, shows the CDF of the narrowband interferences center frequency 
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x 10
5

 

 

Figure 10 represents the CDF of the parameter i which control the narrowband interferences 

Bandwidth. It is noted that i follows a Gamma distribution. 
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Figure 10. CDF of the parameter 

From the statistical analysis of the parameters  Ai ,   fi  and  i  , we can notice that the narrowband 
noise model parameters are not unambiguous defined and they have statistical properties. The 
CDF  of  the narrowband interferences  amplitude Ai    follows  a  Gamma  distribution with shape 

parameter equal to 6.09 and scale parameter equal to 1.58. The parameter  fi     is well fitted by a 
normal distribution with a  mean  value equal to 2.72  and a  standard deviation equal 1.39.  The 

parameter   i   is also approximated by Gamma  distribution with shape parameter  equal to 2.54 

and scale parameter equal to 440.99. 
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4.3. Stationary Noise 
 

As it is depicted above, the stationary noise is considered as the superposition of the colored 

background noise and the narrowband noise because they remain stationary over time. The PSD 

of the stationary noise is expressed by: 
 

NS  NCB  NNI 
(3) 

 

Where NS is the stationary noise,NCB 

noise. 
is the colored background noise and NNI is the narrowband 

 

Figure 11 illustrates the PSDs of an example of the measured noise and the proposed model. 
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Figure 11. PSD of the Stationary modelled and measured noise. 

 

It is shown that the proposed model is in good agreement with the measured PSD. The red curve 

shows the stationary noise model following expression (3) and corresponding to the measurement 

example. We can see the decreasing trend of the background noise with increasing frequencies 
and the presence of narrowband interferences with higher levels in the very low frequency range. 
 

In order to validate the proposed model we statistically process the simulated noise and compare 
results with measured noise. 

 

Figure 12 and Figure 13 depict the PDFs and CDFs of the modelled and measured noise 
amplitude. 
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Figure 12. PDF of the modelled and measured noise amplitude. 
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Figure 13. CDF of the modelled and measured noise amplitude. 

 

The comparisons show that the modelled and the measured PDFs are well matched. A similar 
close match is also achieved for the modelled and measured noise CDF. It is also, observed that 

simulated noise model has same statistical properties of distribution as the measured noise: In 

fact, the CDFs of the measured and modelled follow a Gamma distribution w respectively mean 
value equal to and the Normal distribution fit the PDFs. This proves the relevance of the proposed 

model. 
 

5. CONCLUSION 
 

In this paper narrowband frequency domain PLC noise is measured and analyzed, and then a 
statistical characterization and modelling study is presented in detail. Experimental results show 

that the stationary noise is a decreasing function of frequency with the presence of narrowband 

interferences. Therefore it considered as a superposition of the colored background noise and 
narrowband noise. The colored background noise PSD is modelled by a power function, 
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however the narrowband noise PSD is considered as a summation of Gaussian functions. The 

model of the stationary noise is the sum of these two parametric models. In order to validate the 

proposed model of the stationary noise a basic statistical analysis is given showing the goodness 
of the proposed model. In future works, the author will be interested to study the narrowband 

impulsive noise in low voltage outdoor electrical networks. Then, it become easy to simulate the 

real PLC system and create a complete OFDM PLC communication system and search for the 
most appropriate coding and modulation techniques. 
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ABSTRACT 
 

The term “Internet of Things (IoT)” and its ecosystem is expanding very rapidly, and therefore, 

it has become complicated to capture the actual definition of ‘IoT.’ This has created numerous 

challenges and complications for the students looking forward to achieving accurate 

perception. This paper is presented with an insight to educate the audiences who do not have 

sufficient knowledge of the Internet of Things (IoT). The scope of this paper expands from the 

concepts of Information Technology, Digitalization, Wireless Networking, and sensor 

technologies to the broad arena of IoT. A simple and easily understandable explanation of IoT 
including applications and impacts to the society has been proposed. This paper exhibits 

present state-of-the-art experimental research outcomes as extended examples for the reader to 

develop a comprehensive conceptualization of IoT. Finally, after going through this paper, a 

layman who does not have any specific knowledge in this field, do build the concepts and 

understands the advancements behind the buzzword, “IoT.” 

 

KEYWORDS 
 

Internet of Things; Things-to-Things Connectivity; IoT Applications 

 

1. INTRODUCTION 
 

The dynamicity of the world is vividly increasing with the increment in the smart devices 
(explained later) and connectivity with them and within them. Reliable and strong connectivity 

has been possible with sophisticated communication techniques and systems. The peculiarity of 

recently developed devices stands on their capability of communication within two smart devices 

and further decision making depending upon the conclusion derived from the communication 
processes. The introduction of devices capable of communicating within themselves has laid the 

foundation for the gigantic and phenomenal era of IoT. 
 

In recent years, the buzzword “Internet of Things (IoT)” has gained a lot of popularity within the 
community of science and engineering. To develop a clear understanding of the field, we studied 

several pieces of research literature from IEEE, Springer Journals, Elsevier archived databases. 

The articles hence obtained solely gave a complete understanding of “what is  Internet of 
Things?”, “How it works?” [1], “What will be a simple network architecture of  IoT?” [2], “How 

future world is changing with the application of IoT?” [3], “What could be the possible effects or 

impacts on human beings in future?” and “How entire world is rapidly adopting the development 
towards things-to-things connectivity?” [4]. However, we could not get a simple answer to those 
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above questions within an article, and hence, in this paper, we have presented a better insight 
towards IoT and solutions to the above problems in a systematic way. 
 

We came across many people around the globe, who try to understand the basic concepts behind 

the ‘IoT’, which is a trendy term since the year 2015. If taken into account managers in an 

academic institutions, or the mid-level officers in an industry, or the persons associated with 
governmental organizations, or the people related to UN missions, or the workers in a factory, 
  
or the undergraduate and graduate students (whose area of study is not IT or the Computer 

Science), most of them are unaware of IoT concepts, the phenomena of things-to-things 

connectivity and its future impacts. This article focuses on this group of audience and attempts 
has been made to build a vision and develop an insight about IoT, its architecture, it's working, 

and its future impacts. We also hope that this article will go into a big audience, and it is probable 

to a considerable number of feedbacks from the readers. 
 

IoT has emerged from the trend of connections and communications between human-to-human, 
human-to-objects, and objects-to-objects. Practically, this can be taken as a real network of 

people, things, and devices (intelligent entities that have some processing capabilities). 

Combining the concept of connectivity along with the practical network through which this 

connectivity is developed, it can conclude that, this network of communication hence developed 
is commonly called as “Internet of Things” or IoT. 
 

Taking the definition, a step further, IoT is an extensive range network of multiple devices. IoT 

devices are generally termed as “smart devices”, e.g., smart TVs, smartphones, Smart 
Refrigerators, etc.. “Smart Devices” can be defined as electronic devices with multiple Sensors 

and Actuators, possessing the quality of communicating over internet and intranet. These devices 

also possess the decision-making ability, which takes place by the continuous feedback 
mechanism and administrator connection. This approach of decision making is termed as 

“Controlled Decision Making”. [5] [6] 
 

An IoT device is a combination of multiple segments, where each segment is considered as a 
node. The foundation of IoT systems lies in the connections and communications between device-

to-device as well as within the device, hence, several entities of different natures, working 

capabilities, functions, etc. are always communicating with each other. This communication 

generally takes place by high pace data exchange, and some analysis or interpretation of data 
being done at every node. Further, this communication and processing of data result in the 

integration of multiple IoT devices and completion of a more significant task efficiently. 
 

Connected devices are designed for the gathering (by Sensors), transmission (by the established 
communication network), and processing of information over the network of devices connected 

to each other. The fusion of different smart devices and processing units into one single device is 

the fundamental idea behind IoT systems. IoT devices have the power to gather real-time data, 
process it according to the need, and further transmit the output is a first working loop of an IoT 

device. The completion of these three essential tasks with speed, accuracy, and reliability makes 

this technology exceptionally revolutionary for the present era. 
 

The underlying architecture of IoT devices is depicted in Figure 1. This architecture is built 

depending on the composition and function of an IoT. The different layers of architecture are the 

Perception layer, Data Management Layer, Network Layer, Business Logic Layer and 
Application Layer [5]. These layers will be defined in detail with the help of examples in further 

sections. 
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2. RELATED WORKS 
 

We have explored and reviewed several articles in order to find a proper definition and concept 
on the IoT technology, but unfortunately, even after studying many of conference proceedings 

and journal articles we could only see the architecture, sensing technology, communicating 

systems, processing units, security and handling of data being focused upon mainly. 
 

 
 

Figure 1. Basic Architecture of IoT devices 
 

The IoT technology is based on the performance of sensors as these equipment are responsible for 

the human-machine interaction. A complete picture of sensors and their role can be studied in the 

paper. Though the paper focusses on implementation and importance of sensors in the IoT 
devices. An application of IoT system is in healthcare for the process of Electrocardiography 

where sensors play an essential role in collecting the pulses of heart and producing a useful graph. 

[7] 
 

The data acquisition and transmission after the data collection from the environment becomes the 

next goal. This is achieved by the combining of the transmission system which is responsible for 

the transfer of data. Wireless data transmission is the current technology and is widely used which 
is achieved by various methods of wireless communications [8]. 

 

The logic according to which the acquired data will be processed further and an output will be 
generated is to be tackled. This step is where the integration of computer science with the already 

existing hardware comes into the picture. The processing of raw data depends on the desired 

output. The home security system based on the concept of IoT is the state of art technology. The 
system is programmed such that any unusual behavior sensed by the sensors will be used to 

trigger the output system where an alert is sent to the owner and an alarm buzzer rings. [9] 

 

The M2M, i.e. machine to machine connectivity, is vital in an IoT system. To achieve reliable 
connectivity, various radio technologies have emerged, such as Low-Power WiFi, Low-Power 

Wide Area (LPWA) networks, and various improvements for cellular M2M systems. Intelligent 

parking systems are an example of an IoT system where a high level of M2M connectivity is 
implied. In such a system, an IoT device is installed at all the parking locations, and the 

processing of the image data is done, and an output is generated related to the availability of the 

parking space in an area. The data needs to be immediately transferred on the cloud so that people 
looking for parking areas get aware of the availability of parking space. Here, the internet 

connection over devices was built by an Ethernet connection or a cellular 3G modem. [10] 
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A large amount of data is gathered by the sensors on a day to day basis. The collection, 
processing, storing and integration of data from different sensors is required. The data can be 

Multisource High Heterogeneity Data, Huge Scale Dynamic Data, Low-Level with Weak 

Semantics Data, and Inaccuracy Data. For the handling of varied types of data, modules such as 

Data Acquisition and Integration Module, Data Management Module, Data Processing Module, 
  

Data Mining Module, and Application Optimization Module is developed. The management of 

this massive amount of data from the sensors is done by Data Management Based on Metadata, 
Semantic Annotations, and Data Indexing Strategy [11]. 

 

The complete architecture of the IoT systems for ambient assisted living has been implemented 
for the study of indoor Air Quality has been conducted. The paper can be concluded with a piece 

of detailed information about the architecture of an IoT system in general. Here, an IoT system 

can be seen as a combination of a sensor network, a coordination network, connections with 

internet, and the output receivers. [12] 
 

We came across scientific pieces of literature that define various parts of IoT with suitable 

examples, but the deficiency for a paper which explains the concept of IoT, its fundamental 
working and the flow with which an IoT device is designed in a language that even layman can 

understand is felt. 
 

3. REFRIGERATOR AND CAR AS IOT DEVICES 
 

After the basic introduction to the IoT and looking at the scope to which IoT can be extended, let 

us now understand the integrity of IoT in detail and develop an insight about the architectural 
layers provided in figure 1, in more detail. Let us consider a simple Refrigerator [13], and 

understand how a refrigerator, which was supposed to be a device for cooling things, can be 

integrated with the IoT systems, and a “Smart Refrigerator” is developed. 
 

What a refrigerator does, what is its primary function? A traditional refrigerator keeps things 

(grocery, medicines, water, milk, etc.) cold. A traditional refrigerator is designed just to keep 

things cold if the door is properly closed. For regular refrigerators, even if the door is opened, it 
does not give you any signal or beep. This is because the conventional refrigerators do not have 

the capability of processing the faulty input of the door being opened and the cooling gases 

escaping out of the door. This can be identified as the very beginning of limitations of 

conventional devices. 
 

These limitations of conventional devices obstruct it to perform its basic function properly. The 

introduction to the connectivity of different segments of a device and making the data processing 

possible at each node has made the functioning very efficient and error-free. In the process of 
conversion of a conventional Refrigerator to Smart refrigerator, computational intelligence is 

added to it, so that it can send information when the door is ajar. The intelligence added can also 

process data regarding, the butter tray being at a low level. By the  local resources (not using 
networked resources, just use local processor capability and database), the refrigerator can send 

information about whether the food stored in the refrigerator has high-fat content. Moving a step 

further, by locally programming the electronic integrations, fridge can send information regarding 
the presence of milk and butter to make a pancake. An analysis of the grocery (by reading the bar 

code) present inside the fridge can be done and results regarding the possible dish to be prepared 

can be suggested. So far, the refrigerator is using its own resources and is still not networked with 

other internet or intranet environments. [14] 
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Taking the study, a step further, if the refrigerator with computational intelligence is integrated 
with a WLAN chip and internet environment is created, then the conventional refrigerator can be 

considered as an IoT device. This IoT device is now capable of conveying information regarding 

the possible recipe of the dish, which can be prepared from the available grocery, search news 

and analyze global trends[15]. If it is networked with the internet, it automatically recognizes the 
butter tray is low and orders a new packet of butter, and the next day you can 

 

 
 

Figure 2. Significant contextual elements of the Internet of Things 
 

collect it to your doorstep. By the above-done integrations, the traditional refrigerator has become 

smart enough to intelligently read the global trends based on the weather forecast and convey the 

information regarding the increasing trend in the prices of food items due to approaching winter 
and further, send a suggestion of buying the grocery beforehand. If not, the refrigerator has got 

the capability of ordering grocery by itself after performing proper analysis of prices, quality, and 

food interests of the owner. All these activities of the refrigerator can be controlled in real-time 
by the administrator by a simple GUI based mobile application. In the other way around, the 

fridge is capable of providing information about the user’s food interest, which will be suitable 

for the stores, so that the stock of most demanded and less demanded things can be balanced 
properly. 
 

Evaluating the previous example, we can say that an IoT device must have some intelligence in it 

and be networked as well. Let us consider a “car.” In twenty-first-century a car has a lot of add-

ons than just a vehicle for movement. The modern automobile is a sophisticated combination of 
sensors, processors, output devices like screens, audio systems, etc. embedded  in it. These 

integrations in the contemporary car have led to features like anti-lock braking system, efficient 

fuel injection system, better fuel to energy ratio, much more comforting driving experience, and, 
most importantly, a reliable system for airbag functioning. Apart from the driving experience, the 

integration of the car with IoT leads to additional amenities like vehicle location, Wi-Fi on board, 

accident detection GPS based navigation system, etc.. With the current research in Artificial 
Intelligence domains, the car may be capable of making a memory of driving behaviors and 

identifying unusual driving behavior and send an SOS notification to the emergency helpline. 
 

The fundamental function of a car to take people from one place to another remains the same, but 
with the integration of IoT, the transformation is massive. The connectivity to internet has 

changed and boosted the utilization perspective of consumers. Due to the automation, networked 

connections and administrator-controlled decision making, the security reliance on the devices 

has increased up to a vast extent when compared to conventional methods. The internet 
environment builds within cars provides an opportunity to contact the emergency helpline 

numbers (for example, 112 in Finland) before or after the crash. 
 

After the examples above, Figure 2 combines the contextual information to a picture and depicts 
an overview of IoT. 
 

Figure 1 depicted the different layers in an IoT device. These layers are the architectural 

framework with which any IoT device is modeled and practically realized. Among these, there 
are three very major layers, namely, Perception Layer, Network Layer, and Application Layet, 

and these layers can be explained as follows: [16] 
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 Perception Layer: This layer is also known as the Recognition layer. This layer is the 

lowest layer and its fundamental function is to collect information from the surrounding 
environment. This layer consists of sensors for the detection of the stimuli being 

generated in the external environment. These sensors include heterogeneous devices, 

humidity sensor, temperature sensor, RFID tags, GPS, etc. [17] 
 

 Network Layer: It is the brain of an IoT system. The network layer collects the 

information from the perception layer and facilitates secured data transmission to the 

application layer for further processing. The entire data processing is taken place at the 

Network layer and hence, this is called “Core Layer”. Data transmission by encryption 
processes with unique addresses ensures uninterrupted integration between object-to- 

object over a single network which is established with the collaboration of numerous 

devices and hence maintains the universality of the IoT notion. The network layer is 
achieved by wired, wireless and satellite technologies which include Bluetooth, WiFi, 

NFCs, etc.[16] [18] 
 

 Application Layer: This is the top layer of IoT systems. This layer provides personalized 

based services according to the user needs. In this layer, the final depth of integration of 
IT with industry takes place. This layer fills a major gap between user and application 

and its main function is to share information and maintain the privacy of the data. [16] 

[19] 
 

Table 1. The different architectural layers in Smart Refrigerator and Smart Cars. 

 

Architectural Layer Smart Refrigerator Smart Car 

Perception Layer Bar code reader, door 

sensors, moisture, and 

humidity sensor 

IR sensors, Actuators, 

gyroscopic sensors, 

GPS sensors. 

Network Layer WLAN chip WLAN chip, 

Bluetooth 
connectivity 

Application Layer Mobile application, 

LCD screen 

Buzzer indication, LCD, 

 

4. UNDERSTANDING IOT USING SOME APPLICATIONS 
 

4.1. Smart Learning Environment 
 

Education is the most essential foundation for the human resource of any country. To flourish the 
economy of any country, the youth needs to be educated and hence, the education sector still 

persists to be the most focused for any government. Proper education is one of the major 

foundations of our society and needs to be accessible to everyone. The conventional education 

system where the teacher interacts with the student and vice versa has brought up a lot of 
challenges, among which the prominent ones are classroom environment, lack of visualization, 

absence of practice tests, etc.. The considerable decrement in the understanding levels of the 

students has been a significant challenge to the research community. 
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IoT systems have helped in tackling the challenges being faced by the conventional teaching 
methodology and has proven to make learning more comfortable, more individual, and more 

effective. Figure 4, depicts the IoT based learning system. The diagram shows the modern 

approach to a teaching-learning process where an IoT based environment is created. The central 

part of this environment is the server upon which the entire concept lies. This server connects to 
the devices of students and teachers via an interactive computer-based application, and this server 

is connected to other devices via internet. This set-up can be termed as Smart Learning 

Environment (SLE). Smart Learning Environments (SLEs) shall help to establish a seamless 
connection between a virtual and a physical environment. SLEs adjust content and studying 

techniques according to the need of the student and provide a platform to communicate with 

others. The interaction with teachers can be done easily over the server and moreover, by the 
close monitoring of the learning patterns of students, teachers can take care of every student in a 

unique way. The lack of visualization among students can be improved by the use of 3D- printers, 

visualization tools, etc.. In this way, the teaching will be depictive and demonstrative rather than 

the conventional lecture method. Moreover, it is seen that the physical environment of the 
classroom affects the teaching and learning process. The temperature, ventilation, mic, 

presentation board, etc. affect the leaning process [20]. These factors can also be controlled by the 

server by building intranet-based connectivity. The server can be connected with the temperature 
sensor and air conditioner both, the motors in the windows can be connected with the server, the 

mic and the amplifiers can be connected together with the server, etc. In a similar way, all the 

other internal devices (i.e. devices inside the lecture hall) can be connected to the server via 
intranet connectivity, and an administrator-based control can be gained over the external factors 

of the hall. With the development of digital classrooms, the standard of education being imparted 

can be made efficient as the units in a digital classroom works on the coordination of IoT devices 

which are interconnected and works on the sensors, sensor data and is further, processed by using 
Artificial Intelligence algorithms. [21][22] 
 

 
 

Figure 4. The IoT based modern classrooms. 

 

4.2. Disaster Control 
 

The occurrence of a disaster in a state is an emergency where there is a lot of effort and 
promptness needed from the rescue team to tackle the challenge posed. The main goal during the 

time of disaster is to save the lives of citizens by robust planning and execution within least time 
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and minimal failure risks. According to Quaeantelli (1988), the major problem faced by the 
rescue team during disaster management is in coordinating among the team in the rescue process 

[23]. In such critical scenarios where the life of citizens are at stake, the integration of IoT with 

safety equipment has proved to be reliable. IoT technologies help to recognize life- threatening 

dangers, warn citizens and evacuate them as soon as possible. They can also support the rescue 
workers by providing them with information and hence, help to tackle the problem of poor 

coordination faced at different steps among the rescue workers. A wireless sensor network can be 

created which transits the information regarding temperature, humidity, etc. along with the 
development of a communication path over radio waves [24]. Figure 5 shows the block diagram 

of the wireless sensor network which is a novel method of talking about the problem of poor 

communication and coordination. 
 

 
 

Figure 5. Block diagram showing the connections between microcontroller and other sensors as a part of 

the architecture of the device. 

 

In the case of jungle fire, prior installment of sensors on trees, monitor different parameters to 
warn as fast as possible of wildfire and alarm the local fire department and the team for fire 

extinguishing can act robustly. Moreover, by a simple mobile application, the citizens of the place 

can be warned of the fire and further, safety measures can be taken. IoT can be a life savior in the 

case of building and factory fires as well. In cases of a building fire, the wireless sensor network 
is being utilized to automatically stop lifts, open emergency exit gates, glow all the emergency 

signals and fire alarms to warn all the people stuck inside the building, whereas robots and 

machines in factories are stopped immediately and fire extinguishers are activated. The promising 
accuracy and precision which IoT devices provide are being utilized for the management of 

disaster widely and get control over it. These tactics are also used to save the citizens from terror 

attacks, earthquakes, electric breakdowns, etc.. IoT innovation is still developing in this arena 

with utmost pace to take make the system fully automatic and reliable [25]. 
 

Floods have been known for creating a huge number of casualties and infections due to the 

waterlogging and intake of impure water [26][27]. The maintenance of fresh drinking water and 

disintegrating the water logging during the flood is the biggest challenge for the government  and 
as a failure to achieve it, diseases like diarrheal infections, acute respiratory infections, malaria, 

leptospirosis, measles, dengue fever, viral hepatitis, typhoid fever, meningitis, as well as tetanus 

and cutaneous mucormycosis has been known to spread during flood. [28] These diseases occur 
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because of the increase in the disease vector which takes place due to complex sources at the 
sight of flood. 
 

Prevention over the water prone diseases spreading in the areas of waterlogging, eventually 

leading to increment in the disease vector during a flood can be easily done by IoT technology. 
  
In such scenarios, a system of sensors detecting the type of microorganisms growing in the water 

is installed and the data received from these sensors is transmitted to government bodies so that 

proper treatment and precautions can be taken at the place [29]. Moreover, the citizens are 
informed regarding the current situation and the water quality and water levels can be monitored 

by the government agencies. The healthcare facilities and supply of antidote of the pathogens 

attacking the population at the site of calamity is done, leading to a reduced number of causalities. 

Similarly, in the tropical regions of the world, heavy snowfall can lead to huge casualties and is 
considered to be a great disaster. To tackle this, an IoT based drone system has been constructed, 

which measures the depth of the snow coagulated. The information gathered by the RADAR of 

the drone is processed and published on the cloud platform so that residents of such places can be 
protected [30]. 
 

4.3. Smart Homes 
 

The advancement in IoT technology has led to the ease in the maintenance of smart gadgets 

inside the house. Home automation has become very popular as it becomes difficult to manage 

household gadgets in busy routines. The quality of life has been increased up to a huge extent due 

to the automation provided by IoT devices. The connectivity of devices-to-devices has led to the 
ease in the operation of gadgets. E.g., the lighting systems of the different rooms can be 

controlled by the mobile application [31]. This kind of system is considered to be partial 

automation as the intervention human being is required whereas cases where there is no human 
intervention required leads to a fully automated system. E.g., by advanced algorithm, the air- 

conditioner calculates the time taken to drive the room’s temperature to the user’s comfortable 

temperature and gets started automatically before the user arrives home from the office with the 
perfect setting of temperature. It should be noted that in both the conditions, the control exists 

with the user and the system can be stopped/modified according to the desires of the user. 
 

4.4. Smart Parking Management System 
 

Intelligent parking management was a huge challenge for the road authorities, and it was posing 
great difficulties to the drivers. In big cities, finding an empty parking spot was a massive task as 

the management was hazy and unclear. IoT technologies gave a solution to this problem with the 

integration of internet and RFID tags and readers. In this technological advancement, all the 
parking spots are connected to the internet via RFID tags and the information of the place being 

filled or empty is transmitted over the internet based on the output of these RFID tags. Moreover, 

when a car arrives at the parking spot, the car’s RFID tag is read by sensors, and the time for 

which the car was parked is billed and the bill is sent to the owner [32]. 
 

 
 

Figure 6. The simple flow chart for the working of the home automation devices. 
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4.5. Titanic vs Amorella 
 

The advancement in IoT can be felt by comparing two cases from the past. The first case is of the 

Titanic ship, which sank in the water after hitting the iceberg in 1912. After thorough studies 
  
by different scientists, it was found that one reason behind a considerable number of casualties in 
the accident was the lack of connectivity and communication among ships in the same area. It is 

also believed that a lot of people could have been saved if the information about the accident of 

Titanic was shared among the other ships and the control unit instantly [33]. A similar incident 

took place with a passenger ship, Amorella, which ran aground while it was on a voyage from 
Finland to Sweden in the Baltic Sea in December 2013. Since Amorella ship was equipped with 

the latest emerging technologies of connectivity and a well-established GPS network, lives of all 

the passengers, including crew members were rescued by sending a rescue team on time. 
 

5. A DETAILED EXAMPLE: IOT SMART BIN 
 

Technology is evolving rapidly, which makes the price and size of batteries and microchips 
smaller while computing power and battery capacity is increasing. This evolution has made it 

possible to develop a new kind of information technology network capable of exchanging data 

and communicating with each other in real-time, using programmable microchips and sensors 

connected to the internet, radio networks or telecommunications network. These technologies 
enable people to interact remotely with the real world. Cloud computing makes it possible to 

process a massive amount of data generated by these networks to analyze it almost instantly.  
 

In this regard, we have designed and developed an IoT based smart bin that is capable of 

transmitting data to the cloud in real-time based on load sensor readings. This experiment was 

carried out in the Electronics Laboratory of Savonia Institute of Applied Sciences, Finland as a 
part of orientation project. A prototype for the IoT bin was built that measures the weight of the 

container and the surrounding temperature and sends the data to the required authorities. Four 

load cell sensors were used that handle 50 kg each, so maximum weight allowed is 200 kgs. Load 

cells were connected, using Wheatstone bridge, to an analog to digital converter (HX711) that 
converts pressure on the sensors to voltage calculated in the microchip. The microchip used was 

ESP8266 WLAN module-based chip (ESP8266 NodeMCU). It analyses the information coming 

from the converter and also sends it to a website by connecting to the internet and cloud services. 
All these tasks are programmed into a microchip using Arduino IDE software. As a 
 

 
 

Figure 7. Wiring and Setup of the Components 
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cloud platform, Google Firebase is used. Firebase provides NoSQL real-time database with 
website hosting, so data is updated almost instantly to the webpage where it is visualized and 

plotted into a graph. Data can be accessed with a computer or a mobile phone using an internet 

  

connection. ESP8266 board is powered with the rechargeable battery through a micro USB port. 
It is also possible to power them with necessary mobile phone charger using AC, as some of the 

waste bin shelters have electricity for lights and hence, these AC ports can be used for power the 

ESP8266 board. 
 

Firebase cloud services provide hosting only, so the website still has to be built from scratch. A 

functional website for the prototype, as shown in Figure 8, was created using basic HTML,  CSS, 

and JavaScript. Firebase is free to apply for a smaller volume of data to be displayed. If it is 
necessary to store and view more than 1 GB of data per month, it should be updated using a paid 

version. 
 

The prototype as shown in Figure 8. acted as a proof of concept that it would be possible to 
monitor waste weight remotely and possibly send a bill based on the load of the bin to the client. 

However, there are still some revisions to be made before it would be possible to implement  into 

a waste management process. For proper functioning, wireless internet is required by the 
developed system. It would be cost-effective to provide region-wise wireless internet for the 

developed system, or it could be used only in the areas where there is a condominium owned 

internet service. During the wintertime, battery-powered scales would not be an option if bins 

were kept below negative temperatures. The implementation of this technology can help the 
person who is responsible for the monitoring of the garbage levels and clean it regularly, 

especially to the driver of garbage container vehicles. As a future prospect, the data obtained from 

the sensors can be further analyzed to achieve the real-time graphs related to the filling rate, 
micro-organisms being developed in the bins. A ratio of biodegradable to non- biodegradable 

wastes can also be calculated. These data will be helpful in further studies on waste disposal by 

the government authorities. 
 

 
 

Figure 8. Final Working Prototype 
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Figure 9. Screen capture of data visualized and updating instantly to the webpage 

 

6. HOW THE WORLD IS CHANNING WITH THINGS CONNECTIVITY AND 

FUTURE IMPACTS 
 

IoT is the technology of the future. Scientists across the globe are working for the integration of 
different devices. The GSMA intelligence [34] report reveals that mobile connections, including 

licensed cellular IoT, has exceeded beyond 9.32 billion subscriptions. The earlier days’ station to 

station phone connectivity has been changed to the station to people and then people to people 
and now an era of a device to device connectivity is at our doorsteps. This significant change in 

the connectivity entirely shifts the principles, technologies, systems, and applications of our daily 

used gadgets like mobile phones, television, refrigerator, etc. and hence, the most popular term 
“SMART DEVICES” has evolved. The acceleration in the integration of IoT technology with 

different areas of Science has been taking place at a very high rate. 

 

There exists a vast range of scientific research scopes possible in this field. Proximately, IoT is 
expected to lead to the development of an earthquake detecting device with the integration of 

principles of IoT and earth sciences. This device will be capable of sensing the activities of the 

inner earth before the earthquake and give signals to the control unit outside. Further, the 
replacement of medical practitioners with highly efficient robots is expected to be seen very soon, 

and the security system can be completely automatized by the integration of multiple sensors, 

memory units, and advanced processing power, etc.. 
 

7. CONCLUSION 
 

This paper was targeted to the people who aren’t associated with the field of computer science 

and Electronics and has no knowledge of IoT. The objective of the paper was to present the idea 

of the topic ‘Internet of Things’ in a straightforward way so that even a layman can understand it 
after reading this article. The topic was explained by proper examples and real-life 

implementation of IoT. To give the reader a picture of the state of art development in the field, 

the experimental work on the monitoring system of garbage bins was presented in the later stage 

of the paper in greater detail and proper discussion. This experiment shows how a simple sensing 
technology can be combined with cloud computing and innovative technology can be developed. 
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ABSTRACT 
 

Internet of Things (IoT) is the interconnection of heterogeneous smart devices through the 

Internet with diverse application areas. The huge number of smart devices and the complexity of 

networks has made it impossible to secure the data and communication between devices. 

Various conventional security  controls are insufficient to prevent numerous attacks against 

these information-rich devices. Along with enhancing existing approaches, a peripheral 

defence, Intrusion Detection System (IDS), proved efficient in most scenarios. However, 

conventional IDS approaches are unsuitable to mitigate continuously emerging zero-day 

attacks. Intelligent mechanisms that can detect unfamiliar intrusions seems a prospective 
solution. This article explores popular attacks against IoT architecture and its relevant defence 

mechanisms to identify an appropriate protective measure for different networking practices 

and attack categories. Besides, a security framework for IoT architecture is provided with a list 

of security enhancement techniques. 
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1. INTRODUCTION 
 

In recent years, the number of smart IoT devices has increased dramatically. Due to the cheaper 
costs of hardware and open-source software, various companies are manufacturing IoT devices. A 

report published by HP, as a part of the Open Web Application Security Project (OWASP), 

proves that manufacturers ignore security aspects while developing these devices [1]. Hence, IoT 

devices have become potentially vulnerable targets for cybercriminals. In addition, it has become 
difficult for security specialists to secure the huge amount of data residing on the devices and the 

data in transmission in IoT networks. The complexity due to the number of IoT devices and 

networks provide opportunities to hackers to turn simple devices like TVs, cameras, DVDs and 
hubs into harmful botnets to launch jeopardizing cyberattacks [2]. To incorporate major security 

solutions such as cryptography in IoT devices there are two major challenges: (1) disestablished 

architecture, infrastructure and standards (2) unsupportive and insufficient resources. Applying 

appropriate defence mechanism (mitigation) is necessary to block the adversaries to reduce 
impact on the devices and/or end-users. Although the ever-increasing attacks are difficult to be 

mitigated fully, real-time network monitoring using an Intrusion Detection and/or Prevention 

system and adoption of strong access control & authentication mechanism can prevent attacks. 
The goal of our research is to provide detailed analysis of types of existing defence mechanisms 

for various attacks detection. So, that the most appropriate approach suitable to the current IoT 

networking is identified. In this paper, we explore persistent attacks against IoT devices and 
networks. After which, we provide details on current trends of security mechanisms that are being  
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adopted to secure IoTs against such attacks. Further, we deduce the future deterministic metrics 
of IDS after a precise study of various IDS developments in literature. Lastly, from the analysis 

and review, we suggest a robust framework for securing IoT devices. The structure of the paper is 

as follows: section 2 provides background and overview on IoT devices, followed by the 

recurrent attacks against IoT architecture and various security mechanisms developed by security 
experts, in section 3. Section 4 elaborates on the types of significant security mechanisms that are 

potential in securing heterogeneous IoT networks. Later, section 5 recollects the crucial security 

mechanisms and a security framework. Finally, section 6 concludes the work. 
 

2. BACKGROUND 
 

IoT is an interconnection of billions of heterogeneous objects through the Internet. The number of 

connected smart IoT devices have surpassed the human population and in 2018, the number 

reached 7 billion. Moreover, researchers predict that in 2025 this number may peak to 22 billion 
with expected economy generated by various application domains is 4 to 11 Trillion Dollars [3] 

[4]. Figure 1 shows various application areas of IoT devices, which includes Smart Grid, Smart 

Retail, Smart Supply Chain, Smart Agriculture, Smart Industry, Smart Transportation, Smart 

Health, Smart Wearables, Smart Housing & Buildings and Smart City. From the mentioned 
statistics and areas of application, it is clear that IoTs are present in almost every sector and so, it 

has become essential to know how an IoT device works. 
 

 
 

Figure 1.  IoT application areas 
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Any IoT device operates in 3 phases: Collection Phase, Transmission phase and Processing, 
Management, Utilization phase. 

 Collection Phase: It is the initial step to collect data from the physical environment using 

short-range communication sensing devices and technologies [5]. The devices for this 

phase have less battery power, limited memory and processing power. The design of the 
communication protocols is in such a way that it consumes less energy, operates on 

limited data rate, small memory and processing power for short distances. Because of the 

above reasons, these networks are referred to as Low-power and Lossy networks (LLNs). 
Consequently, the security mechanisms must be adaptable to the resource constraints of 

these devices. 
 

 Transmission phase: This phase transmits the data collected from the Collection phase to 

the users and applications using transmission technologies such as Ethernet, Wi-Fi, 

Bluetooth, Bluetooth Low Energy (BLE), Hybrid Fiber Coaxial (HFC) and Digital 

Subscriber Line (DSL) [6]. Most of these technologies are vulnerable to attacks. 
Gateways integrate LLN protocols employed in the collection phase with the Internet 

protocols of transmission phase. 
 

 Processing, Management, Utilization phase: The applications of this phase processes the 
collected data to get information about the environment. Sometimes, the applications 

have to make decisions based on the collected information [7]. It also has a middle-ware 

to integrate the communication with physical objects and multi-operation applications. 
 

The above phases of operation need protection to ensure appropriate delivery of services. In the 

next section, we explore recurrent security attacks against IoT architecture. 
 

3. ATTACKS AGAINST IOT LAYERS 
 

Although there is no standardized model of IoT architecture, the basic types of architectures that 
are popularly used are 3 layers, 4 layer and 5 layer architectures and the recent advancements 

have more abstract layers added to these [8]. In our article, we explore the attacks in three layers, 

Perception, Transport and Network, shown in Figure 2 as these layers are highly targeted by 
security attacks. 

 

 
 

Figure 2. Attacks against IoT layers. 
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The types of attacks mentioned in Figure 2 are the ones, which are discussed by authors; there are 
other attacks, which have not been taken into consideration due non-popularity of the attacks or 

due to out of the scope of security mechanisms that are needed for such attacks. 
 

3.1. Perception Layer 
 

This is the first layer, which consists of the physical sensors and actuators of the IoT devices to 

sense the environment and collect information. The widespread attack at this layer is jamming 

and tampering. In a jamming attack, an adversary disrupts the operation of the network by 
squeezing/jamming the communication using high radio frequency signals [9]. Sometimes, an 

adversary can attack any sensor node to block the complete network resulting in a Denial of 

Service (DoS) or Distributed Denial of Service (DDoS) attack. Nowadays, cybercriminals use 
intelligent techniques to launch jamming attacks to evade various defensive measures like IDS/ 

Intrusion Prevention System (IPS). In defence to such attacks, a monitoring system is proposed 

by Liu et al. to distinguish interference and a real transmission where the energy consumed is 
verified each time to make sure it is not an attack [10]. This feature and energy monitoring system 

can identify channel interference efficiently but fall short for other attacks. Another model 

proposed using Monitor-Analyze-Plan-Execute (MAPE), which analysed signal strength but had 

similar drawback as of the previous one [11]. Multi-Agent Reinforcement Learning (MARL) 
algorithm is incorporated using Q-Learning to deal with jamming attacks and it gave 73% of 

performance. Likewise, an advanced Deep Learning (DL) framework is developed by researchers 

[12] to launch and mitigate jamming attacks. In this work, the Jammer senses the spectrum and if 
its classifier predicts any transmission to be successful, then the jammer blocks the transmission. 

Whereas, the defender system misleads the jammer decisions by propagating error signals. 

However, the success ratio of this model was very less & the maximum success ratio it gave was 

69%. In both of these models, improved performance is indeed required to deal with real-time 
jamming attacks. From the discussion, we deduce that intelligent monitoring and learning models 

have the potential for detection of jamming attacks. Table 1 summarizes the discussed methods 

for a quick recap of the discussion. 
 

Table 1. Perception layer attacks. 

 

Attack Technique & Implications Defence Mechanism 

WIRELESS 
JAMMING 

ATTACK 

Jamming communication using 

high radio frequency signals [9]. 

Distributing the usage across the 
spectrum and continuous 

monitoring of cognitive spectrum 

[11]. 

Accessing received signal strength 

by using MAPE architecture [12]. 

Random and sensing-based 
jamming attacks using Deep 

Learning [12]. 
 

Complete jam of Wi-Fi signals 

and degradation of network 

performance 

Deep Learning framework to divert 
and corrupt the jammer decisions 

[12]. 

Reinforcement Learning for 

mitigating jamming based on Q- 

learning algorithm [13]. 

 

3.2. Transport Layer 
 

This layer controls end-to-end links; and it mainly faces two types of attacks, flooding and the de-

synchronization attacks. In flooding attack (TCP Synchronization / TCP-SYN), the memory 

resources of the devices are drained by propagating a control signal repetitively. Whereas, in the 
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de-synchronized attack, the attacker interrupts a fully established communication link between 
two genuine end nodes by re-synchronization (infinite cycle) of their transmission. It disrupts the 

communication and exhaust resources of the network. Such type of attacks leads to altering and 

draining out the network performance. A mitigation system based on rate-limiting model in 

Contiki Operating System (OS) proves efficient to identify UDP Flood attacks [14] but fails to 
work well in TCP. Early detection modules of Flooding attacks are developed by using  Software 

Defined Networking (SDN) but the model lacked practical testing in real-time scenarios [15] 

[16]. Table 2 elucidates other cyber-attacks against this layer along with the security measures. 
 

1) Battery Exhaustion Attack: It occurs due to more consumption of power while processing 

the tasks such as transmitting, maintaining and receiving data. An attacker injects 

malicious processing codes to elongate the task, sometimes making the device 
ineffective. This attack is most popular in mobile devices. An IDS is proposed by Nash 

et.al [17] to overcome this attack. The system monitors the battery level of the device and 

it estimates the power requirements for each task. When the power consumed is greater 
than the threshold estimated, it triggers an alert terminates the task to avoid exhaustion of 

the battery. However, IDS designed on one / two features is not able to unmask other 

attacks and requires customization as per the attack. 
 

2) Remote Control Attack: In this attack, the attacker tries to intercept communication 

between two parties by using botnets or Man-in-the-Middle (MITM) attacks to gain full 

control of the device [18]. In some cases, the attacker may launch a DoS attack to disrupt 

resources or the whole device. Such kind of attack may cause devastating implications in 
wearable sensors or Medical IoT devices. Researchers have developed approaches to 

protect against Remote control attack by incorporating Transport Layer Security (TLS) 

and Datagram Transport Layer Security (DTLS) for Constrained Application Protocol 
(CoAP) based LLNs [19]. CoAP is the widely used protocol in LLNs. Nevertheless, 

nowadays, many other protocols emerged for IoT networking such as MQ Telemetry 

Transport (MQTT), which consumes lesser energy of the devices. Hence, an approach 

has to be able to adapt to different protocols. Two other approaches shown in Table 2 are 
authentication and access control based, which are effective for Control Systems, Smart 

Grid, Home Automation and centralized control systems. However, is not effective for 

decentralized systems. 
 

3) Man in the Middle (MITM) Attack: Weak security measures has given a stringent way 

for attackers to hold and vanish the resources of sensor devices. The unencrypted 

communication path is prone to attacks. An attacker can manipulate or delete 
information, violating the integrity, which may lead to various attacks: DoS, 

Eavesdropping, unauthorized access for tampering the data, injecting false information 

(authenticity) and Replay, Resource depletion and Injection attack [20]. In 
Eavesdropping, an adversary listens to the communication between the devices to know 

the capability and settings of the device to launch an attack. In a MITM attack, an 

attacker taps between two communicating devices by establishing a communication link 

and assuring them as authorized one by sending information to both and disconnecting 
their original communication link. It allows the intruder to acquire the user's data in an 

unethical way. The effective solutions for such attacks involve authentication and IDS 

system using Machine Learning, which give acceptable accuracy to defend against those 
attacks [21] [22]. 
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Table 2. Transport layer attacks. 

 

Attack Technique & Implications Defence Mechanism 

Flooding Attack, 
ICMP/ TCP/ UDP/ 

HTTP/ DNS 

A repetitively propagating 
control signal drains memory 

and battery [9]. 
 

May lead to DDoS attack or 

jamming attack. 

Rate-limiting mechanism in Contiki 
OS [14]. 

SDN based IDS for monitoring 

activity [16]. 

Dynamic Anomaly Detection 

module by learning attack 

behaviour [15]. 

Battery 

Exhaustion Attack 

Malicious codes to elongate the 
tasks & consumes more power, 

sometimes makes the device 

ineffective [17]. 

IDS monitors the power consumed 
for tasks. If greater than the 

threshold estimated, an alert is 

triggered [17]. 

Remote Control 
Attack 

Intercepts communication using 
botnets or MITM attacks [18] to 

gain full control of the device 

and to disrupt resources of the 

whole device. 
 

Devastating in smart home, 

ICS, smart grid, power and 

energy management systems. 

TLS & DTLS security model for 
CoAP based LLNs [19]. 

Identity monitoring system for ICS 
using cryptography, image 

processing, authentication and 

authorization [23]. 

Multi-path onion IoT gateways, 
hidden IoT nodes using Tor 

services making them accessible to 

only authorized users [24]. 

Man In The 

Middle (MITM) 

Attack 

Attacker taps to manipulate or 

delete information. It can lead 

to DoS, replay, resource 

depletion and injection attack 
[20]. 

Supervised IDS for attack 

classification [21]. 

Client-server model, Authenticating 
server's key with sensor data value 

[22]. 

 

3.3. Network Layer 
 

This layer uses various technologies such as Radio Frequency Identification (RFID), Instrument 

flight rules (IFR), 3G, GSM, BLE, Universal Mobile Telecommunications System (UMTS), 
WiFi, ZigBee, etc for communicating with the devices. Communication in IoT devices occurs by 

routing and it is prone to various attacks [25]. Routing attacks involves spoofing, selective 

forwarding, altering routing paths or replaying packets, sinkhole, warm-hole etc. These attacks 
may lead to DoS threats. Table 3 shows some of the attacks against network or data link layer and 

its protective measures. While DoS or DDoS can be launched in Transport Layer also. 
 

1) Eavesdropping: During transmitting the data from the sensor node to the gateway or 
server, the data is susceptible to hijack. An adversary can listen to the data and alter it 

from wireless channel [26]. An attacker detects information of the user and perceives the 

message-ID, timestamps; source and destination address which leads to a serious threat to 
privacy. Many solutions exist though, the latest framework for Eavesdrop resistance 

using Visible Light Communication (VLC) is a promising solution for IoT devices 

security [27]. 
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2) Resource consuming attacks: Various attacks such as unfairness, collision and exhaustion 
attacks are included in this category. In an unfairness attack, the attacker tries to use 

whole services and resources of the application without considering the prerequisite it has 

[9]. Sometimes, this affects the network performance at the MAC layer. In a Collision 

attack, an attacker sends packets at the same frequency concurrently, which leads to 
collision and degradation of network performance. It manipulates frame header such that 

the checksum mismatch occurs, which leads to discarding of the data frames at the 

destination end. Exhaustion attack occurs when a channel is continuously active for long 
time to drain the battery power [9]. This kind of attacks lead to the failure in providing 

service and functionalities to end-users. These attacks can be mitigated using similar 

solutions of Battery Exhaustion and Flooding attacks in Transport Layer. 
 

3) Grey-hole attack: In a multi-hop environment, the data transmission occurs from one 
node to another node in multiple steps [28]. In this process, the node forwards packets in 

the next hop to the destination (gateway). Before forwarding the packets, the attacker 

may misguide the route or inject malicious code to broadcast it further and initiate a 

routing loop. Such an activity is a Grey-hole attack in which the packets may loop 
infinitely deteriorating the performance of the network. The security mechanisms for 

such attacks [29] [30] [31] are explained in below subsections. 
 

4) Sinkhole attack: In this type, a malicious node enchants with the neighbour nodes to 

create routes via malicious code. Once the attacker compromises the system, this attack 
creates an open door for other attacks [28]. It is very difficult to detect the sinkhole, 

selective forwarding and eavesdropping attacks in a network. Similar to this, in Sybil 

attack, a falsify node is present in the network with multiple fake identities deceiving the 

neighbouring nodes. Pretence, Masquerade and Replay attack mean the same. This attack 
also takes place in healthcare IoT devices, an illegitimate node behaves as a genuine node 

in the network, and it sends fake information to the remote area  requesting treatment and 

an emergency team will respond to the non-existent patient [32]. This keeps the 
emergency staff busy, delaying and unattended to the real patients. A Denial-of-Service 

attack can be easily achievable by masquerade node. The captured data of masquerade 

node cause replay threat to the real-time IoT device application. Raza et al. [31] proposed 
an intrusion detection system for 6LoWPAN protocol targeting network routing attacks, 

sinkhole and selective-forwarding. The proposed IDS was developed using Contiki OS 

for IoT devices. It was successful to expose attacks in some situations but was unsuitable 

to smart home IoT devices. 
 

5) Wormhole attack: wormhole attack is of similar kind in which an adversary receives 
packets from one location and then forwards and releases it to other location through a 

tunnel (wormhole). It is nearly impossible to detect or stop these types of attacks in a 

network using built-in security measures. Pongle et.al proposed an Intrusion Detection 
System to detect wormhole attacks in an IoT environment [30]. Nevertheless, the method 

is incapable of uncovering undefined cyber-attacks. 
 

6) Denial-of-Service attacks: Data and network availability is a major security goal for IoT 

device applications. Mostly, in healthcare systems, threats of Denial-of-service are 

devastating because the devices and network need to be active and running all the time to 
monitor patients and to perform critical tasks [33]. Denial-of-Service and Distributed 

Denial-of-Service can affect the data, network performance and reliability of the whole 

network. There are two types of DoS attacks: 

 

a) Reprogramming Attack: It refers to changing or modifying the source code. The 

application becomes inaccessible and sometimes it enters an infinite loop making the 
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service/ resource unavailable to the requester. Robust authentication, strong access 
control mechanism and continuous monitoring is a recommendable solution for such 

attacks [34]. 
 

b) Path-based DoS: Numerous replay packets or spuriously injected packets overwhelms the 
sensor node by long-distance end-to-end communication path [35]. 

 

Researchers suggest a defensive approach based on the maximum magnitude of each middle- 

ware layer to handle such type of DoS/ DDoS attacks. The system checks for the number of 
requests sent to be under the predicted threshold capacity and if it exceeds, it triggers an alert to 

the network administrator [36] and blocks the request. Moreover, recent IDS approaches using 

Machine Learning (ML) and SDN proved efficient in blocking many DoS attacks [37] [38]. 
 

Table 3. Network layer attacks. 

 

Attack Technique & Implications Defence Mechanism 

Eavesdrop The attack hijacks data during 
transmission [26] such that an 

adversary can listen or alter the 

data. 

Innovative visible light 
communication (VLC) method 

based on channel correlation and 

error estimation [27]. 

Resource 
Consuming 

Attacks 

Unfairness, Collision and 
Exhaustion attacks [9]. Failure 

in providing services. 

Symmetric encryption and layered 
security mechanism using TLS 

[39]. 

Modification-type 

attacks (Routing 
attacks) 

Grey hole, Sinkhole, Black hole 

and Wormhole attacks. [28]. 
 

Built-in security measures like 

authentication and access 

control cannot mitigate or detect 
such attacks. 

IDS for sinkhole and selective- 

forwarding attacks [31]. 

IDS to detect wormhole attacks in 
an IoT environment [30]. 

Specification-based approach for 

the RPL protocol monitors network 

intrusions and malicious behaviour 
[29]. 

Sybil attack A node with false identity, DoS 

or replay threat [32]. 

Host-based IDS using SDN blocks 

the victim device. SAAS model 

[40]. 

Denial-of-Service 
Attack 

DoS, DDoS, Denial of Sleep, 
SYN Flood, DNS Flood, Ping 

Flood, UDP Flood, and ICMP 

Broadcast [41]. 

SDN architecture to identify DDoS, 
worm propagation and port scan 

[37]. IDS coupled provide better 

security. 

Evasion attacks against ML IDS 
can be mitigated using Gradient- 

based approach [38]. 

 

It is difficult to mitigate the attacks discussed by traditional security measures and needs up- 

gradation. We infer that the usual countermeasures involving basic mechanisms are ineffective. In 

most of the cases strong authentication, access control and monitoring systems are effective in 

identifying, mitigating and halting cyber-attacks. In addition, IDS is capable to detect most of the 
types of attacks in Perception, Transport and Network layer. The below section is elaborates and 

summarizes the potential security practices extracted from the above discussion. 
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4. SECURITY MEASURES 
 

Numerous connected IoTs gives various decentralized ways for attackers or malware to enter. 
The high-security measures create a bottleneck for adaptability and make the device complex and 

in turn invite new security concerns [42]. IoT demands different customization for different 

purposes. The security incorporation should ensure the adaptability of the device and must be 

scalable with the addition of more devices to the network. The enhancement of the following 
security practices is required in IoT devices to ensure better protection and to ensure the security 

properties namely authentication, access control, confidentiality, integrity, non-repudiation. 
 

4.1. Robust Authentication Mechanism 
 

IoT devices has the feature of password authentication for accessing its services. Weak or default 

passwords, botnets, Trojans stealing passwords, dictionary and brute-force attacks are a point of 
high concern against authentication [43]. Nowadays, security specialists recommend integration 

of two methods for stronger authentication. 
 

1) Biometric Authentication: Replacement of authentication process from password-based 
authentication to biometric authentication guarantees higher security, as it is robust 

against usual password cracking attacks. It involves bio-features of the authorized users 

such as face recognition, fingerprinting, eye recognition etc. Ruhul Amin et al. [44] 
proposed a biometric authentication protocol for IoT devices operating in a distributed 

cloud-computing domain to overcome vulnerabilities of cloud multi-server. Of course, 

biometric authentication have some issues such as cost and complexity of the algorithms 

used but many solutions exists in the literature for such loopholes. 
 

2) Multi-factor Authentication (MFA): It involves multi-step authentication process: 2-step 
or 3-step, which includes a combination of knowledge-based (passwords), ownership- 

based (card), bio-based (fingerprint) features. One-time authentication requires two or 

three features (credentials) of the user, such as PIN and OTP for confirming a bank 
transaction. Biometric authentication integrated with MFA guarantees robust authenticity 

[45] in the current security implementations. As authentication is the primary requirement 

in smart devices, robust authentication mechanisms are recommendable for better 

protection. 
 

4.2. A Robust Access Control Mechanism 
 

Access control and data protection on low power IoT devices have become the need for 
protection against expanding cyberattacks. According to the research, Biometric access control is 

most favourable in IoTs. It takes the biological attribute of the individual for verification and 

identification. In this process, it compares the activities of the individual with the stored patterns 
in the system. This mechanism is vital to avoid host/ Internal-based attacks. To prevent unethical 

approaches for medical devices, a biometric-based two-level secure access control model is 

developed [46]. In this, the model converts the iris image to iris code. The verification of iris code 

is done by using hamming distance. It stores the master key in the system, employs less 
computation, and has a very small overhead. However, it involves a higher cost for biometric 

processing. To overcome this problem, many researchers have proposed advanced methods that 

minimize the cost of deploying. One such is framework has been developed using physical 
unclonable functions (PUFs) and hardware obfuscation by Nima et. al [47]. This method protects 

against access control circumvention and does not require key storage. This suggests that 

biometric or any other robust access control mechanism with less complexity guarantee security 
of IoT devices. 

 



258                                   Computer Science & Information Technology (CS & IT) 

4.3. Software-Defined Networking (SDN) 
 

Software-defined networking is the trending network security management in various application 

areas like business, smart homes and e-health systems. Any computer network consists of 

switches and routers as the main components. The important functions of switches/ routers are 
control plane and data plane. Control plane is responsible for where to send the traffic, whereas 

data plane forwards the traffic to a specific destination. In conventional networking, data plane 

and control plane are coupled. In SDN architecture, the control plane is separated from the data 
plane. A software-based entity, called controller, remotely controls the tasks of control plane [49]. 

The data plane executes in the hardware and control plane in the software and resides in a 

logically centralized way. SDN is capable to monitor network traffic and detect malicious 
activities. It identifies and isolates the compromised nodes from the rest of the network. Giotis et. 

al [37] used flow statistics in SDN architectures to spot abnormalities by using various ways such 

as launching a DDoS, worm propagation and port scan. It was efficient to detect attacks and does 

not cause overhead to the controller, but was not able to diagnose other attacks. However, SDN 
accompanied by an Intrusion Detection System is potential to identify or diagnose newer attacks 

[50] as per the latest research. 
 

4.4. Intrusion detection system 
 

Intrusion detection systems (IDS) is a program or algorithm, which tries to recognize malicious 

activities in a network. It also attempts to detect when a computer is under attack or an intruder is 
trying to compromise it. Besides, it identifies if a legitimate user is trying to escalate privileges or 

attempting to access unauthorized data or services. IDS has become an essential element for 

protecting the ICT infrastructure [50]. Nowadays, every network has IDS or IPS to detect and 

mitigate cyberattacks. According to the deployment model and data analysis, IDS is categorized 
as Network-based, Host-based or Application-based. In some contexts, system- based and 

application-based are considered as the two cases of Host-based IDS. Moreover, based on the 

technique / method used, IDS is categorized as Signature-based, Anomaly-based and 
Specification-based [51] [52]. An IDS system must distinguish attacks accurately, quickly and 

efficiently with less false alarms. Any IDS which identifies attacks accurately but takes a long 

time for detection is not suitable for current IoT networks [8]. Hence, it has become imperative to 
investigate a method that is capable to detect emerging attacks with less false alarms, which can 

handle a huge amount of data and take decisions quickly for real-time attack detection. The 

Signature-based system detects attacks based on signatures and known attack patterns but it is 

difficult to unmask known attack deviations or unknown attacks [53]. In literature, most of the 
implementations of IDS are rule-based which are inefficient in detecting novel attacks [32]. 

However, if the attack signatures database is up to date by adding new attack signatures every 

time, then this method is effective. Similarly, specification-based involves defining of rules by the 
administrator. In both these cases, the problem is the burden on the administrator to adapt to the 

changing number of devices and attacks. Anomaly Detection System detects deviations from a 

predefined normal behaviour but creates many false alarms for legitimate behaviours also when 
the user profile is complex and unknown. It is challenging to keep the IDS database up-to-date 

because of the heterogeneous network and changing environments such as network topology, 

servers, and several connected devices, communication protocols and open ports. To overcome 

this problem, the researchers are focusing on adaptable methods like Artificial Intelligence, 
Machine Learning and Deep Learning techniques [54]. 
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4.4.1.Machine Learning IDS 
 

This subsection provides details about the recent machine learning based Intrusion Detection 

Systems in IoTs. Mehdi et al. [40] proposed a host-based intrusion detection and mitigation 

system using OpenFlow protocol for security of smart home network. The scheme monitors the 
devices in home network to investigate the malicious activities and blocks the intruder to use the 

victim device once an intrusion is detection. The users in a smart home lack expertise in using 

security mechanisms, so Software Defined Networking (SDN) is employed in this model, 

providing Security as a Service (SaaS), such that a third party security specialist can monitor and 
take necessary actions when required. To avoid overburdening of nodes and communication 

network, host-based approach using filters is recommendable to monitor only suspicious nodes or 

malicious activities. In addition, the framework has the scalability to support heterogeneous new 
devices and technologies. The module consists of a database, which includes all the devices 

present in the smart home, their associated risks, and types of attacks and associated mitigation 

procedures for those. This model is based on Machine learning techniques which uses learned 
signature patters of known attacks. For this process, a sensor element gathers data traffic from 

suspicious nodes and send it to SDN controller. The captured traffic is transformed to service 

provider for feature extraction and to create predictive models of attacks. IoT Intrusion Detection 

and Mitigation (IDM) model uses linear regression and Software Vector Machine (SVM) to 
create a classification model, based on which attack is identified. Once an attack is detected, an 

alarm is raised, the victim node and attacker are identified and/or mitigation is done if measures 

are available in the database. This model was tested on a real IoT device, a smart lighting system 
and was proved efficient to detect the attack. The major disadvantage of this approach is that, 

each time a new device is added to the network, it has to be manually updated in the database. 

Only specific devices can be monitored and this approach is not feasible to investigate all devices 

in a home network. Moreover, in current zero-day attacks scenario, this approach is unsuitable as 
unknown attacks are not detected which may have devastating implications on the end-users. 
 

Similarly, Kleber et al. [55] proposed a mechanism to overcome the huge number of IDS alerts, 

which are triggered in a conventional IDS system. This model is based on the fusion of various 
events, security logs and alerts and is not concerned with network traffic. The proposed scheme 

gathers raw data and change it in a standard normalized format. Then these normalized events are 

clustered into meta-sevents, to represent possible attack scheme more clearly when compared to 
the disconnected alerts. With this situational awareness, in the final state, the meta- events are 

classified using machine learning to categorize it as an attack or false alarm. SVM, Decision Tree 

and Bayesian Network have validated the classification scheme. This was tested using DARPA 
Intrusion Evaluation challenge [56] and SotM from the honeynet and the accuracy was in 

between 40 - 60% in attack detection with lesser false positive rates and was able to detect some 

of the newer attacks as well. However, this model was not been tested for current zero-day attacks 

and may not be feasible to detect multi-stage attacks. Various improvements are necessary in 
terms of security and complexity of the classification taxonomy of the approach. 
 

Heena et al. [57] developed another machine learning approach for wireless sensor network 

security based on human immune system. This method intelligently detect anomalies by 
classifying the nodes into two categories: fraudulent or benevolent nodes. After which, the 

mechanism create virtual antibodies and depending on that, the gateway takes a decision whether 

or not to attack the fraudulent nodes. The model works similar to human immune system as a 
second line defense in the body. However, the actual implementation of the proposed mechanism 

was not provided. Likewise, Sara et al. [58] proposed an IDS Machine Learning based on feature 

selection and clustering algorithm incorporating filter and wrapper methods using linear 

correlation coefficient (FGLCC) algorithm, cuttlefish algorithm (CFA) and Decision Trees for 
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classification. The authors verified the proposed method using KDD Cup 99 large data sets, 
which gave 95% detection rate. 

 

4.4.2.Deep Learning IDS 
 

Feature extraction and data classification has emerged as efficient techniques for IDS. However, 

most of the proposed approaches are inefficient when dataset is of large size. Kabir et al. 
proposed an Intrusion Detection System using Least Square Support Vector Machine (LS-SVM) 

in which the attack detection is done in 2 steps. In the first step, the entire dataset splits into 

subgroups such that they represent the whole dataset. In the second step, LS-SVM is applied to 
the proposed algorithm to determine intrusions. Various experiments using KDD 99 database 

proved it an efficient algorithm for intrusion detection [59]. The advantage of this method is that 

it supports static and incremental data also. Papamartzivanos et al. [50] proposed an intelligent 
adaptive misuse Intrusion Detection System using Deep Learning. This method can adapt and 

sustain to various network environments with higher rates of attack detection. They used 

autonomic computing Self-Taught Learning method supported by MAPE-K model to assist IDS 

in new environments. This model is integrated with MAPE-K method to create a framework for 
the autonomous and adaptive system. The model has been evaluated with various environmental 

changes and was capable to adapt with detection rate of approximately 73.3 % by not only 

detecting the attack but also categorizing it so that solution can be found easily. The benefits of 
deep learning methodologies is training the IDS based on the network activity in new 

environment. 
 

From the above discussion, we deduce few quantitative metrics in Table 4, for an IDS system to 

determine its effectiveness. 
 

Table 4. IDS Quantitative Metrics 
 

Metrics Description 

Coverage The number and types of attacks that IDS can detect in a realistic environment. 

Handling Traffic 

Bandwidth 

The Ability of the IDS to handle High bandwidth traffic, block or resist traffic 

greater than the bandwidth of the channel. 

Resisting attacks 

against IDS 

Few attackers target IDS so that when the IDS is compromised, it becomes 

easier to attack the network and devices. Therefore, IDS must be capable to 

withstand attacks targeted against it. 

Probability of 

Detection 

It defines how accurately the system detects an intrusion. The approaches 

discussed have shown the accuracy up to 70 - 90%. Nevertheless, real- time 

networking demands higher accuracy in the detection of various attacks. 

Probability of 

False Alarms [8] 

Sometimes a non-attack activity is categorized as attack, and vice versa. These 

types of decisions of IDS may cause fatal implications. Latest Machine 

Learning and Deep Learning algorithms use Confusion matrix to correctly 

classify an event. 

Ability to Detect 

Unknown Attacks 

[8] 

The concern for Zero-day attacks are growing day by day. A system that is not 

able to detect unfamiliar attacks is inefficient. 

Ability to Identify 
an Attack 

How correctly a system is identifies an attack is important to take further 
actions by the network administrators. If the attack is categorized wrongly, for 

example, Wormhole attack is categorized as Grey hole; it may mislead the 

administrator by the risk level of the attack. 

Ability to 

Determine Attack 

Success 

The system must also be able to determine the status of the attack, such as, its 

success or failure, to what extent it is successful, and to what extent it damaged 

the resources. 

Others Other measurements include ease of use, deployment and maintenance. The 

IDS must meet resource requirements, performance and quality of service. 
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4.5. Light-Weight Encryption 
 

To secure the data at rest & data in transfer and to maintain confidentiality & integrity, encryption 

is necessary, which encapsulates the data in an unreadable format and it is decrypted at the 
receiver. Most common types of encryption algorithms are symmetric and as symmetric. Each of 

these approaches is capable to protect data against some attacks that another approach find it 

difficult. However, as-symmetric algorithms involve more processing which is unsuitable for IoT 

devices [60]. Currently, Physically Unclonable Function (PUF) is utilized for adding extra 
security hardware layer to protect against perception or physical layer attacks [61] and for end-

points security. This method consumes lesser resources compared to other encryption algorithms. 

Whereas for communication security symmetric-key encryption is suitable, one  such lightweight 
symmetric key encryption scheme has been developed [62], which provided very effective in 

securely transferring data in IoT networks. 
 

The collaboration of the above-mentioned security properties is capable to defend against a 
maximum number of cyberattacks. In the below section, we provide an appropriate way of 

incorporating these security mechanisms in IoT architecture to acquire utmost protection. 
 

5. SECURE IOT FRAMEWORK 
 

From the above discussion, we deduced that few security mechanisms are significant to provide 
robust security for IoT devices. The summary of the findings from the study is shown in Figure 3, 

which is a proposal of secure architecture for IoT devices to protect it from malicious threats. 
 

 
 

Figure 3. Secure IoT framework 
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While manufacturing the IoT devices, a standardized security layer needs to be included to 
provide basic security. The figure is explained from bottom Phases of operation to the topmost 

recommended security solution. The phases of operation and Layers of IoTs are already discussed 

in section 2. CoAP, MQTT and HTTP are frequently used protocols in Application Layer. 

Transport Layer consists of TCP and UDP protocols; similarly, the protocols of the other two 
layers are mentioned. Each layer has low-level in-built security, such as, to access application 

layer utilities the user has to authenticate his identity. At the network layer Internet Protocol 

Security (IPsec) is incorporated for secure communication. Similarly, at the transport layer, 
DTLS & Secure Software Layer (SSL) provides security and the perception layer customizes its 

activities based on the authorization process. The fundamental security controls in IoT 

architecture lag behind to defend it against current cyberattacks. 
 

According to this research, we have provided the necessary security mechanism at each layer to 

ensure optimal protection against cyberattacks. The security mechanisms discussed are placed 

appropriately to suit the layer requirements in the IoT architecture. 
 

1) Robust authentication and access control: The application layer attacks can be mitigated 

using robust authentication and access control mechanisms provided. 

 
2) Symmetric Encryption & Light-weight cryptography: Transport and Network layer needs 

lightweight encryption combining the features of both symmetric and as- symmetric 

encryption to secure the ends and the data in transmission. 

 
3) Secure authorization, authentication and access control: Every action at different layer 

needs to be checked for its authorization with proper access control. 

 
4) Intelligent IDS: For the transport and network layer, regular monitoring can reduce the 

number of malicious intrusions. The attacks at the perception layer also can be mitigated 

by IDS monitoring and key agreement protocols. 

 
5) Software Defined Networking: These days SDN architecture provides better security 

compared to other networking practices. Due to programming capability of SDN, secure 

and easily controllable network can be designed. 
 

5.1. Evaluation of Proposed Framework 
 

Putchala et al. [63] proposed a distributed multi-layered IDS architecture for IoT devices to 
ensure identifying malicious intrusions at each layer efficiently and accurately. The author 

suggested placement of Deep Learning based IDS at each layer for maximum coverage and better 

complexity. The implementation is tested and proved efficient. This suggest that IDS placed at all 
layers of IoT architecture guarantees better attack detection compared to one specific layer based 

IDS. Therefore, recommended security solution, IDS at all layers proved efficient. Lightweight 

encryption and authentication protocol proposed by researchers show that the protocol is 

protected against possible security threats [44]. In similar way, a robust cryptographic technique 
can be incorporated and tested along with the IDS system. The other mechanisms can be tested 

solely or in combination of all mechanisms to validate its effectiveness. In future, we aim to test 

all the mechanisms suggested and prove its effectiveness in terms of complexity, resource 
constraint requirements and various features. 

 

The following are the metrics based on which the proposed framework has to be evaluated. 
 

1) Processing response time: Performance of IoT device in a real environment after 

implementing all the recommended security mechanisms. 
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2) Resource consumption: The level of resources consumed, such as battery power, 
processing power and memory used. 

 

3) Attacks mitigation: The number of attacks that are mitigated after implementing the 

framework, the accuracy of attack detection. 
 

4) Scalability: The amount of data that is easily being processing without overwhelming 

device. 
 

Other metrics are also included in future during the implementation of the framework and 
compare its effectiveness with the recently proposed secure IoT architectures. The framework 

needs to be tested by launching real-time attacks against the IoT device to ensure its deployment 

in current IoT devices. 
 

6. CONCLUSION 
 

With the advancement of heterogeneous smart IoT devices, the concern for security is  increased. 

In this paper, we have provided various types of attacks against IoTs and their protective 

measures. Certainly, many other attacks are launched against IoT layers, but the attacks discussed 
here are recurrent and devastating. We have learnt that securing the endpoints, network 

monitoring and the protecting data in the transfer is mandatory, to detect and prevent malicious 

activities in IoTs. Thus, we have proposed a framework incorporating Robust Authentication, 

Robust Access Control, Lightweight cryptography and Intrusion detection system, to secure data 
in transfer, sensitive stored data, settings & privileges. SDN is a trendy networking paradigm to 

securely control the whole network using programming. Machine Learning and Artificial 

Intelligence (AI) is an emerging field for IDS, which allows a system to learn, deduce and decide 
based on cognitive functions of pattern recognition and computational learning theory without 

any programming. In addition, the metrics used by IDS to identify different attacks against IoT 

layers are provided. The proposed framework is a valuable contribution to the IoT architecture 

due to its holistic approach of combination of various potential security mechanism. In future, this 
research aims to implement the framework and validate its effectiveness in terms of security, 

performance and usability. 
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ABSTRACT 
 

One of the important factors affecting communication performance in the Internet of Things is 

the messaging protocol. MQTT, XMPP and AMQP are centralized application protocols that 

communicate through the server. DDS and CoAP are application protocols that can 

communicate directly, especially  in real-time applications. As the Internet of Things is 

becoming more widespread and usage scenarios have different requirements, new approaches 

to data communication are required. In this study, a UDP based hybrid application layer 

protocol has been designed which can communicate both directly and through central server. In 

addition, operating logic and packet structure of the developed hybrid protocol is examined. 
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1. INTRODUCTION 
 

The unpredictable development of the Internet, from its inception to the present day, shows that 

developments and innovations in Internet technology  will have great repercussions worldwide in 

the coming years. In 2012, the number of devices connected to the Internet exceeded the number 

of people living on earth, and by 2020, between 26 and 50 billion objects are expected to be 

connected to the Internet and are expected to produce millions of gigabytes of data [1]. 

Organizing, interpreting and transforming this enormous mass of data to be produced in a 

heterogeneous structure is seen as one of the most important problems that the Internet of Things 

(IoT) will face [2]. The idea that every device or object in the near future will have an IP address, 

either directly or indirectly, reveals the need to develop protocols that support IP [3] [4]. The 

inadequacy of the existing Internet protocols to meet this aim leads to the development of new 

protocols. For this purpose, in order to provide data transfer on IoT, Message Queuing Telemetry 

Transport (MQTT), Constrained Application Protocol (CoAP), Advanced Message Queuing 

Protocol (AMQP), Data Distribution Service (DDS), and Extensible Messaging and Presence 

Protocol (XMPP) have been developed or adapted to IoT requirements [5]. On the other hand, the 

report “M2M service layer: APIs and protocols overview”, published by ITU-T in 2014, states 

that new protocols should be developed in order to meet developing technologies and different 

usage scenarios [6]. 
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MQTT, AMQP and XMPP protocols are central protocols that use servers for data transfer [7]. In 

this approach, there is no direct communication between the client (or user) and the IoT Device. 

Protocols such as CoAP and DDS are direct communication protocols that work in decentralized 

approach [8],[9]. Both centralized and the decentralized approaches have several advantages and 

disadvantages. One of the most important advantages of the decentralized approach is its ability 

to communicate directly [10]. However, administrative difficulties are themain disadvantages of 

this architecture [11]. One of the most important advantages of central communication is that the 

communication can be controlled by the server. However, the use of the server causes a single 

point of failure [8], [12] - [14] [15]. 
 

In this study, a hybrid application layer protocol (hIoT) is designed for data communication 

which provides both server-based and direct communication. The designed protocol has been 

developed in order to transfer low-dimensional data generated by sensors in devices  with limited 

resources and in low bandwidth environments. In the developed protocol, both communication 

methods can be used for different purposes and needs. In addition, dynamic switching can be 

made between these two methods. 
 

In the second part of the article, academic studies on IoT protocols are discussed. In the third 

section, the general working principle of the designed application protocol, packet structures, and 

protocol components are examined. In the last section of the article, a summary of the study and 

the advantages of the proposed protocol are given and suggestions are made to shed light on 

future studies. 
 

2. RELATED WORK 

 

Protocols play an important role in the realization of IoT. Research on existing IoT protocols 

shows that these protocols can be superior in different areas when compared with each other. In 

this section, studies on the performance comparisons in terms of bandwidth, latency, and 

interoperability of IoT application protocols are discussed. 
 

In the study of Thangavel et al. [16], where the middleware layer was developed in order to 

enable MQTT and CoAP protocols to work together, MQTT and CoAP protocols were discussed 

in terms of end-to-end latency and bandwidth consumption. According to this study, MQTT is 

more successful in environments with packet losses of less than 20%; however, CoAP is more 

successful in higher packet losses. In a study [17] comparing protocols according to their payload, 

it was reported that the CoAP protocol experienced a loss of performance at payload capacities 

greater than 1024 bytes. In the study conducted in mobile and unstable networks [18], MQTT and 

AMQP protocols were compared in terms of bandwidth usage, delay, and jitter effect. There was 

no significant difference between these protocols. MQTT is more successful in terms of energy 

efficiency. In another study comparing CoAP and MQTT protocol in transporting the same data 

[19], CoAP protocol was stated to be more efficient. In a study conducted in an environment with 

high network traffic, the MQTT protocol was reported to be more successful than CoAP, with a 

higher bandwith and lower latency [20]. 
 

In a study addressing the problem of service discovery in the IoT, M. Kirsche et al. stated that 

MQTT and CoAP protocols could not provide an end-to-end communication, delays occurred due 

to message conversion, and the discovery process was complex. They have therefore developed a 

simplified structure using the combination of mDNS and DNS-SD [21] [22]. 
 

In a study that can be examined under the title of Developing IoT Protocols [23], it is mentioned 

that MQTT and CoAP protocols are widely used in IoT, but both protocols face scalability 

problems in large networks with multiple sensors. In the study, in order to ensure scalability and 
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use of bandwidth efficiently, CoAP protocol was improved. Accordingly, it was ensured that the 

sensors were grouped to form a cluster and a representative sensor sent the data, which resulted in 

18% less bandwidth consumption. 
 

The complexity of the IoT system and the increase in the number and diversity of devices 

connected to the network lead to the use of hybrid methods as solutions. In the study of Bellavista 

et al., the study states that this architecture developed in high density networks provides 

scalability [8]. 
 

The study [24] conducted to ensure that multiple protocols work together using a central 

middleware layer reveals the interoperability of protocols without significant performance losses. 

In the design of an application protocol called “Custom UDP”, the proposed protocol was 

compared with various IoT protocols and according to experimental results, it is stated that it 

offers relatively low energy and bandwidth consumption in environments with unpredictable 

packet losses [25]. 
 

As it is seen, it is very difficult to state that only one protocol is superior in every aspect of the 

IoT. Different protocols can be used according to the network topology used, security need, 

scalability, and bandwidth usage. In addition, the diversity of middleware software makes it 

difficult to connect to IoT devices and interpret the collected data [26]. The heterogeneous nature 

of the IoT ecosystem brings along the need for different protocols with an ever increasing trend of 

growth. 
 

3. DEVELOPED APPLICATION LAYER PROTOCOL 
 

Within the scope of the IoT, various research and academic studies have been carried out in 

recent years on problem situations such as security, resource discovery, interoperability, 

compatibility, and performance improvements. This study does not focus on all of these problem 

situations and some assumptions are taken into consideration. Accordingly, although the concept 

of security is critical for IoT, this study assumes that the environment is safe and data security is 

out of scope. The location and service information of the sensor was taken into account in order 

to comply with MQTT and CoAP protocols during the registration and resource discovery 

process. Parameters such as sensor manufacturer and sensor type have not been taken into 

consideration. The location of sensor, and the service provided by the sensor is designed as 

shown in Figure 1 to provide compatibility with the “topic” used in the MQTT. 
 

 
Figure 1. Sensor properties used in the developed protocol 

 

In this study, it is assumed that the data obtained from the sensors can be carried in a single data 

packet and the IP packets are not fragmented. 

 

Since the devices used in the IoT system have limited resources, applications requiring high 

processing power, memory and bandwidth consumption are inadequate and inefficient in meeting 

the need. Therefore, the developed protocol is designed to be flexible and simple to operate at low 

resources. 
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Figure 2. Hybrid Application Protocol supporting direct communication and server-based communication 

 

Within the scope of the study, a Hybrid Application Layer Protocol (hIoT) was developed, as 

shown in Figure 2, which works with both the central server and supports direct access. 

Depending on the sensor type, either direct communication or communication through server can 

be selected. When the server is failed, a dynamic switching mechanism is designed that can be 

switched to direct communication. Thus, it is aimed to prevent a single point of failure in server-

based communications. 
 

3.1 General Operating Principle 
 

In order for the designed system to function correctly, the roles of devices in the IoT ecosystem 

must be defined precisely. 

 

 

Figure 3. Devices and communication packets in the developed protocol 

 

In the developed protocol, as shown in Figure 3, three different components are defined: IoT 

Coordinator, IoT Gateway (IoTGW), and Client. 

 

The operation of the protocol is examined in three phases: Service Registration Phase, Service 

Query Phase, and Data Transfer Phase, as shown in Figure 4. 
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Figure 4. Basic phases of the developed protocol 

 

The service register phase is the registration of the services running on the IoT Gateway to the 

database. During the service query phase, clients are asked how to access the services they are 

interested in. Information about how to access the service by the coordinator is sent to the client 

in response. In the data transfer phase, direct communication between the client and the gateway 

or communication through the server is performed, depending on the access information given by 

the coordinator. 
 

3.2 Packet Types 
 

The designed IoT protocol includes eight different packets. Packet types and their descriptions are 

shown in Table 1. 
Table 1. Packet Types and Descriptions 

 

Packet Type Description 

Control Used for accessibility control. 

Reset Resets the access method. 

Register Enables the service provided by IoTGW to be registered to the server. 

Error The packet sent in case of error. 

Query The query packet that the client use makes for service discovery. 

Reply Sent in response to the service discovery packet. 

Request A request for information from the service provided by IoTGW. 

Response A packet containing data that is sent in response to the request packet. 
 

3.3 Packet Structure and Headers 
 

The header of the developed protocol is designed in a structure consisting of the areas shown in 

Figure 5 for ease of use. 
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Figure 5. Packet header structure of Hybrid IoT Protocol 

 

The 3-bit “Type” field in the header information shows the packet type. The 5-bit “Flags” field 

stores flags that are necessary for the proper functioning of communication. The 24-bit “Packet 

ID” field contains the unique ID of the packet. 
 

The “Data Field” is a 32-byte long field that allows data from sensors to be transported in 

applications. “Extended Data Field” refers to an additional data transport area of 1024 bytes, 

which has been developed to support larger data transfer and operates by the “EX” flag. 
 

The ACK flag is used for confirmation packets in communication. The RST flag is used to reset 

the direct access authorization through the IoT Gateway, which is used with the Reset packet. IoT 

Gateway, which receives the packet with the RST flag set, will lose direct communication. Thus, 

the coordinator server will be used as a tool to get information from the service. If the DC flag is 

“1”, direct communication to the relevant service can be provided. The SRV flag indicates server-

generated traffic. The last flag, EX, indicates whether to use the Extended Data Field. 
 

3.4 Working Phases of the Protocol 
 

In this section, the phases of the developed protocol will be discussed in detail. Each step will be 

illustrated with packet structures and sample content. 
 

3.4.1 Service Registration Phase 
 

The purpose of this phase is to create a local database where services provided by IoT Gateways 

and access information to these services are kept. In cases where the number of sensors that need 

to be registered to the system is small, manual recording method or semi-automatic recording 

system can be used. However, in cases where this number is much higher, the manual registration 

method is inefficient, expensive and will require additional effort; in most cases it will be 

impossible to implement [27]. For this reason, a mechanism for semi-automatic recording of the 

services provided by sensors connected to IoT Gateway has been developed. Services such as 

temperature, light intensity, humidity provided by the sensor are combined with location 

information and recorded in the local database of IoT Coordinator. 
 

The automatic registration of the sensor connected to the IoT Gateway to the local Coordinator 

device takes place at this phase. At this phase, the service provided by the IoT Gateway device, 

the IP address, whether it supports direct communication (DC) information, and the caching time 

is sent to the IoT Coordinator. 
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Figure 6. Service registration process of the developed protocol 

 

For the “temperature” service provided in Lab1 location, the Register process is shown in Figure 

6. 

 

Figure 7. Packet headers of Register and Register_ACK 

 

According to the example in Figure 7, the “Lab1/Temperature” service supports direct 

communication and the information sent by this service is kept in the cache of the coordinator 

server for 10 seconds. During this period, all data requests for the same service are retrieved 

directly from the coordinator cache without being interrogated to the sensor node again. 
 

The server that receives the topic, cache time, DC information and the IP address of the IoT 

Gateway is saved to the local database. Following the registration, the registration confirmation 

packet (Register_ACK) is sent by the coordinator to the IoT Gateway. 
 

During the service registration process of the developed protocol, all information is kept in the 

database of the Coordinator. Since this causes a single point of failure, service discovery queries 

will not be answered if the coordinator is failed. In order to prevent this problem, Automatic 

Registration feature has been developed for IoT Gateway devices. In the case of the server 

failure, the IoT Gateway sets itself to respond directly to service discovery requests if the register 

packet is not answered within a specified time period. 
 

 
Figure 8. De-Register process and packet structure 

 

If the service provided by IoT Gateway is disabled, registration must be canceled. In this case, the 

gateway sends a special Register packet with the RST bit set for the respective service. The 

Coordinator receiving the packet deletes the access information for this service from the database 

and responds to the IoT Gateway with the Register_Ack packet. The example in Figure 8 

demonstrate the de-register packet for the “Lab1 / Temp” service. 
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3.4.2 Service Discovery Phase 
 

To fully exploit the potential for successful implementation of IoT, there is a need for seamless 

and automatic discovery of available resources and dynamic access to the IoT device. MQTT 

does not have service discovery, but the CoAP protocol uses Uniform Resource Identifiers (URIs) 

for service discovery [28]. In the proposed protocol, the client queries the “topic” information for 

the service that it wants to access with “Query” packets. In the communication between the client 

and the server, the query regarding the location and service needed by the client is shown in 

Figure 9. 

 

Figure 9. Service discovery process 

 

The data related to the topic queried by the client is searched in the coordinator database, then the 

IP address of service notified to the client. If the relevant service supports direct communication, 

the IP address of the IoT Gateway is sent as a reply. Otherwise, the IP address of the Coordinator 

is sent. 
 

 
 

Figure 10. Query and reply packet headers 

 

The example in Figure 10 shows the packet header of the “Query” sent by the client and the 

“Reply” packets given by the Coordinator in response. 
 

3.4.3 Data Transfer Phase 
 

At this phase, data request is made according to the “topic” information. Due to the hybrid nature 

of the proposed protocol, the data request can be provided directly from the Gateway, the sensor 

node (Figure 11), or via the Coordinator server (Figure 12). 
 

 

Figure 11. Process of direct access to the sensor node and packet headers. 
 

During the Service Registration phase determines which methods of communication, either direct 

or through server, is supported. The packet structure and sample content for direct IoTGW access 

is given in Figure 11. 
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The Request message sent by the Client is given feedback via the Response packet that contains 

the data for the service being queried. 
 

Modeling of server-based communication, another method supported by the hybrid protocol, is 

shown in Figure 12. 

 

Figure 12. Data transfer process through server 

 

In server-based communication, the client is not allowed to access the IoT Gateway directly. 
 

Therefore, the data request from the service is made through the coordinator. The coordinator 

receives the Request packet from the client according to the “topic” and sends it to the IoT 

Gateway. The Response packet from IoT Gateway is sent to the client via the coordinator. In 

server-based communication, the sensor node only considers packets with the flag “SRV” marked 

“0” in the packet header. 

 

Figure 13. Request and response packets used in server-based communication 

 

The header information and sample content of the packets used in server-based communications 

are given in Figure 13. When communicating through the coordinator server, the client has to 

connect to the server. All communication related to this service takes place through the 

coordinator. How long the data will be valid according to the cache time is determined during the 

service registration process. The coordinator stores data for the duration of the cache. During this 

period, other Request messages for the same service are answered directly from the cache without 

being sent to the sensor node. 
 

3.5 Utility Packets 
 

In addition to the five packets that offer the main functionality, Error, Reset and Control packet 

types are used to increase functionality. 
 

Error Packet: It is sent to the client in case of any error in the local source database on the 

server, for instance, if there is no record of the subject queried, no access to the service, and no 

recordings are made to the database. The “error codes” for each error are also sent in the packet. 

An example of the error packet and the packet header structure is given in Figure 14. 
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Figure 14. Error process and packet structure 

 

Reset Packet : The type of  access that the IoT  Gateway  device  supports is determined during 

the Service  Registration  phase and  this value  remains  constant.  However, the direct  access 

method may  need  to  be  revoked,  depending on the state of the network. In this case,  the  

Reset  packet  is sent by the coordinator to switch the communication method. 
 

 

Figure 15. Process of changing (zeroing) the access method of the sensor node and packet structure 

 

The communication method and packet structure of the reset packet is shown in Figure 15. The 

IoT Gateway that receives this packet loses its direct communication method. 

 

Control Packet: Verification messages are used to check whether the service on the IoT Gateway 

is accessible. The control packets shown in Figure 16 are replied with control confirmation 

messages (Control_Ack). 
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Figure 16. Control packet and sample header structure 

 

Another advantage of the control messages is that the access time to the service can also be 

calculated by means of the confirmation messages. If no response to the control messages is 

received, the relevant service is assumed to be disabled and deleted from the coordinator's 

database. Likewise, when the Control messages do not reach the IoT Gateways, the coordinator is 

assumed to be failed and the sensor nodes (IoT Gateway) goes direct communication state. 
 

3.6 Components in the Developed Protocol 
 

As mentioned in the previous section, the proposed architecture of the protocol includes three 

components: Coordinator, Client software and IoT Gateway node. In this section, the working 

principles of these components are expressed in flow diagrams. 
 

3.6.1 Client 

 

An application that requests data about a location and service on the network and wants to 

interact with the sensor. It resembles the client that subscribes to any topic in the MQTT and 

AMQP structure. In the MQTT, the side that initiates the traffic is the publisher, and generally the 

data of the sensor is sent to the subscriber, regardless of whether the subscriber needs the 

information at the time. However, in the recommended architecture, the client side initiates 

traffic. As soon as data is needed, the data request is initiated by the client. 
 

The client makes a query about how to access the service specified by “topic”. The query 

response from the coordinator contains the access information of the service source. The client 

matches the "topic" and the access information and stores it in the cache. Then, when the data 

request is made for this service, it goes directly to the data request stage without the need to query 

again and waits for the response from the sensor node. Figure 17 shows the flowchart of the client 

software. 
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Figure 17. Client software flow diagram 

 

The client software switches to query status or request status, depending on whether the “topic” 

information requested for data is in the cache and whether or not the Query response packet is 

received from the coordinator. The “topic” to be queried by the user is primarily searched in the 

cache. If there is a record of the subject information being queried in the cache, the IP address of 

the service is retrieved from the cache. Thus, the request status, which is the data transfer phase, 

is started. However, if there is no record for the requested topic in the cache, the service provider 

IoT Gateway must query the IP address and enter the query state. 
 

 

Figure 18. Client software initial state flow diagram 

 
The flowchart for the initial state of the client software is given in Figure 18. The Send Query 

Packet and Send Request Packet processes in the diagram are presented as separate flow diagrams 

for modularity. 
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Figure 19. Flow diagram of query sending 

 

The query process according to the “topic” information is performed by the Query packet sent 

from the client. The flow diagram of this process is shown in Figure 19. The query response 

message given to the query contains the service IP address. This information is stored in the 

client's cache for later reuse. As can be seen from the flow diagram, a certain time is expected for 

the query. If the Query Answer is not received within this period, the process is repeated 2 times. 

If the query is not received, the software is informed that the reply cannot be received. When the 

response is received, the client software switches to Request Send status. 
 

 

Figure 20. Flow diagram of request submission 
 

On  request,  information  from  the IoT  Gateway or  Coordinator is  included in  the  Response 

packets.  As  in  the  case  of  query,  the  request  is  also  repeated  3  times.  There  is  a 2 

second  dwell  time  for  each  operation.  When  the  Response  packet  is  received,  data  is 

extracted  from  the  packet  and  sent to the  client  software.  Otherwise,  “no response”  

message is given to the software. This process is illustrated by the flow diagram in Figure 20.
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3.6.2 IoT Coordinator 
 

The most critical task in the proposed protocol is in the coordinator component. This component 

is responsible for listing the services available in the IoT ecosystem and for mediating users who 

want to access them. 

 

One of the major problems encountered in the service discovery query on the IoT is the need to 

define a resource directory that is queried at the local level [22]. In the designed protocol, the 

coordinator keeps the service resources and how to reach these services in order to meet this 

need. It directs client traffic to the service source according to service discovery queries from 

clients. This device not only serves as a resource for service discovery, but also acts as an 

intermediary for certain types of services defined in the registration process. Accordingly, the 

flow diagram describing the functions of the coordinator device is shown in Figure 21. 
 

 

Figure 23. Flow diagram of IoT Coordinator 

 

Identifying the incoming messages to the coordinator and the tasks to be performed according to 

the packet type are provided by the packet type analysis module. The tasks to be performed for 

each packet type are shown in the flow diagram in Figure 21. 
 

3.6.3 IoT Gateway 
 

Sensors, which are frequently used in the IoT, are devices with limited or no computational 

capabilities [21]. Therefore, in order to process the data obtained from the sensors, there is a need
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for devices called IoT Gateway which can communicate with these devices, send and receive 

signals, and present the received signals to the network environment. The IoT Gateway concept is 

one of the critical components in the IoT [29]. This component acts as a proxy between the sensor 

network and the application layer. Sensors, the digital interfaces of objects in the IoT ecosystem, 

need these components to communicate with the IP network. In summary, IoT Gateways acts like 

a sensor node concentrator. 

 

In the developed protocol, IoT Gateway (IoTGW) is responsible for encapsulating the data 

obtained from its sensors into IP packets and sending them to the client software. IoT Gateway 

supports both direct communication (DC) and access through the coordinator. Access method 

supported for each service is provided with the Register packet. . After registration, the client is 

ready to respond to requests (Request Packet). Figure 22 shows the finite state flow diagram of 

IoT Gateway. 
 
 

 

Figure 22. IoT Gateway flow diagram 
 

As indicated in the diagram, it is confirmed by Control messages that the IoT Gateway is in 

constant communication with the Coordinator. However, the Coordinator creates a single point of 

failure in server-based communication. Therefore, it must be continuously verified whether the 

server remains disabled. Periodically sent Control messages check whether the server is 

accessible. If the server's accessibility is not provided, the IoT Gateway switches to Auto 

enrollment and supports direct communication (DC = 1). Thus, it can also respond to Query and 

Request packets that are queried by the client. According to the logic of the hybrid protocol, when 

the serving IoT Gateway is in direct communication state (DC), it loses direct access 

authorization from the coordinator and switches to server based operation mode (Server state). 
 

3.7 Experimental Evaluation 
 

For the performance evaluation of the developed protocol, a topology isolated from other network 

traffic was prepared in the laboratory and compared with the MQTT protocol which is frequently 

used in IoT applications. The simplified scheme of topology is shown in Figure 23. 
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Figure 23. Experimental topology developed for performance testing 

 

In the experimental topology, Arduino Unos were used as IoT Gateway devices and Raspberry Pi 

3 as the server. The server was used as the "coordinator" in the hIoT protocol, and as the "MQTT 

Broker" in the MQTT architecture. Open source “Mosquitto” is used in MQTT broker. In the 

hIoT protocol, Python scripts are used on the server and SQLite is used as the database.  In the 

topology, routers are used between the server and the IoT Gateway to measure the effect of 

different bandwidths. In the topology, a copy of all traffic sent and received by IoTGW was 

captured with WireShark to obtain average values. In the topology, 6 Arduino, 1 Raspberry Pi 

and 1 PC were used for analysis. Each communication was repeated 30 times and the mean 

values were calculated. 

 

According to the information obtained from the captured packets, the average latency for six 

different bandwidths were calculated. As can be seen from Figure 24, at low bandwidths, the 

hIoT protocol has a lower latency. However, when the bandwidth increases, the gap between the 

latency of both protocols is closed. 
 

 
Figure 24. Latency in different bandwidths 



Computer Science & Information Technology (CS & IT)                                   283 

 

In another analysis, latency based on payload were compared, during data transfer. In the end- to-

end communication hIoT protocol has higher performance. However, MQTT showed higher 

performance in server based communication. The performance results are shown in Figure 25. 

 
Figure 25. Latency in different payloads. 

 

With the use of UDP in the proposed protocol and the simplicity of the packet header, it may be 

more suitable for devices with limited resources. Additionally, in applications where speed is 

important in the IoT ecosystem, the hIoT protocol can be used. 
 

3.7.1 Limitations of Experiment 
 

In this experimental testbed, evaluations were made on wired media. In order to evaluate the 

performance of the proposed protocol, tests should also be performed in wireless environments. 

In this study, the proposed protocol was compared only with MQTT protocol. Performance 

comparisons can be made with protocols used in the IoT ecosystem, such as CoAP. It will also be 

useful to make evaluations for multiple nodes using various simulation tools. 
 

4. CONCLUSIONS 
 

Data from objects in the IoT ecosystem differ according to applications. However, the data 

transferred in IoT applications are generally low and limited in size. The hIoT protocol, which 

was developed for the transmission of small data from sensors, is UDP-based and has a small 

packet header. Considering that the devices used in the Internet have low resources such as 

limited memory, processor and power, low overhead also contributes to efficient use of resources. 

Low latency times can be seen as an important criterion, especially in real-time applications. In 

the study of Jürgen et al., it is stated that UDP-based communications have lower RTT values in 

IoT environments than TCP-based communications. 
 

In commonly used IoT protocols, information obtained from objects is sent periodically to the 

server via sensors. This information is again broadcast to the subscribers via the server. This 

means continuous use of the sensor and a relatively shorter life of the sensor and an increase in 

power consumption. In the architecture where the developed protocol will be used, optional 

communication is aimed. Thus, it is aimed to reduce the power consumption relatively. 
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In the hybrid protocol proposed within the scope of this study, there is no continuous dependence 

on the server in data communication and the devices in the network can communicate directly 

with each other. In this way, a single point of failure is prevented and traffic load is distributed 

and bottleneck formation is prevented. Again, in order to support the scenarios in which the 

central server is used, it is designed to be server-based. In cases where access to the data should 

be precise and instant, the sensors can be instantaneously communicated end-to-end via the 

sensors. 
 

In heterogeneous IoT systems, access to each service is not equally important. Some services are 

critical, requiring direct communication, while others may compensate for this delay. Likewise, 

direct access to some services may involve security and performance risks, so it may be more 

appropriate to use middleware structures. This situation varies according to needs, usage 

scenarios, and security policies. In this study, a hybrid protocol has been designed to support 

various usage scenarios mentioned above in IoT systems. 
 

In this study, whether the service supports direct access was determined during the service 

registration phase and it was seen to remain constant. However, instant decision making 

algorithms can be developed according to the determined traffic criteria. Again, according to 

various parameters, traffic estimation can be made and studies can be made to provide dynamic 

transitions between server-based or end-to-end communication. 
 

Since most of the devices used in the IoT ecosystem have limited capacities, security features that 

require high memory and processing power, such as encryption, during the design of the protocol 

are excluded from this study. Considering that these limitations will gradually decrease with the 

development of technology, encryption, data integrity, and authentication studies can be 

performed in order to ensure secure communication in the protocol. 
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ABSTRACT 
 
Leaf detection and segmentation is a complex image segmentation problem as leaves are most 

often found in groups with natural background. Edges of leaves cannot be clearly defined from 

image because of their color similarities.Also,separating every single as well as overlapping leaf 

individually is even more challenging as leaves share almost same color, texture and shape. In 

this paper, we propose a new automatic approach for leaf segmentation from image. Our leaf 

segmentation process uses efficient techniques for processing an image to obtain contours of 

every individual objects. Then, it selects the best appropriate connected contours that represent 

region of every leaves appearing in an image. Our model archives an overall 90.46% 

segmentation rate where segmentation rates for single and overlapping leaves are 95.34% and 

86.73%, respectively. 

 

KEYWORDS 
 
image processing, leaf object segmentation, overlapping leaves, connected contour, object 

boundary detection. 

 

1. INTRODUCTION 
 

Plants are one of the most essential parts of nature and human lives. As almost every plant is 
identified by its leaf, proper plant-leaf identification is essential for agricultural productivity as 

well as industries such as drug, chemical, cosmetics, etc. Leaf identification is also used in crop 

disease identification and identification of rear as well as endangered plants. With the help of 
image processing and object detection based automatic models now a days we do not need 

experienced botanists and hedge effort for leaf identification task. Before identifying a leaf from 

image, using an automatic model, finding its location and segmenting the leaf region from image 
are the initial tasks. Leaf segmentation includes two major procedure: (1) segmenting foreground 

leaf region from natural background and (2) segmenting each single leaf and each occluded or 

overlapping (i.e., object on object) leaf individually from image. Figure 1 shows these two 

procedure of leaf segmentation process on an example image. Detecting leaves from complex 

natural background and separating every occluded leaves of same color and texture make leaf 

segmentation problem challenging. So, now a days, leaf segmentation from image is an area of 
growing research interest with significant applications. 



288                                 Computer Science & Information Technology (CS & IT) 

 
 

Figure 1.  Major procedures of leaf segmentation. 

 

Considering the significant importance and applications, numerous effective methods for leaf 
segmentation have been proposed [1] since the 1980s. The frequently used image object 

segmentation methods include edge-based, cluster-based, region-based and deep learning based 

methods. Niu et al. [2] proposed a model for cotton leaf segmentation using improved watershed 
algorithm. Dornbusch and Andrieu [3] developed a thresholding algorithm for estimating winter 

wheat’s lamina boundaries. Combining global information with local statistical information Peng 

et al. [4] introduced a Chan Vese model for boundary detection of given leaf images. Although 

these models give good performance in case of segmenting a single leaf, accurate and non-
destructive leaf segmentation is still a difficult task. These difficulties are caused by the 

uncertainties of overlapping condition and complex natural background of leaf surroundings. 

Considering the still existing complexities of leaf segmentation, number of segmentation 
techniques needed to be combined.  Z. Wang et al. [5] presented an overlapping leaves image 

segmentation technique based on the Chan Vese model and Sobel operator. In [6], Cerutti et al. 

retrieved the leaf contour of image from a complex natural background by applying a two-step 
active contour algorithm using polygonal leaf model. Kenta Itakura and Fumiki Hosoi [7] 

proposed retrieval of plant structural parameters and methods for automatic and accurate leaf 

segmentation using 3D information point-cloud images. They combine distance transform and 

watershed algorithm. Chunlei, Wand et al. [8] used mean shift segmentation for segmenting 
foreground leaf region. Then they have implemented automatic initialization of active contour 

model (ACM) by calculating the center of divergence (CoD) and finally segmented occluded 

leaves individually using ACM. Daniel D. Morris [9] proposed a pyramid convolutional neural 
network with multi-scale predictions that finds and discriminates leaf boundaries from interior 

textures. Then using a watershed-based algorithm they estimate closed contour boundaries around 

individual leaves using previously detected boundaries. A comparative study of 14 unsupervised 

and 6 supervised segmentation models using Pl@ntLeaves dataset [10] was shown in [11]. 
 

Existing models combined with various segmentation techniques performs well in case of 

segmenting both single and overlapping leaf. But, there exists some still unsolved issues. Some 
models like [5], work with only one species of leaf which does not ensure the performance of 

model for leaves of different species found in different circumstance. Also, in real-life, randomly 

captured image can compromise the performance of some models [7, 8] that usually works with 
high resolution image captured with powerful camera. On the other hand, deep learning based 

models like, [9] do not work better while detecting leaves with internal texture and weak 

boundary clues. Total 20 models compared in [11], work for single leaf segmentation where all 

test images are captured focusing a target leaf at image center.  But, in general leaves are most 
often found in groups where image foreground might contain multiple leaves overlapping one 

another.  

 
Analyzing all these still existing complexities, in this paper, we propose a contour selection based 

leaf segmentation approach using various image processing techniques. In this model, our main 
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aim is to find the region of every individual leaves form image by detecting their appropriate 
contour. By contour, we indicate the outline that is marking the whole boundary of an object. 

Also, in this paper our considerable object is leaf. Most of the traditional contour detection 

algorithms of image either detect contour of leaf region from both foreground and background or 
detect contour without separating individuals. So, in our proposed model we apply some image 

processing techniques as pre-processing tasks before contour detection. These image processing 

techniques not only separate the foreground region from the background but also makes every 

individual leaf boundaries much easier to detect. So, from the processed image we can detect the 
contours that best represent all leaf regions individually. Finally, we segment those detected leaf 

regions (i.e., contours) as individual leaf images. 

 

2. PROPOSED METHODOLOGY 
 

Our proposed model works for segmenting every single as well as overlapping leaves separately. 

So, our goal is to find every contour (i.e., closed boundary) that precisely represents the outline of 

all visible regions of leaves in an image. Figure 2 shows the workflow diagram of our proposed 
model with an example image which visually shows the effect of every step on the input image. 

On the input image, at first we perform some preprocessing (i.e., section A in Figure 2). Leaf 

images can be of different types such as image with really complex background with multiple 
leaves or image with simple background with single leaf etc. Different types of image need 

different processing for better segmentation. So, we perform two different types of processing 

(i.e., section B and section C in Figure 2) on the result from A and generate two processed 
images. Next, we detect two sets of contours from both of those processed images and select one 

best contour set. Finally, we segment those best contours as individual leaf region from original 

input image (i.e., section D in Figure 2). 

 

2.1. Preprocessing (Section A) 
 
The preprocessing steps of our proposed model mainly works for preparing an image for leaf 

boundary detection. This is done by highlighting boundary edges and eliminating unnecessary 

internal and external edges of leaves. 

 

2.1.1. Input Image 
 

At first the input image is read in BGR (Blue, Green, Red) color format. As we use Python 
language and OpenCV library for the model implementation, the input image is read in BGR 

color format instead of RGB. The original version of the input image is stored as Main image and 

a copy of that image is used for further processing. Here, we store Main image because, after all 
processing finally our model segments or detects the actual contour of leaves appearing in input 

image from the original version of it. By this the system ensures noise free output images.  

 

2.1.2. Resize  
 

Processing big sized input image requires unnecessary power and computation time. It also 
sometimes hampers the segmentation accuracy.  So, we select an optimal image size, 800 × 700 

pixels, for input image. As the size ensures better performance for all our test experiments, after 

several number of test cases we have selected this size. When input image exceeds this optimal 
size, our model resizes it to the optimal size and then the resized image is stored as Main image. 

Otherwise, this step is ignored. 
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2.1.3. Preserve Edges  
 

Every leaf has some internal textures and some species have even complex ones (e.g., African 

Blue). These textures create so many unnecessary edges which can manipulate target leaf area 
segmentation. In our model, for segmenting each leaf separately we wish to eliminate all 

unnecessary edges from image and preserve only the boundary edges. 
 

 
Figure 2.  Workflow diagram of our proposed model with example image. 

 

In this paper by unnecessary edges we refer all internal and external edges except the outline 

edges of every leaf object. Because, our aim is to find the contours or outlines of every leaf and 
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segment the connected regions within those. At this stage for smoothing internal texture and 
preserving boundary edges we apply Edge Preserving Filter [12] on image. As the required 

parameters we use 3rd edge preserving filter flag, value 40 for sigma_s (i.e., Sigma Spatial which 

controls the amount of neighborhood for smoothing), and value 0.3 for sigma_r (i.e., Sigma 
Range within the neighborhood which controls how dissimilar colors will be averaged). 

 

2.1.4. Stylize Leaf Boundary 
 

Our model draws thick boundary on the resulting image after smoothing internal texture and 

preserving boundary. We apply Stylization Filter to produce a watercolor effect on image which 
makes every object edge or outline or contour smooth and at the same time sharp [13]. It uses 

Normalized Convolution (NC) filter for providing better accuracy and works faster than other 

outline sharping filters [14]. Eventually it thickens every outline edges and does not get affected 

by internal texture. For this procedure, the value of sigma spatial is set to 60 and the value of 
sigma range is set to 0.07.  

 

2.1.5. Multi-Channel to Single Channel 
 

The next step is to convert the BGR format (3 channel) image into grayscale image (1 channel) 

using equation (1). In grayscale image we need to process only one-third of the image data 
compared to BGR image which significantly reduces the amount of computation and memory 

consumption. 

 

𝐺𝑔(𝑖,𝑗) = 0.114𝐼𝐵(𝑖,𝑗) + 0.587𝐼𝐺(𝑖,𝑗) + 0.299𝐼𝑅(𝑖,𝑗)                (1) 

 

In equation (1), G represents the gray image and B, G, R represent the Blue, Green and Red 
channel respectively of image I, and i, j represents the coordinate value in x and y direction 

respectively.  

 

2.1.6. Blur Background Area 
 

On the stylized grayscale image, the next step is to eliminate the background. But, leaves are 
most often found in groups and our model works for segmenting multiple leaves individually. 

Our model does not use any direct background elimination algorithms as most of those target the 

center of image as foreground which might eliminate some of the foreground leaves which are 
not within the center of image. In our model we apply Gaussian filter for blurring image 

background. The Gaussian kernel is defined in 2D using equation (2). This non-linear filter 

enhances the effect of the foreground pixels and gradually reduces the effects of pixels which are 

farther from the center [14]. Thus, we get an image with much blurry background area and 
smoother foreground area. 

𝐺𝑎𝑢−2𝐷(𝑖, 𝑗; 𝜎) =
1

2𝜋𝜎2
𝑒

(−
𝑖2+𝑗2

2𝜎2 )
(2) 

 

Here Gau-2D(i, j) represents the Gaussian Kernel function where i, j represents the coordinate value 

in x and y direction respectively and σ satisfies the width of the Gaussian kernel. In our model we 
apply a 9×9 kernel with σ value 1.5 in both x and y direction. 

 

2.1.7. Expand Boundary Edges 
 

In our work, we have performed morphological dilation once using a 3×3 integer valued kernel. 

Basically, image dilation enlarges the boundaries of regions of foreground pixels which also fills 
the holes within those regions [15] and joins broken parts. In our model, this procedure grows or 
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expands the areas of bright regions which eventually enlarges the outline edges of leaves. This 
step of processing also contributes in separating overlapping edges. Also, a bigger or thicker edge 

separates two connected objects better than a thin one. The formula used in this dilation process is 

shown in equation (3). 
 

𝐷𝑎(𝑖, 𝑗) = 𝐼(𝑖, 𝑗) ⊕ 𝑘𝑒𝑟𝑛𝑒𝑙 (3 × 3)                                        (3) 

 
Here Da (i, j) represents the output image and I (i, j) represents source image where i and j 

represents the coordinate value in x and y direction respectively.  

 

2.2. Processing of Type One Image (Section B) 
 

In real-life, randomly captured image do not have object at the center of image with blurred 
background. These kinds of image contains scattered foreground objects with complex 

background and more unnecessary edges. These edges make images complex to process and 

hamper contour detection. So, for these kinds of images we need to do some extra processing 

before detecting the contour of leaves and running segmentation.  
 

2.2.1. Smooth Edges 
 

In case of type one image, when dilation process enlarges the brighter edges it might enlarge 

some still existing unnecessary internal texture edges of leaf. To handle that situation after 

dilation we perform a smoothing operation. For this, we apply a 2D Convolution [16] filter where 
we use a 5×5 averaging filter kernel to convolve through the image and rapidly smoothen all 

existing intensity variations within image pixels.  

 

2.2.2. Separate Background and Foreground 
 

In our proposed model, we wish for preparing an input image perfectly ready for individual as 
well as accurate leaf contour detection. Through all the previous steps we eliminate internal 

texture edges, thicken outline edges and also smoothen image. At this step, we separate the 

foreground region’s pixels with a single intensity from the pixels on background. For this reason 
instead of using just a threshold value we use Adaptive Thresholding [17]. It calculates a different 

threshold for different regions of the same image. Here we use Adaptive Thresh Gaussian as 

adaptive method which uses threshold value as the weighted sum of neighbourhood values where 

weights are Gaussian window [18]. Value 1 is set as the subtracting constant from the weighted 
mean in case of weighted sum calculation. To calculate a threshold value, 11 is used as the size of 

a pixel’s neighbourhood. We also use inverse threshold as thresholding style and this thresholding 

helps our system to separate background and foreground and make the foreground objects much 
visible [13]. At the end of this step, we get a background eliminated binary threshold image 

which is ready for contour detection. 

 

2.3. Processing of Type Two Image (Section C) 
 

An image focusing objects at center with less complex background and less amount of leaves, is 
another type of image. Removing background and making it ready for contour detection is less 

complex than type one image. Within our experiments, we find that running these two kinds of 

images through a same procedure does not result in better segmentation performance. So, we 
perform both these two types of processing for every image, detect set of contours from each 

processed image and then select the best set of contour.   
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2.3.1. Binarize 
 

In type two processing, at first we binarize the resultant dilated image found after pre-processing 

for foreground and background separation. For this binarization, we apply binary thresholding 
with Otsu’s thresholding. As Otsu’s thresholding automatically determines the threshold value 

that best describes the image, we apply it directly for background removing. But, it do not 

perform better in case of non-bimodal image. To handle that we use binary thresholding and 
Otsu’s thresholding together where Otsu’s method automatically determines the threshold value, 

pixels below the threshold is turned off and pixels above the threshold value is turned on.   

 

2.3.2. Detect Region Boundary 
 

For detecting the leaves as connected contours from image after background separation we look 
for region boundary or border extraction. Our model performs border extraction by subtracting 

dilation result from erosion result. Dilation and erosion mostly affect the pixels that exists 

between the foreground and background as well as the pixels that exists close to the boundary. 
The difference between the dilation and erosion generally yields all object’s boundary which 

significantly helps the segmentation task and prepares the image for a perfect individual contour 

detection. This boundary detection is performed using equation (4), (5) and (6) sequentially. 

 

𝐷𝑎(𝑖, 𝑗) = 𝐼(𝑖, 𝑗) ⊕ 𝑘𝑒𝑟𝑛𝑒𝑙                                             (4) 

𝐸𝑟(𝑖, 𝑗) = 𝐷𝑎(𝑖, 𝑗) ⊖ 𝑘𝑒𝑟𝑛𝑒𝑙                                          (5) 

𝐵𝑜 (𝑖, 𝑗) =  𝐷𝑎(𝑖, 𝑗)\𝐸𝑟(𝑖, 𝑗)                                            (6) 

 

Here Da (i,j), Er(i,j) and Bo (i,j) represents the image after dilation, erosion and border detection 

respectively, and i, j represents the coordinate value in x and y direction respectively. 
 

2.4. Contour Detection and Segmentation (Section D) 
 

At this step we perform contour detection. We have mentioned earlier that two types of images 

need different processing for better contour detection. Hence, this contour detection is performed 

on both the output images found after type one processing and type two processing. From the 
input image sown in Figure 2, we can see that contour detected from image with separated 

background foreground (i.e., the processed image of type two processing) is much better than 

image with region boundary (i.e., the processed image of type one processing).  
 

2.4.1. Detect Contour 
 
Both the processing of image type one and image type two results a background removed, 

unnecessary edge removed and boundary extracted image. This is the target image of our model 

for which we perform all the previously mentioned processing. From this image, we detect the 
connected regions by detecting their contours. We perform this contour detection using OpenCV 

Library’s findContours() [20] method. The method detects contours from a binary image using 

the Topological Structural Analysis [21] algorithm. Method findContours() finds connected 
regions and stores them as individual contours by following object’s border or outline of an 

image. Broken or closely connected outlines inhibits findContours() from detecting multiple 

object region separately. Also, if overlapping object’s edges are not previously separated as 

individual object edges findContours() will detect one single contour containing all overlapped 
objects within it. Because of these regions our model passes an input image through all those 

above mentioned procedures. Which eventually makes the input image a noise free, smooth 

image with background removed and sharp outline of every individual objects.  
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2.4.2. Compare and Draw Best Contour 
 

The previous step gives us two sets of contours detected from processed image of type one and 

processed image of type two. So, it is time to select the best set of contours from these two.  
Figure 3 shows the comparison process for an example image. For this we simply calculate the 

area of each contour and store these two sets of contour areas into two individual array, say A and 

B, in descending order (i.e., from one set of contours the contour with largest area is stored at the 
first index of corresponding array). Next, we filter these two sets by removing contour areas less 

than a threshold value. Analysing all our collected test images, we found that the contour area of 

a leaf object is more likely to be greater than area value 150. So, we found this threshold value 
150 optimal for all our experiments. Without filtering, sometimes the model might consider a 

non-leaf region (e.g., region within two leaves, example shown at the right most contour of set B 

in Figure 3) as leaf region. After filtering, we compare these two arrays. For comparison at first 

we check whether the number of contour areas of both A and B is greater than five or not. If both 
sets has more than five contours, we calculate the total amount of area of first five contours for 

both set A and B and compare the amount. The set with largest amount is selected as the best 

contour set. 
 

 
 

Figure 3.  Comparison process between two sets of contours. 

 

If any of set A or B has number of contour areas less than five, we check for the set which has 
less contour and store the quantity number, say x, of contour areas of that set. Then comparison 

and best set selection procedure are done as previously using x number of contour areas instead of 

five. After a large number of test cases we select five as the threshold value for this comparison 
and it performs well with our experimental dataset. But, we believe this comparison process can 

be improved with new processes and we are currently working on it. After contour selection, we 

draw the selected contours on a mask image which has the same size as Main. 

 

2.4.3. Segment Detected Contour (Leaves) 
 
Our model processes an input image following the above mentioned procedures and selects the 

best set of contours from the image. These contours actually represent the regions of leaves in 
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main input image. So, the final step is to segment these found contours as regions of image which 
are actually the regions of individual leaves in Main image.   

 

From our selected set of contour on mask image, for each contour, we consider left-to-right as x 
direction and top-to-bottom as y direction. Thus we find a point say (a, b) as top left corner of that 

particular contour. Following that we get a point (say (a, b)) as the top-left vertex and another 

point (say (c, d)) as the bottom-right vertex for each and every contour region. Using these points 

we make a rectangular area surrounding each contour within it. Then using these vertex 
coordinates we crop corresponding region of mask image from the Main image. This cropping is 

just like array slicing. So, for cropping each contour area from image, we supply the b and d 

coordinates, followed by a and c coordinates to slice a rectangular portion from Main image that 
exists within the (a, b) and (c, d) coordinates’ surrounding area. Then these rectangular portions 

are stored as individual images which represent the final leaves segmented from the Main input 

image. 
 

3. PERFORMANCE AND COMPARATIVE ANALYSIS  
 

In this section we discuss about the performance of our proposed leaf segmentation model along 

with some comparative analysis. There exists so many datasets for dense object detection or 
segmentation. But, most of the well-known leaf datasets contain only single leaf image having 

white or black background. To analyses the performance of our proposed model we need images 

with single as well as overlapping leaves in complex natural background. Hence, the experiments 
of our proposed leaf segmentation model are carried out on leaf images collected from the 

Internet and Pl@ntLeaves dataset [10]. Dataset [10] includes 233 images but most of them are 

center focused single leaf images in natural background. To ensure our model’s performance we 

build a dataset containing 190 images of leaves where 153 images are collected from [10] and 37 
images are randomly collected from the Internet. These images contain 150 single leaves i.e., 

leaves without occlusion and 196 occluded leaves i.e., leaves involved in occlusion or 

overlapping one another.    
 

The performance of our proposed model is presented in Table 1. For explaining this comparison 

we follow the way explained in [8]. From all our collected 190 images we calculate the 

percentage of correctly segmented single leaves as well as overlapping leaves. Our model’s leaf 
segmentation performance of every individual leaf is evaluated by segmentation rate and failure 

rate. In Table 1 the portion of leaves indicates overall 346 individual leaves are found within our 

collected 190 images, where 150 leaves are found single and 196 are found with occlusion. 
Segmentation rate refers to the proportion of correctly segmented individual laves from the total 

number of individual leaves. Failure rate refers to the proportion of incorrectly segmented 

individual laves from the total number of individual leaves.   
 

Table 1.  Segmentation performance for occluded and single leaves individually. 
 

 Portion of Leaves Segmentation Rate Failure Rate 

Single 
Leaves 

43.35% (150) 95.34% (143) 4.66% (7) 

Occluded 

Leaves 
56.65% (196) 86.73% (170) 13.27% (26) 

Overall 100% (346) 90.46% (313) 9.53% (33) 

 

Our model successfully segments 313 leaves from 346 leaves of 190 images which ensures 

90.46% overall segmentation rate. Within the 346 leaves 196 leaves were found with occlusion 
and our model correctly segments 86.73% of them (i.e., 170 out of 190). Table 1 also shows that 
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the rate of single leaf segmentation of our model is 95.34% and it only fails to segment 7 single 
leaves out of 150.  

 

Analysis the failure rate of our model we found that in most of the cases our model fails to detect 
leaves whenever the input image if of very low resolution. Also, image being too much blurry 

hinders the segmentation process.  

 

Within the 26 leaves with occlusion that our model fails to segment, some were over segmented 
and some were under segmented. The rate of over segmentation (e.g., one leaf segmented into 

several parts) and under segmentation (e.g., two or multiple leaves segmented as one) is 42.31% 

(11out of 26) and 57.69% (15 out of 26) respectively. Figure 4 shows some example of 
segmented leaf regions with Over-segmentation (OS) and Under-Segmentation (US).  

 

 
 

Figure 4.  Model output with over segmentation and under segmentation. 

 

The performance of our proposed model is quite satisfactory for some reasons such as: (1) our 

model can segment both single and occluded leaf individually at a high segmentation rate, (2) it 

can both separate the closely connected leaves (i.e., leaves touching each other closely) and the 
overlapping leaves (i.e., leaves overlapping one another), (3) it works better on different types of 

images as all 190 test images are collected from different resource, (4) it provides good accuracy 

in segmenting leaves of different species having different shape and texture.  
 

Figure 5 shows how accurately our proposed model performs leaf segmentation procedure. Figure 

5(a) shows an image with its final leaf segmentation result which is collected from our 37 Internet 

images and Figure 5(b) shows an image with its final leaf segmentation result which is collected 
from dataset [10] 153 images. 
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Figure 5.  Leaf segmentation example of two images with input and output. 

 

The combination of image processing and best contour selection approach of our model ensures 

better leaf boundary detection compared to some well-known edge detection algorithms that are 

usually used for object segmentation. Figure 6 shows a source image along with the output results 
found after applying watershed, canny, laplacian, sobel and our model’s processing on it. Figure 6 

also shows the contours detected from watershed, canny, laplacian, sobel and our model’s 

processing applied resultant images which ensures that our model detects better contours, of the 
two overlapping leaves of Figure 6, individually compared to others. 

 

 
 

Figure 6.  Comparing our model’s image processing and contour detection with some other algorithms. 
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Within our study, most of the existing leaf segmentation models work with different datasets and 
use different performance measures for evaluating their model. So, instead of comparing accuracy 

rate, we compare our model on some complex scenario where leaf segmentation becomes tough. 

Enlisting these scenarios we check whether our model can segment individual leaves, compared 
to other existing models, covering each scenario.  

 
Table 2.  Performance comparison of accurate segmentation on different scenario. 

  

Some complex scenario of 

segmentation that existing 

models covers or not covers 

 

Models 

Our 
model 

Ref. 
[5] 

Ref. 
[7] 

Ref. 
[8] 

Ref. 
[9] 

Models of 

Ref. [11] 

Leaves without having much 

boundary clue 
√ ~ ~ ~ × √ 

Image not focusing target leaf 

object 
√ × × √ √ × 

Image having overlapping leaves 
at any corner but not always at 

center of image 

√ √ × √ √ × 

Every individual overlapping 

leaf from image 
√ × √ √ √ √ 

Image of leaves with different 

and internal texture  
√ √ √ × × √ 

√=Leaf Segmentation Possible, ×= Leaf Segmentation Not Possible, ~ = Criteria not applicable for this model as authors do not clarify.   

 
Table 2 shows a comparative analysis of leaf segmentation from image, of our model with some 

existing ones, on different complex scenario. It also explains that our proposed model ensures a 

proper and compelling leaf segmentation from image by covering various complex scenario.  
 

4. CONCLUSIONS 
 

This paper proposes a leaf segmentation system where we aim for segmenting single as well as 

occluded leaves individually from image. At first we apply some image processing techniques so 
that the outline or contour edges of every leaf becomes much visible, smooth and sharp which 

helps in individual object’s contour detection. Then our model performs proper filtering and 

comparison to select the best contour set that matches with the shape of leaves. Finally, our model 
segments those selected contour areas as leaf regions from main image. From the experimental 

results, we see that our model archives an overall segmentation rate 90.46% while segmentation 

rates for single and overlapping leaves are 95.34% and 86.73% respectively, on our created 

dataset.  
 

The working processes described in this paper is applied for detecting contour edges of 

overlapping leaves from complex background. In future we look forward to improve and apply 
these techniques on different sectors such as medical cell images where overlapping objects are 

found within low variance complex background. Our future works will also focus on improving 

the performance of this model even with less processing. 
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ABSTRACT 
 

Speech steganography is a technique of covert communication which conveys secret speech 

hidden in cover digital speech signal in such a way that the existence of the secret speech is 

concealed. In this paper, we develop a steganographic speech coding system based on embedding 
coded secret speech into host public speech coded by the AMR-WB (ITU-T G.722.2) speech coder. 

For the compression of the secret speech signal, we used the 2.4 kbits/s MELP speech coder. The 

embedding process of the secret bit stream is carried out into the split-multistage vector 

quantization (S-MSVQ) indices of G.722.2 immittance spectral frequencies (ISF) by modifying the 

mechanism of the S-MSVQ second stage. 

 

KEYWORDS 
 

Multi-stage vector quantization, steganography, data hiding, ISF parameters, secure speech, 

wideband speech coder, MELP, AMR-WB 

 

1. INTRODUCTION 
 

Steganography is the art of sending secret information in a cover media without arousing 

suspicion. Indeed, modern steganography techniques exploit the characteristics of digital media 
by using them as carriers (covers) to hold hidden information. Thus, the sender embeds secret 

information in a digital cover file to produce a stego-file, in such a way that the contents of 

hidden data and its existence cannot be detected by an observer during the transmission process 
[1]. The secret information can be extracted only at the authorized user's side. 
 

In this work, we focalize particularly on speech steganography techniques which consist in hiding 

a secret speech signal into a cover (host) signal. A variety of speech/audio steganography 
methods have been proposed in the past, where most of them are based on the temporal domain, 

the transform domain and the compression domain. An extended review of the current state-of-art 

literature in digital audio/speech steganography techniques in each domain is given in [2]. In 
compression domain, speech steganography techniques based on vector quantization (VQ) have 

been getting more and more popular, since they enhance the conventional VQ coding by adding 

the possibility of data hiding. 
 

In [3], Chang and Yu proposed a dither-like data hiding method to embed hidden data in the 
multistage vector quantizer (MSVQ) of the Mixed-Excitation Linear Predictive (MELP) and ITU-

T G.729 speech coders. In [4], Geiser and Vary developed a steganographic method to embed 

digital data in the bitstream of an ACELP speech coder. In [5], Laskar and Bouzid proposed two 
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variants of VQ-based speech steganography binning schemes (SBS) for G.722.2 secure speech 
communication system. They showed that the two steganographic SBS methods carried out by 

balanced and unbalanced VQ codebook partitioning can generate stego-speech signals with 

similar quality to cover speech signals. In [6], an AMR-WB speech steganography system was 
proposed based on diameter-neighbor codebook partition method. It was shown that speech 

steganographic system can provide higher and flexible embedding capacity without noticeable 

decrease in speech quality and better performance against statistical steganalysis. 

 
Since the Adaptive Multi-rate Wideband AMR-WB (Rec. G.722.2) [7], [8] speech coder still a 

good candidate for cover medium in speech steganography, we develop in this paper a 

steganographic AMR-WB coding system based on the dither-like data hiding idea. It's about 
modifying the mechanism of the second stage of the split-multistage vector quantizer (S-MSVQ) 

of G.722.2 immittance spectral frequencies (ISF) parameters to embed a secret speech coded by 

the 2.4 kbits/s MELP [9] speech coder.  
 

An outline of this paper is as follows. In section 2, we first review briefly the basics of the 

conventional VQ, the split vector quantizer (SVQ) and the MSVQ. Then, we present the dither-

like data hiding method applied on the MSVQ scheme. In section 3, we describe the design 
principle of a steganographic G.722.2 speech coding system developed according to the S-MSVQ 

based data hiding method. Experimental results are provided in section 4 to evaluate the 

performance of our speech steganographic system. Conclusions are given in section 5. 
 

2. DITHER-LIKE DATA HIDING ON MSVQ QUANTIZER 
 

Several data hiding methods, based on conventional VQ, have been proposed in literature [1], 

[10]. One of the most popular quantization-based data hiding method is probably the quantization 
index modulation (QIM) [11].  

 

Before presenting the dither-like data hiding method applied on MSVQ scheme, let us first 
review briefly the basics of the conventional VQ, the split vector quantizer (SVQ) and the 

MSVQ. 

 

2.1. Basic principle of VQ, SVQ and MSVQ schemes 
 

A k-dimensional VQ of rate R bits/sample (bps) is a mapping of k-dimensional Euclidean space 

k into a finite codebook Y = {y0, …, yL1} composed of L = 2kR codevectors [12]. The design 

principle of a VQ consists of partitioning the k-dimensional space of source vectors x into L non 

overlapping cells {R0,..., RL1} (partition) and associating with each cell Ri a unique codevector yi 
such that the total average distortion D is minimized [12]. Various algorithms for the optimal 

design of VQ have been developed in the past. The most popular one is certainly the LBG 

algorithm [12]. This algorithm is an iterative application of the two optimality (nearest neighbor 

and centroid) conditions such as the partition and the codebook are iteratively updated. 
 

In other hand, an N part k-dimensional SVQ (noted N-SVQ) is composed of N classical VQs of 

smaller sizes and dimensions [13]. Its basic principle consists of partitioning the set of the 
training base vectors x of dimension k in N subsets of sub-vectors of smaller dimension ki (with

kk
N

i i  1
). Then, for each part, the corresponding VQ codebook will be designed by using the 

LBG-VQ algorithm. Compared to a conventional unstructured k-dimensional VQ, of rate R bps 

and size L = 2Rk, an N-SVQ is thus composed of N codebooks of smaller sizes Li = 2Riki (where

 


N

i iLL
1

and Ri is the partial rate in bps). Figure 1 shows a bloc-diagram of an N-SVQ 

quantizer.  
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Concerning the conventional MSVQ, we can say that it is a kind of cascaded VQ where the 
output of one stage is given as an input to the next stage and the bit rates used for quantization are 

divided among  all successive  MSVQ stages  [14], [12]. The first MSVQ stage  performs a 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 1. Bloc diagram of N-SVQ quantizer 
 

VQ quantization of the input vector. Then, the second stage operates on the error vector between 
the original input vector and quantized first stage output. Practically, the quantized error vector 

(called residual) provides a second approximation to the original input vector leading to a more 

accurate representation of the input. A third stage may then be used to quantize the second stage 
error vector to provide further accuracy and so on. The final quantized version of the input vector 

is obtained by summing the output codevectors of all stages. The coding bit rate R of an M stages 

MSVQ is the sum of bit rates allocated to each MSVQ stage (  





M
i iL

M
i iRR

1 2log
1

).  Figure 

2 presents  an  example of a two  stages MSVQ encoder/  
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Figure 2. Two stages MSVQ encoder/decoder 
 

decoder, where  the VQ1  of the MSVQ first stage includes the pair of the encoder E1 and the 
decoder D1. The MSVQ quantized version of the input vector x is given by:  xq = D1(i1) + D2(i2) = 

xq1 + eq. 

 

2.2. Dither-like data hiding  
 

Dithered quantization is a well-known technique used to reduce or to eliminate the statistical 
dependence between the original signal and quantization error. This is most often achieved by 

adding (pseudo-) random noise signal (called dither signal) to the original input signal prior 

quantization [11], [15]. 
 

In subtractive dithering, the dither signal is further subtracted from the quantizer's output. Thus, 

the total quantization error can be rendered statistically independent of the input signal as well as 

rendering error samples separated in time statistically independent of one another. This ensures 
that the power spectrum of the total error is independent of the system input, and that it is 

spectrally flat (white) even if the dither signal is not. 

 
In a non-subtractive dithered system, this subtraction operation is omitted. In the subtractive 

dither-like data hiding (noted here SDDH) method proposed by Chang and Yu [3], the binary last 

stage codevector index of an MSVQ scheme are replaced with secret data bits. Thus, the last 
stage codevector, which is indexed now by the secret bits, is first subtracted from the original 

input vector to be quantized before running the MSVQ.  

 

The SDDH idea [3] comes from the fact that in an MSVQ scheme the signals in last stages tend 
to be less correlated [12]. Consequently, if the codevector binary index of the last stage is 

replaced by the secret bits sequence to be hidden, the last stage can be viewed as a random noise 

that generates uncorrelated data with previous stages, which is the same as subtractive dithering 
[11]. By subtracting this noise data from the input of the MSVQ encoder, and adding it back at 

the MSVQ decoder, the degradation caused by hiding secret data can be reduced compared to the 

traditional non-subtractive dither (noted here NDDH) system. Let us note that in the case of 

conventional NDDH system, the secret data bits replace simply the MSVQ last stage binary index 
without vector subtraction at the first stage.  
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Examples of conventional NDDH and SDDH schemes are shown respectively in Figure 3-(a) and 
Figure 3-(b). The data hiding systems are applied to a  two stages MSVQ with the second  

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 
 

 
Figure 3. Two stages MSVQ dither-like data hiding: (a)- SDDH scheme, (b)- NDDH scheme 

 

stage index used to hide secret data is. In the SDDH scheme, the MSVQ second stage codevector 
yis (i.e., D2(is)) indexed by secret sequence is is first extracted and subtracted from the input vector 

to be quantized x. Then, the first stage MSVQ is run as usual with xD2(is) as input vector. The 

second stage MSVQ is never operated. The second codevector index i2, supposed to be delivered 

by this stage, is replaced by secret sequence is. Thus, the decoder receives the indices i1 and i2 = is 
and performs exactly the same procedure as a MSVQ decoder to reconstruct the quantized 

version of x: xq = D1(i1) + D2(is). At the same time, the secret sequence is is obtained as i2. 

 

3. SPEECH STEGANOGRAPHIC SYSTEM: APPLICATION OF THE G722.2 S-

MSVQ DATA HIDING SCHEME  
 
In this section, we present a steganographic AMR-WB (G.722.2) speech coding system 

developed according to the S-MSVQ based data hiding method. Its basic principle consist in 

modifying the mechanism of the second stage of the S-MSVQ of G.722.2 ISF parameters to 

embed a secret speech coded by the 2.4 kbits/s MELP coder. Before presenting our speech 
steganographic system, let us first review briefly the S-MSVQ scheme principle.  

 

3.1. Split MSVQ 
 

The S-MSVQ is a hybrid scheme based on a MSVQ scheme combined with SVQ. Indeed, the S-

MSVQ is a modified MSVQ with N-SVQ stages. It is structured in several successive stages, 
where each stage is represented by an N-SVQ instead of a simple VQ as in the conventional 

MSVQ. An example of a two stages S-MSVQ scheme is given in Figure 4. 
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Figure 4. Two stages S-MSVQ scheme 

 

The input vector x is first quantized by the N-SVQ of the first stage. Then, the quantization error 

(residual) e is used as an input to the second stage N-SVQ to obtain the quantized version eq of 
the first stage residual error e. The final quantized version of x is simply the sum of the two 

output codevectors xq1 and eq. Notice that the total number of bits allocated for quantization is 

divided among the S-MSVQ stages and the N split regions of each stage.  

 

3.2. G.722.2 S-MSVQ-based data hiding scheme  
 
Recall that the G.722.2 ISF parameters are quantized by a two stages S-MSVQ with 1st order MA 

predictor [7]. The standard G.722.2 S-MSVQ uses seven VQ codebooks, where two codebooks at 

the first stage (named here CB11 and CB12) and five codebooks (named CB21, CB22, CB23, CB24, 

CB25) at the second stage. Notice that the G.722.2 S-MSVQ works at 36 bits/frame for the lowest 
bit rate mode 0 (6.6 Kbits/s); and at 46 bits/frame for the other eight higher bit rate modes (8.85 

to 23.85 Kbits/s). 

 
For the standard 46 bits/frame S-MSVQ, 16-dimentional residual ISF vector fr = (fr

1, …, fr
16) is 

split into two subvectors of dimension 9 (fr1 = (fr
1, …, fr

9)) and 7 (fr2 = (fr
10, …, fr

16)), respectively. 

The 2 subvectors are then quantized in two stages. In the first stage, each subvector is quantized 

using 8 bits. In the second stage, the two quantization error subvectors 
11

ˆ
1 rr ffe  and 

22

ˆ
2 rr ffe  are split respectively into 3 and 2 subvectors according to the part divisions (3-3-3) 

and (3-4). The bit allocation for each subvector in the second stage are (6, 7, 7) bits and (5, 5) 
bits, respectively. 

 

In our speech steganographic G.722.2 S-MSVQ-based data hiding system developed according to 
the SDDH principle, the codevectors binary indices of anyone one of the five second stage 

codebooks can be used to hide the secret bits sequences. The binary indices of the last stage are 

replaced simply by the secret bits sequence to be hidden. For a comparative evaluation, we 
developed also a speech steganographic G.722.2 system based on the NDDH approach.  

 

It is important to note that in our steganographic G.722.2 systems, we can use a combination of 

more than one second stage codebook to perform the data hiding. Thus, the five codebooks CB21, 
CB22, CB23, CB24, CB25 can all be used in hiding process. Thus, some (or all) of the bit rate 

allocated to the second stage G.722.2 S-MSVQ can be used to embed secret bits. Figure 5 present 

an example of speech steganographic G.722.2 system where the second stage S-MSVQ CB25 is 
used for hiding secret bits sequence is. Notice that the bloc VQj in the S-MSVQ includes the pair 

of the encoder Ej and the decoder Dj. 
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Figure 5. Example of steganographic G.722.2 S-MSVQ where the VQ CB25 is used for hiding 

 

4. EXPERIMENTAL RESULTS 
 

In this section, we evaluate the performance of our steganographic G.722.2 speech coding 

systems, designed based on modifying the mechanism of the second stage of the G.722.2 S-

MSVQ quantization of ISF parameters (ISFs). The data hiding S-MSVQ modification concept 
was carried out according to the basic idea of SDDH and NDDH approaches. The steganographic 

systems were called respectively S-MSVQ-SDDH and S-MSVQ-NDDH. 

 
In our applications, the main purpose is to hide a secret speech signal coded by the 2.4 kbps 

MELP into a host public speech coded by the G.722.2. Notice that in all simulations, we used the 

G.722.2 in mode 12.65 kbits/s where the ISFs are coded by an S-MSVQ of 46 bits/frame.  

 

4.1. Performance evaluation criteria 
 
Performance evaluation of the implemented speech steganographic systems will be done 

according to the hiding capacity represented by the embedding rate of the secret speech and to the 

transparency (imperceptibility) represented by the perceptual quality of the speech stego-signal 

synthesized by the G.722.2 with embedding procedure. 
 

The total embedding rate is given by the ratio of the number of hidden secret bits and the length 

of the host speech coder frame (i.e., 20 ms in G.722.2). Let us note that in our steganographic 
systems, the embedding rate is variable according to the combination of codebooks used in the 

data hiding process. Table 1 gives the embedding rates (in bits/frame and in bits/s) when using 

each second stage S-MSVQ codebook individually. 
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Table 1. Embedding rates of steganographic S-MSVQ systems 

 

Used 
Codebooks 

Embedding  
rate (bits/frame) 

Embedding 
rate (bits/s) 

CB21 6 bits 300 
CB22 7 bits 350 
CB23 7 bits 350 
CB24 5 bits 250 
CB25 5 bits 250 

 
It should be noted that the real total embedding rate is the sum of the individual embedding rates 

of the codebooks used in combination in the embedding process. If we use, for example, the 

binary indices of the VQ codebooks CB21 and CB22 to hide the secret bits sequence, the 

embedding rate is then equal to 650 bits/s. Thus, according to the possible codebook 
combinations, we can use several embedding bit rates ranging from 250 bits/s (minimum 

embedding rate) to 1500 bits/s (maximum embedding rate). 

 
On the other hand, for imperceptibility, we use the ITU-T Rec. P.862.2 known under the 

abbreviation WB-PESQ (Wide Band extension of Perceptual Evaluation Speech Quality) [16] to 

evaluate the coded cover/stego speech signals quality. The hidden speech signal is imperceptible 
if a listener is unable to distinguish between the cover and the stego speech signals; which means 

that the WB-PESQ difference between the two cover/stego signals is negligible. 

 

The performance of the steganographic S-MSVQ quantizer will be also evaluated by the well-
know average spectral distortion (SD) measure. The spectral distortion of each frame i is given, in 

decibels, by [13], [17]:  
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where S(ej2n/N) and Ŝ(ej2n/N) are respectively the original and quantized power spectra of the LPC 

synthesis filter, associated with the ith frame of speech signal.  

 

Generally, we can get transparent quantization quality if we maintain the three following 
conditions  [13]: 1)- The average spectral distortion (SD) is about 1 dB, 2)- No Outliers frames 

with SD greater than 4 dB, 3)- The percentage of Outlier frames having SD within the range of 2-

4 dB must be less than 2%.  
 

4.2. Performances of steganographic S-MSVQ coding systems 
 
For each embedding rate, we performed an optimization procedure of our steganographic 

systems. It consists in finding the best choice of second stage S-MSVQ codebooks that can be 

combined in the hiding process to obtain the best possible performance. 
 

The speech database used in the experiments consists of 60 minutes of speech taken from the 

international TIMIT database (fs = 16 kHz) [18]. To construct the ISF database, we used the same 
LPC analysis function of the G.722.2, where a 16-order LPC analysis, based on the 

autocorrelation method, is performed every analysis frame of 20 ms. Thus, a database of 180000 

ISF vectors was constructed.  
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For embedding rates varying between 5 and 30 bits/frame, the SD performances of speech 
steganographic G.722.2 S-MSVQ-SDDH and S-MSVQ-NDDH coding systems are shown in 

Table 2, where the secret bits sequences are generated randomly. 
 

For a given embedding rate, the VQ codebooks noted in the table are only the second stage 
codebooks (CB21, CB22, CB23, CB24, CB25) in which "1" means that the corresponding codebook 

is used in the embedding procedure. The bit rate of this VQ codebook is then reserved for the 

secret bits sequence to be hidden. For example, the notation "18 (1-0-1-0-1)" means that for an 
embedding rate of  18 bits/frame, the codebooks CB21, CB23 and CB25 of the modified S-MSVQ 

second stage were selected as best choice to be used in hiding 18 bits per each frame. 
 

Table 2. Performance of steganographic S-MSVQ-SDDH and S-MSVQ-NDDH systems 
  

Embedding 
rate 

(Bits/frame) 

S-MSVQ-NDDH systems S-MSVQ-SDDH systems 

Av. SD 
(dB) 

Outliers (in %) Av. SD 
(dB) 

Outliers (in %) 

2 - 4 dB > 4 dB 2 – 4 dB > 4 dB 
5 (0-0-0-0-1) 1.65 21.63 0.08 1.48 14.82 0.06 
6 (1-0-0-0-0) 2.34 60.79 3.20 2.03 46.36 1.64 
7 (0-1-0-0-0) 1.92 39.39 1.11 1.79 31.98 0.64 

10 (0-0-0-1-1) 2.20 58.38 0.78 1.92 39.05 0.40 
11 (1-0-0-0-1) 2.72 75.34 6.40 2.35 62.14 2.70 
12 (0-0-1-0-1) 2.39 65.97 2.53 2.13 51.38 1.37 
14 (0-1-1-0-0) 2.61 71.19 5.66 2.40 64.21 3.31 
16 (1-0-0-1-1) 3.09 80.70 12.65 2.67 73.41 5.93 
17 (0-1-0-1-1) 2.81 81.93 6.35 2.48 69.77 3.20 
18 (1-0-1-0-1) 3.27 76.25 18.82 2.84 75.79 9.05 
20 (1-1-1-0-0) 3.41 71.99 24.02 3.10 76.91 14.50 
23 (1-1-0-1-1) 3.57 69.77 28.64 3.12 77.40 14.95 
24 (0-1-1-1-1) 3.29 79.05 17.93 2.95 80.70 9.85 
25 (1-1-1-0-1) 3.67 65.67 33.00 3.29 76.03 19.30 
30 (1-1-1-1-1) 3.98 53.12 46.57 3.54 69.37 28.53 

 

These results show that the SD performance degradation due to embedding process is not 

proportional to embedding rate. For example, for an embedding rate of 10 bits/frame, the SD 

degradation caused by hiding in the last second stage codebooks CB24 and CB25 binary indices is 
less than that caused by hiding in the first codebook CB21 binary indices of the 6 bits/frame case. 

Indeed, the degradation is rather related to the importance of the used codebook in frequency 

domain. Knowing that the human auditory system (HAS) is more sensitive in low frequencies 

bands, therefore the codebooks which represent the high frequencies are less important than those 
of the low frequencies. 
 

On the other hand, these SD comparative results show that the steganographic S-MSVQ-SDDH 

system outperform the S-MSVQ-NDDH coding system. 
 

4.3.Performance evaluation of speech steganographic G.722.2 with ISFs quantized 

by modified S-MSVQ 
 

The cover public speech database used in the following evaluations is composed of 10 speech 

sequences of 32s extracted from the same TIMIT database. The secret bit stream was generated 
by the 2.4 kbps MELP from a speech sequence of fs = 8 kHz extracted from a phonetically 

balanced Arabic speech database [19]. 
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Table 3 presents WB-PESQ performance comparative evaluation of the global G.722.2 where its 
ISF parameters were quantized by the 46 bits/frame steganographic S-MSVQ in which the second 

stage structure is modified according to the basic concept of SDDH and NDDH, respectively. 

Notice that an embedding rate of 0 bits/frame means the original standard G.722.2 without 
steganography (i.e assessment of the cover speech signal). Note also that for each embedding 

rate, the best choices of the used steganographic second stage S-MSVQ codebooks are the same 

as those mentioned in Table 2. 

 
Table 3. Performance of the global speech steganographic G.722.2 coding system 

 

Embedding rate 
(Bits/frame) 

G.722.2 with  
S-MSVQ-NDDH 

G.722.2 with  
S-MSVQ-SDDH 

WB-PESQ WB-PESQ 
0 3.790 3.790 
5 3.775 3.738 
6 3.265 3.321 
7 3.684 3.728 

10 3.651 3.651 
11 3.233 3.337 
12 3.665 3.700 
14 3.556 3.568 
16 3.210 3.279 
17 3.579 3.574 
18 3.224 3.312 
20 3.054 3.110 
23 3.093 3.161 
24 3.480 3.553 
25 3.072 3.105 
30 3.033 3.139 

 
These simulation results show that for some embedding rates (5, 7, 10, 12, 14, 17 and even 24 

bits/frame) the overall quality of stego-speech is almost identical to quality of cover public 
speech; which means that developed steganographic S-MSVQ-SDDH and S-MSVQ-NDDH 

techniques are practically imperceptibles. Most WB-PESQ scores of the stego-signals are higher 

than 3.55. Hence, a good speech quality was obtained and no perceptual degradation was caused 
by the embedding process.  

 

On the other hand, steganographic S-MSVQ-SDDH system yields slight improvement to the 

G.722.2 WB-PESQ performance compared to steganographic S-MSVQ-NDDH system. 

 

5. CONCLUSIONS 
 

In this paper, we developed a steganographic S-MSVQ quantizer for G.722.2 secure speech 

communication system. The embedding process of secret bits was carried out into the second 
stage S-MSVQ indices of G.722.2 ISFs according to the basic idea of subtractive (non-

subtractive) dither-like data hiding. The global steganographic speech coding system was then 

based on embedding MELP coded secret speech into host public speech coded by the AMR-WB 
(ITU-T G.722.2) speech coder.  

 

The simulation results showed that when the G.722.2 second stage S-MSVQ sub-codebooks of 

high frequencies bands are involved in the embedding process, our steganographic S-MSVQ-
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SDDH and S-MSVQ-NDDH systems are practically imperceptibles. Indeed, for some embedding 
rates (5, 7, 10, 12, 14, 17 and even 24 bits/frame), the G.722.2 (with S-MSVQ-SDDH) can 

generate stego-speech signals with similar quality to cover speech signals. Hence, the developed 

steganographic S-MSVQ-SDDH system can ensure a good transparency with a maximal 
embedding rate of 24 bits/frame (1200 bits/s). On the other hand, we can reach a maximum 

embedding capacity of 1500 bits/s but with a significant degradation in terms of SD and WB-

PESQ. Robustness against intentional and non-intentional attacks has not been investigated in this 

work; it will be studied in future work. 
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ABSTRACT 
 

Unmanned vehicle technologies are an area of great interest in theory and practice today. 

These technologies have advanced considerably after the first applications have been 

implemented and cause a rapid change in human life. Autonomous vehicles are also a big part 
of these technologies. The most important action of a driver has to do is to follow the lanes on 

the way to the destination. By using image processing and artificial intelligence techniques, an 

autonomous vehicle can move successfully without a driver help. They can go from the initial 

point to the specified target by applying pre-defined rules. There are also rules for proper 

tracking of the lanes. Many accidents are caused due to insufficient follow-up of the lanes and 

non-compliance with these rules. The majority of these accidents also result in injury and death. 

 

In this paper, we present an autonomous vehicle prototype that follows lanes via image 

processing techniques, which are a major part of autonomous vehicle technology. Autonomous 

movement capability is provided by using some image processing algorithms such as canny 

edge detection, Sobel filter, etc. We implemented and tested these algorithms on the vehicle. The 

vehicle detected and followed the determined lanes. By that way, it went to the destination 

successfully. 

 

KEYWORDS 

 

Autonomous Vehicle, Lane Detection, Image Processing, HSV Color, RGB Color, Canny Edge 

Detection, DC Motor, Region of Interest (ROI), Vanishing Point, Sobel Filter 

 

1. INTRODUCTION 
 

Lane tracking is one of the most important tasks for autonomous vehicles. There are one or more 
lanes on each road. In a vehicle without lane tracking, there is no steering and this causes to 
accidents. 
 

Prior to the development of autonomous vehicles, the vehicles had Active Lane Tracking 
Assistance. This system is used by many famous vehicle brands due to the lack of autonomous 
vehicles. The application of this system includes different types. These are just sound and 
vibration warning, steering interventions instead of the driver etc. This system helps keep the 

vehicle in the lane. Therefore, the importance of lane tracking system is understood. 
 

A driving experience without lane tracking is not considered. In order to move with the correct 
timing, it must follow the path in real motion while in motion. This monitoring is usually 
performed in accordance with the timing of the images taken from the camera. 
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The algorithm of the vehicle allows to protect the lane. It adjusts the vehicle speed according to 
the lane. In addition, with the designed algorithm, the autonomous vehicle gives the 
  
vehicle an idea of what kind of moves it should follow if it wishes to cross a different lane in the 
future. First, the lane where the autonomous vehicle is located has to be detected and the 
snapshots are captured from the camera. These snapshots are called frames. There are many 

methods of image processing and are used to detect the lane. The lane lines are with the help of 
the camera which can see both sides of the vehicle. First, the quality of the picture should be 
improved and the lines should be determined. After that, the vanishing point and the Region of 
Interest (ROI) are determined. With the determined ROI, the vehicle understands how the lane 
continues in the direction. With the determination of the lane, the vehicle is given the instructions 
to continue straight to the vehicle according to the angles determined by the lane and to turn right 
or left. 
 

This paper is organized as follows: Section 2 contains relevant studies and provides a 
comprehensive overview of the different detection methods that are used to the project. The 
functions and models used in Chapter 3 are presented. The experience gained in Chapter 4 is 
explained and the project output is given. In Chapter 5, the operating logic of the car following 
the lane is explained with a flow diagram. The results obtained are given in Chapter 6. 
 

2. RELATED WORKS 
 

The interest in autonomous vehicles has been increasing rapidly in recent years. In this paper, 
image processing algorithms for lane detection and tracking are mentioned. 
 

There are several techniques for performing lane detection. First of all, the image processing 
methods used in the project should be examined to find the lines. Thereafter, lines should be 
identified from image frames where image processing techniques are applied. After this step,  the 
ROI between the lines should be found. In addition, a virtual line is drawn in the middle of these 

lines to make the path look like a curve. With this curve, the bend of the way is determined by 
finding the angle. With this angle, the vehicle has an angle of movement and the vehicle moves in 
a straight, right-handed, left-handed direction according to the specified angle. 
 

In this paper, we examine the related studies in three stages. These steps are: image processing 
techniques, detecting lane lines and finding ROI. 
 

2.1. Image Processing Techniques 
 

In the design of the algorithm, firstly the mutation from RGB color space to HSV color space is 

made. According to some studies, it is more convenient to use HSV color space when we want to 
differentiate an object of a certain color in any computer vision/image processing application [1]. 
In addition, the HSV color space provides clarity of the colors in the image. HUE is also used to 
distinguish colors more clearly. 
 

Color images contain more information than gray level images. For this reason, in some related 
studies, the edge detection process for color images has been examined. Grayscale method is one 
of these methods. The cost of detecting ROI in the image was reduced by the Grayscale image 
conversation method and the process was accelerated [2,3]. 
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2.2. Determination of Lane Lines 
 

Canny edge detection, Hough transformation and Sobel filter methods are the methods used to 
find the lane lines. 
  
Canny edge detection is a method of edge detection. The lanes are lines and have edges. Hough 

transformation method is a method that finds and shows shapes. Since the lane lines have a shape, 
lane lines can be found by the Hough transform method [4]. 
 

Sobel filter method is a separate method used to find the edge. 
 

It is seen in all the studies obtained the use of the edge detection algorithm in images with a 
grayscale colour space is closer to the edge information in the actual image. 
 

2.3. Finding Region of Interest (ROI) 
 

The area of the lane is called the ROI. While some algorithms have an ROI up to the point where 

the lines can be detected by combining the lane lines in the image, some algorithms have methods 
for finding the ROI based on vanishing point detection techniques [5]. 
 

There are two common methods for the detection of ROI. Firstly, left and right lane lines are 
found. In the first method, the lane lines are stretched and intersect at one point. A triangular 
region is formed. The area within the triangular region up to the region where the lane are 
detected forms a rectangular region. This field returns the ROI. The deviation difference of the 
angles and the obtained region is calculated and the direction of the path is calculated. [1] 
 

Another method is to determine the ROI by determining the skyline. Horizon line is the line 

where the earth globe and sky intersect when viewed in nature. With the determination of the 
horizon line, the lane lines are also combined and the intersecting area shows the ROI.  
 

3. DESIGN OF THE LANE FOLLOWING AUTONOMOUS CAR 
 

The design part of the car is divided into two parts. These are the movement of the software and 

the hardware of the vehicle. The software field is algorithm design and coding. 
 

3.1. Software 
 

The designed code has a layered architecture. There is a python file with a main structure named 
Main. Methods in other Python files are imported and run by calling the methods respectively. 
The lane lines must be determined in the algorithm of the car following the lane. For this, lane 
detection algorithm is used. Image processing techniques are used in the lane detection algorithm. 
These image processing techniques are described in the below. 

 
By applying image processing techniques, lane lines are determined from the obtained image. 
These lane lines are calculated and centered in the algorithm and center lane is formed. The 
algorithm written for ROI detection is called here and the calculation of the ROI is done in this 
algorithm. The ROI-finding algorithm maintains the intersecting and polygon definition region on 
the image. This is the area between the lane and the horizon. In order to detect the lanes, image 
processing methods are applied to the given picture frames of the frame name taken from the 
image in the received camera. These methods; Conversion from RGB to HSV color space, 

Gaussian Blur, Gray Scale method, Canny Edge Detection, Hough Transform methods were used. 
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(a) Original frame                                    (b) HSV frame 
 

 

                         (c) Grayscale frame                       (d) Canny Edge Frame Figure 1. Steps of image 

processing methods on a path   

 

In Figure 1 (a), a path with RGB color space was converted to HSV color space as in Figure 1 (b). 
Color saturation increases with HSV color space. Then, the image was processed as shown in 
Figure 1 (c) using Gaussian Blur and Gray Scale methods. Figure 1 (d) is used to understand the 
line of the lanes on the road by using Canny edge detection and Hough Transform methods. As a 
result of the calculations, the strip lines are perceived as shown. In Figure 2-a, a re- converted 
image frame is given to the RGB image. In Figure 2-b, an image frame that is not converted to 
RGB color space is given. 
 

 
 

(a) Original path image                                  (b) Detected Lane from image 
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                           (c) Detected interested lane                   (d) ROI of the path image Figure 2. Detection of 

lanes in a sample path 

 

In Figure 2 (a), the algorithm is written to detect the road where the vehicle is located and this 
lane is shown based on the nearest lane. In Figure 2 (b), the ROI of the lane was found. 
 

In Figure 2-c, the algorithm is written to detect the path where the vehicle is located and this lane 
is shown based on the nearest lane. Figure 2-d shows the ROI of the lane. 
 

3.2. The Movement of the Vehicle 
 

We want the vehicle to center the strips before start moving. In the code, the function that 
generates the virtual line is written to center. Then you need to follow the lane where it is located. 

For tracking of the lane, the ROI has the angle of rotation of the lane. When driving straight 
ahead, the vehicle is commanded to continue straight ahead. We used DC motors for the 
movement of the vehicle. 
 
GPIO.output(Motor1A,GPIO.LOW) 
Above left is the left motor stop command. In the same way, the right engine must be stopped for 
a right turn. This stop command may be slightly different, if the vehicle is not going to turn 

completely and rotating at a different degree than the angle of 180, the motor in the direction of 
rotation is decelerated and the motor in the other direction is accelerated. This is the logic of the 
vehicle's progress and rotation relative to the road. 

 

 
 

Figure 3. Image of autonomous vehicle prototype 

 

4. EXPERIMENTS 
 

The most important part was the progress of the coding step by step. During the last construction 
phase of the vehicle, the movement of the vehicle in relation to the road in a road video was 
observed by remote connection to the computer without connecting the camera. The code was 
then executed according to the images taken from the camera. In both structures, the vehicle has 
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been shown to proceed in a desired manner. This study was also carried out as a graduation 
project and successfully completed. 
 

5. THE PROPOSED METHOD 
 

 
Algorithm. Pseudocode for the proposed method 

 

 
 

Figure 4. The proposed method: The Flowchart and The Pseudocode. 

 

The figure above shows the algorithm-based operation designed in the period from the start of the 
vehicle to the closing of the vehicle. 
  
When the vehicle is started, the camera also operates (Scheme1) and instant frames (frames) are 
taken from the camera (Scheme2). Lanes are detected by image processing methods and ROI is 
found (Scheme3). When the ROI is found, it is understood how the vehicle should be directed to 

protect the lane and there is an angle for this (Scheme 4). The angle found is adjusted by the 
speed of the right and left motors (Figure 5). As long as the vehicle is not switched off, the 
camera operates and returns to Scheme2, resulting in a flow loop. If the vehicle is switched off 
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(Scheme6 takes yes), the flow switches to Scheme7 and the autonomous vehicle and camera are 
switched off. 
 

6. CONCLUSION 
 

In this paper, an autonomous vehicle prototype that detect lanes via image processing techniques, 
which are a major part of autonomous vehicle technology is presented. Some image processing 
algorithms such as canny edge detection, Sobel filter, etc. are used to provide autonomous 
movement capability. They were implemented and tested on our prototype vehicle. The prototype 

vehicle detected and followed the determined lanes successfully and it reached the destination. As 
a future work, we are planning to use generative neural networks, deep learning, and various 
machine learning algorithms to detect lane and traffic signs together. 
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ABSTRACT 
 

Localization of Wireless Sensor Network (WSN) is the problem of finding the geo-locations of 

sensors in a sensor network deployed in various applications. Given the prolification of 

sensors in various applications, the localization and tracking of sensors have received 

considerable attention. Properties of rigidity and flexibility of the underlying graph of the 

WSN have been studied  as a means of determining the localizability of the nodes in the WSN. 

In this paper, we present a new 3-merge technique  for merging three rigid clusters of a 

network graph, into larger rigid cluster and we use this algorithm for finding maximal 

localizable regions within the  WSN.  We provide simulation results on random deployments 

of WSN to prove that this technique outperforms previously known algorithms for finding 

maximal localizable subregions. Moreover, simulation results show that the number of 
anchors needed to localize the entire WSN decreases due to finding large localizable regions.  

 

KEYWORDS 
 
Wireless Sensor Network, localization, rigidity, cluster, merging 

 

1. INTRODUCTION 
 

Wireless sensor networks are a collection of sensor nodes deployed in various applications 

including environmental monitoring, search and rescue missions, autonomous driving, target 
tracking, healthcare monitoring, forest fire detection etc.[13][7][16][17]. Awareness of the exact 

location of the sensors is cruicial to the success of these applications. Once deployed, in a 

majority of these applications, the sensors move after deployment and therefore predetermining 

the location of the sensors is not practical. Moreover, it is not always possible to  equip the 
sensors with GPS due energy consumptions and obstructions in indoor applications. 

Determining the ge-locations of sensors is the problem of localization of a WSN.  

 
There have been several approaches to localization depending the capability of the sensor nodes 

to obtain various information about the context it is in,  and whether the algorithm is centralized 

or distributed[9]. The range-based approaches assume that sensors can find the distance to 
neighborng sensors within their sensor radius using RSSI signal strength, or time difference of 

arrival (TOA) between radio signals. In addition, angle of arrival (AOA) of a signal [10], can be 

used determine the location of the sensors. In range-free approaches, where distance betweeen 

sensors in not known, [2][12], number of hops is used for localization. Many approaches 
assume that there are specialized anchors whose location is known, in cases where limited 

number of GPS equipped sensors are available. In range-free localization, number of hops to an 

anchor is used as a means of locating sensors. 
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In self-localization, nodes localize using distribued computation[9][11], by exchanging 

information with surrounding nodes. The geometric property of location of nodes dictates that 
given a set of nodes whose locations are known and an unlocalized nodes whose distance to 

three localized nodes are known, the location of the unlocalized node can be uniquely 

determined. The process of thus growing localized set of nodes by spanning out the localized 

nodes is called trilateration. Trilateration [1],[18] is commonly used as a means of localizing 
nodes, and often a variation of bilateration is used to find location of nodes. Moreover 

localization is assisted by a mobile anchor or mobile robot that help add missing distances 

between sensor nodes [15][19]. 
 

In centralized approach where each node sends its data to a centralized server, the distance map 

or any other information provided can be used for localization. The MDS-MAP [6] technique 

finds the missing distances using shortest path algorithm and uses distance matrix for 
localization. It turns out that given a distance map between nodes, finding the exact geo-

locations of nodes is closely related to the problem of rigidity of the underlyling network graph. 

Therefore finding large rigid subgraphs within a WSN is extremely useful in localizing large 
number of sensor nodes. Therefore there has been considerable interest in using rigdity for 

localization. [3][9]. Recently, Erin [4] has proposed a new graph invariant for graph rigdity, 

namely redudancy index and rigdity index. There exists a unique realization of the graph onto 
2D plane if and only if the given the WSN is uniquely localizable. While checking if a graph is 

globally rigid is polynomially solvable, finding locations of the nodes in a rigid graph is NP-

Complete. Using our polynomial time algorithm, large globally rigid subregions can be found in 

the network each of which are localizable.. Note that actual realization of this lower bound 
would require 3 anchors per rigid retion, and using MDS-MAP algorithm for each rigid region 

and merging the local maps to obtain a global map. Our experimental results indicate that this 

new 3-merge technique localizes large number of nodes in any randomly deployed WSN.  
 

It is shown that even in sparse networks, a large percentage of nodes can be localized with as 

few as 3 anchor nodes. The paper is organized as follows. In Section 2, we provide the details of 
rigidity theory of graphs. In Section 3, we provide the new 3-merge technique used for finding 

This technique extends the 2-merge technique given in [8]. In Section 4, we present the 

localization algorithm using the new theorem. In Section 5, we present the results of simulation.  

 

2. GRAPH RIGIDITY AND LOCALIZATION 
 

In this section, we introduce the theory in network localizability and rigidity. A detailed 

description can be found in [3]. 
 

Given a network graph WSN sensor nodes 1..n and distances between a subset of node pairs, the 

network localization problem is to determine the unique locations of the nodes such that the 

eucledean distance between the localtion of sensor node i and sensor node j is the distance 
between sensor nodes i and j  of the sensor network. 

  

We model the network as a graph G = (V, E), where  V = {v1, v2, ..., vn} denote the sensor nodes 

of the network and an edge (vi,vj) ∈ E exists if the distance between vi and vj is known. The edge 

weight wij, denotes the distance between the nodes vi and vj. The network localization problem 

is to determine the locations of V such that the eucledean distance between the vertex locations 

is equal to the edge weight wij, for each edge (vi,vj) ∈ E. If under the given constraints, there is 
only one position for each node, then the network is localizable. The problem of localization is 

to find the unique location of each vertex subject to given distance information between 

vertices. 
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The network localization problem is closely related to the Euclidean graph realization problem. 

A framework of a graph G is a mapping of vertices of G onto 2D plane, such that distance 
between two vertex placements precisely equal the edge weight of the corresponding edge in G. 

We can think of this framework as bar and joint framework, where bar corresponds to edges and 

joint corresponds to vertices. The bar-and-joint framework is generically rigid if it has only 

trivial deformations, as shown in Figure 1,  e.g., translations and rotations. Laman characterized 
rigidity combinatorially [10]. 

 

 
 

Figure 1. Generically Rigid Graph 

 

Laman’s theorem can be intuitively explained as follows. For a two dimensional graph with n 
vertices, the positions of its vertices have 2n degrees of freedom, of which three are the rigid 

body motions. Therefore graph is rigid if there are 2n − 3 constraints. If each edge adds an 

independent constraint, then 2n − 3 edges should be required to eliminate all nonrigid motions 
of the graph. Clearly, if any induced subgraph with n vertices has more than 2n − 3 edges then 

these edges cannot be independent which leads the following version of Laman’s theorem [10]. 

Theorem 1. The edges of a graph G = (V, E) are independent in two dimensions if and only if no 

subgraph G′ = (V′, E′) has more than 2n′ − 3 edges, where n′ is the number of nodes in G′. 
 

Corollary 1. A graph with 2n−3 edges is generically rigid in two dimensions if and only if no 

subgraph G′ of G has more than 2n′ − 3 edges, where n′ is the number of nodes in G′. 
 

A framework ( G , p ) is globally rigid if, the distance between every pair of nodes is preserved 

for different framework realizations, and not just those defined by the edge set. If a graph G = 
(V, E) is generically rigid but contains more than 2n-3 edges, then G is called a redundantly 

rigid graph. For such a graph, G −e is rigid for all e ∈ E . An edge is called a redundant edge if 

graph remains rigid after its removal. It is known that G has a unique generic realization, i.e 

globally rigid in 2-space if and only if G is 3-connected and redundantly rigid [22] . Therefore, 
in order to find unique locations of nodes in a network, we need the underlying graph to be 

globally rigid and vice-versa.  

 
The problem determining localizability thus reduces to the problem of finding global rigidity. 

The globally rigid subregions of a graph become localizable and vice versa. 

 

3. ALGORITHM FOR FINDING RIGID CLUSTERS  
 
In this paper, we set out to find maximal localizable subregion within a network by finding the 

maximal subregions that are globally rigid. This is done by  first finding small globally rigid 

regions within a network and annexing nearby globally rigid regions.  
 

The algorithm we use for checking redundant rigidity is the polynomial time pebble game 

algorithm proposed by Jacobs[5]. The graph’s 3-connectivity property is easily checked in 

polynomial time.  
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Given a graph G = (V,E), we define a Ri as subregion of G if R = (VR, ER)is globally rigid. In 

the theorems below, we provide techniques that merge two or three globally regid regions into 
larger globally rigd regions. The following theorem [8] provides a technique called 2-merge, for 

merging two globally rigid regions.  

 

Theorem 2: Given globally rigid graphs R1 = (V1, E1) and R2 = (V2, E2), the graph formed by  

merging the two regions, R2-merge = (V1 ∪ V2  , E1 ∪ E2 ∪ E’)  consisting of additional edges E’ 

described in one  conditions (a) to (d ) is a globally rigid graph.  

 
a. There are three or more vertices in common between V1 and V2 . The additional edges 

consist of edges with one end point in V1 and other in V2, and E’ could be empty.  

b. There are two vertices in common between V1 and V2, and there is at least one additional 

vertex in V1 that has at least one edge connecting to a vertex V2 
c. There is one vertex in common between V1 and V2, and there are at least two other 

vertices that each have at least one edge connecting to a different vertex in V2 

d. There are no vertices in common between V1 and V2, and there are at least 3 vertices in 
Vi  (i=1,2) each have an edge connecting to a  different vertex in Vj (j ≠i)  and there are at 

least 4 edges between vertices of V1 and vertices of V2.  

 
The proof can be found in [8]. 

 

In this paper, we provide a technique, 3-merge, for merging three globally rigid regions into a 

single globally rigid region. 
 

Theorem 3: Given globally rigid graphs R1 = (V1, E1), R2 = (V2, E2) and  R3 = (V3, E3) the graph 

formed by merging the three regions, R3-merge = (V1 ∪ V2∪ V3, E1 ∪ E2 ∪ E3∪ E’)  is globally 
rigid if there are 7 edges connecting the three graphs in such a way that no two regions have 

more than 4 edges between them and there are at least 3 vertices in each region that have an 

edge connecting to another region.  

 

Proof: We will prove that the graph Rmerge = R1 ∪ R2 ∪ R3∪ {ei, i = 1, 7} is a globally rigid 

graph.  Note that each Ri i =1,3 are 3-connected and redundantly rigid by Corollary 1. We will 

prove that the graph  R3-merge is also 3-connected and redundantly rigid.  
 

Since each Ri is 3-connected, there are three vertex disjoint paths between any two vertices with 

the same Ri, i =1,3. Therefore, WLOG, it is sufficient to prove that there are three vertex 

disjoint paths from one vertex vi of R1 to vj of R2. Since there are 7 edges between the three 
regions, if there are no edges between R1 and R2, there must be at least 4 edges between R1 to R3 

or R2 to R3 and this is not the case. Therefore, there is at one edge between R1 and R2. 

 
Also, note that there are three vertices in R1 which have edges with the other endpoint in R2 or 

R3. If three of these edges are between R1 and R2, then we have three vertex disjoint paths 

between any vertex of R1 and any vertex of R2. If there are two vertex disjoint paths using direct 
edges, then there must be a thrid vertex in R1, connects to R3. Since there are three edges from 

R3 to R2, (since otherwise the total number of edges between three regions will be less than 7) 

,we can use one of the paths from R2 to R3, to find the third path from a vertex in R1 and a 

vertex in R2. Thus proving 3-connectivity of R3-merge 

 

To prove redundant rigidity, we will show that removal of any edge leaves the graph generically 

rigid. Clearly, each graph R1, R2, and R3 is redundantly rigid, which means that removing any 
edge from any of the graphs, the remaining graph contains 2n1-3, 2n2-3 and 2n3-3 edges 

spanning the n1, n2 and n3 vertices such that each of these are independent edges in R1, R2 and 

R3 respectively. We will prove that removing an edge from R3-merge, still leaves an independent 
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set edges of size 2(n1+n2+n3) -3 edges. Removing any one of the 7  cross edges, the remaining 

graph contains 2(n1+n2+n3) -9 + 6 = 2(n1+n2+n3)-3 edges. We will prove that the graph 
containing the independant edges from each region and the six cross edges, forms an 

independant set of edges for the merged region.  

 

Note that by Theorem 2, a graph G with n vertices and 2n-3 edges is an independent graph (i.e 
all of its edges are independent) if there is no subgraph of G, of k vertices with more than 2k-3 

edges. Let us consider subgraph S of R3-merge-{e} where e is any cross edge. If the S contains no 

cross edges, then S is independent due Corollary 1. Consider a subgraph that contains all of the 
six cross edges. Any subgraph that includes all of these 6 edges, there no more than 2k1

-3, 2k2
-3 

and 2k3
-3 in each of the subraphs. Therefore, there are no more than 2(k1+k2+k3)-9+6 = 2k-3 

edges in the subgraph that includes all of the cross edges, proving redundant rigidity. For a 

subgraph that includes less than the maximum number of cross edges, the same argument holds 
 

 
 

Figure 2. A Smaple Wheel Graph 

 

4. LOCALIZATION ALGORITHM USING RIGID CLUSTERS  
 
Given a WSN graph we perform a centralized algorithm as follows: 

1. Find the one-hop globally rigid regions by considering the one-hop neigbors of each 

vertex. These have wheel structures and they might have vertices in common. See 

Figure 2.  
Repeat steps i) to iii) until no additional merges are possible.  

i) To merge two one-hop rigid regions, we use 2-merge of Theorem 2 with three common 

vertices we find one the conditions of (a). This step is repeated until no additional 2-

merges are possible, 
ii)  The resulting rigid regions from Step i) are merged using 2-merge with edges in 

common by looking to see if conditions (b), (c) and (d) of Theorem 2 hold. Again this 

step is repeated until no additonal merges are possible.  
iii)  The resulting rigid regions from Step ii) are merged using 3-merge algorithm of 

Theorem 3, looking for three regions for which conditions of 3-merge hold. This step 

is repeated until no additional merges are possible. 
2. Once the large rigid regions are thus formed, we use 3 anchors in each rigid region to 

localize the rigid regions.  

 

5. SIMULATION RESULTS  
 

Simulation was performed on Matlab, using 100 nodes on a 100 by 100 square foot area with 

various radii from 12 to 22. The nodes were uniformly distributed over the area. The results in 
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Figure 3, show that even for really sparse networks with radius as low as 17, significant number 

of nodes belong to rigid regions and can be localized using three anchors per region.   
 

Figure 3 shows that using 3-merge the number of anchors needed for localizing all localizable 

nodes dramatically decreases when the radius goes from 12 to 22 and 3 anchors suffice for 

localizing more than 98% of the nodes when the radius is 22, as indicated in Figure 4. Figure 5 
demonstrates that this technique finds really large rigid subgraph and largest rigid subgraph size 

constains most of the nodes for networks of radious 22. Figures 6 and 7 demonstrate that even 

for a sparse graph, the number of rigid regions that the algorithm finds are numerous as outlined 
by the cyan edges. Figures  8 and 9 demonstrate that for dense graph with a radius of 22, all 

rigid regions are merged into single rigid region making the entire network localizable with just 

3 anchors. 

  

 
Figure 3: Number of nodes in rigid regions with 3-merge  

 

 
Figure 4: Number of anchors needed to localize the nodes in rigid regions 
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Figure 5: Size of largest rigid region when network regions merged using 3-merge 

 

 
Figure 6: A sparse network graph with radius of 10 

 

 
 

Figure 7: Rigid regions found in the graph in Figure 4 using 3-merge algorithm  
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Figure 8: Network with 100 nodes and radius of 22 

 

 
Figure 9: Rigid regions found in the graph in Figure 6 using 3-merge algorithm 

 

6. CONCLUSION 
 

The paper presents a new theorem for merging two rigid regions into a single rigid region for a 

graph. This theorem is used to find  large rigid regions in a network graph, starting with wheel 
graphs and merging them using 2 merge algorithm first and then merging three regions at a time 

that obey the conditions of the theorem. The simulation results show that when the radius of the 

network graph is 19 feet or above in a 100 by 100 feet2 network the number of nodes localized 

is over 80%. When the network is sparse, it is important to note that the property is less likely to 
be found between three regions due the 7 edge requirement between regions. It would be 

interesting to find out what is the number of rigid clusters that can be merged in a sparse 
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network graph using merging algorithms, after which no significant increase can be found in 

size of the largest rigid region. 
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Abstract. Nowadays, there exists a large number of available network simulators, that differ in
their design, goals, and characteristics. Users who have to decide which simulator is the most ap-
propriate for their particular requirements, are today lost, faced with a panoply of disparate and
diverse simulators. Hence, it is obvious the need for establishing guidelines that support users in
the tasks of selecting and customizing a simulator to suit their preferences and needs. In previous
works, we proposed a generic and novel methodological approach to evaluate network simulators,
considering a set of qualitative and quantitative criteria. However, it lacks criteria related to Wire-
less Sensor Networks (WSN). Thus, the aim of this work is three fold: (i) extend the previous
proposed methodology to include the evaluation of WSN simulators, such as energy consumption
modelling and scalability; (ii) elaborate a study of the state of the art of WSN simulators, with
the intention of identifying the most used and cited in scientific articles; and (iii) demonstrate the
suitability of our novel methodology by evaluating and comparing three of the most cited simulators.
Our novel methodology provides researchers with an evaluation tool that can be used to describe
and compare WSN simulators in order to select the most appropriate one for a given scenario.

Keywords: Methodology, Simulators, Wireless Sensors Networks, Energy Consumption.

1 INTRODUCTION

In computer networks, network simulation is one of the most used and powerful
evaluation methodologies. It has been used for the design and development of com-
munication architectures and network protocols, as well as for verifying, managing,
and predicting their behaviors. Since Wireless Sensor Networks (WSNs) provide
a mean to capture and understand the reality and to interact on response of the
gathered data [39], they have gained attraction in the research domains. Thus,
simulators are also useful tools to evaluate WSNs.

In the last decades, several simulators have been either extended to include
WSNs or built as WSNs simulators from the beginning. Different research groups
develop different simulators according to their needs. For example, some simulators
are designed to simulate the entire system. These simulators focus on the scalability,
thus, their performance is a cornerstone in this regard. Others concern with the
structure of the node and its energy consumption. For these simulators, wireless
propagation and energy consumption modelling is what attracts attention.

Therefore, users who have to decide which simulator is the most appropriate for
their particular requirements, are today lost, faced with this panoply of disparate
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simulators. Thus, it is obvious the need of establishing guidelines and a systematic
approach that support users in the tasks of selecting and customizing a simulator
to suit their preferences and needs. To support this decision making, some works
have tried to evaluate and compare several simulators and shyly propose some
guidelines and steps to carry out such systematic evaluation [5][7][11][12][14][19]
[21][24][28][30][32][33][35][38]. However, as far as we know, there is not a generic
methodological process to evaluate and compare network simulators that can be
applied independently of their types and simulation scenarios.

In our previous works [2][3], a generic and novel methodological approach to
evaluate network simulators is proposed. This approach is based on a set of qualita-
tive and quantitative criteria. Even though, this methodological approach is generic
and efficient to evaluate network simulators, it still lacks criteria related to WSN.
Thus, the aim of our work, presented in this paper is threefold: (i) extend the
innovative and generic methodological approach to include the evaluation
of characteristics of WSN simulators, such as scalability and energy consumption
awareness; (ii) elaborate a study of the state of the art of WSN simula-
tors, with the intention of identifying the most used and cited in scientific articles;
and (iii) demonstrate the suitability of our innovative methodology by
evaluating and comparing several of the most cited WSN simulators.

The application of our methodological approach to evaluate three of the most
cited simulators leads to results that are measurable and comparable. It allows
a comprehensive overview of simulators features, advantages, and disadvantages.
Therefore, this generic methodological approach provides researchers with an eval-
uation tool that can be used to describe and compare WSN simulators in order to
select the most appropriate one for a given scenario.

2 RELATED WORK

The flexibility and validation in model construction offered by network simulation
has fostered the research and development of multiple and different simulators.
Thus, in order to select an appropriate network simulator, it is important to have
good knowledge about their strengths and weaknesses, as well as to know how reli-
able are the models used by the simulators. In particularly, for WSNs it is important
to evaluate the scalability and energy consumption awareness of simulators.

To support this selection process, some works have proposed comparative crite-
ria to carry out the evaluation of network simulators. For WSNs, the most recent
and cited comparative studies are [5][7][11][12][14][19] [21][24][28][30][32][33][35][38].
Most of them propose generic comparative qualitative criteria, such as type of
simulator, API, languages supported, platforms supported, licenses, network sup-
port type, user interface [7][11][24][28][30][38]. Only the works proposed in [30][32]
consider quantitative criteria, such as CPU utilization, memory usage, execution
time, and scalability. Other studies also consider energy consumption modelling
(e.g., wireless propagation, power consumption, battery, topology, antenna, radio
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propagation, noise, and application modelling) and the challenges that face their
implementations [5][12][14][21]. Few of such works are dedicated to evaluate WSN
simulators in function of the energy consumption of each component of the WSN
nodes and how they model the energy consumption of each component [19][35].

All these works, mainly evaluate WSN simulators based on a set of qualitative
criteria, related and not related to scalability and energy consumption, but they do
not establish any methodological process to perform the evaluation. We consider
most of the same generic qualitative criteria, plus quantitative criteria, to evaluate
any type of network simulators, as well as specific criteria to evaluate WSN simula-
tors, such as scalability and energy consumption awareness. Besides, we propose a
methodological approach to make such evaluation in a systematic and formal way.

The work proposed in [33], timidly proposes a methodology. However, the pro-
posed guidelines and steps are focused on performing the network simulation, by
following these steps: (i) evaluate the simulator based on a set of generic criteria
(e.g., general features, visual support, flexibility, user support); (ii) select bench-
marks to evaluate the simulated scenarios (e.g., network design, network protocols);
(iii) conduct the simulation process; (iv) evaluate and analyze results. This method-
ology is focused on how to perform the simulation process; while our methodology,
besides of considering such aspect, is intended to be generic, flexible, and suitable
to support the selection of the most appropriate network simulator for a target
simulation scenario, according to the user preferences and requirements.

3 WSN SIMULATORS: STATE-OF-THE-ART

We present a study of WSN simulators that are used in current researches.

3.1 Systematic Review

In order to find, select, and analyze the most popular and recent WSN simulators,
we have followed a systematic review consisting of three main steps: (i) search
of works dealing with WSN simulators; (ii) selection of relevant articles; and (iii)
statistically find simulators cited in the set of the selected papers.

For the first step, the search was done on the Google Scholar search engine,
which provides links to scientific repositories such as IEEE Xplore, ACM, and
Springer. The search was based on tags that included the keys WSN and simulator,
combined with tags related to the focus of the papers, such as Survey, Review,
Comparison, Evaluation. We obtained more than 50 scientific articles.

For the second step, we select the most relevant articles related to WSN simula-
tors evaluation, proposal, and comparison. From the more than 50 scientific papers
obtained in the first step, some of them do not focus on simulators, but on designing
and evaluating WSNs. We select works from 2010 and some older ones that have
been widely cited. The final result was 37 relevant papers, categorized according
to their main focus: (i) comparison papers, that evaluate and compare different
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simulators; (ii) survey papers, in which authors present a general review of WSN
simulators; (iii) simulator specific papers, which introduce the design or features of
a particular WSN simulator; and (iv) trend papers, which contain explanation of
the definitions and trends of how researchers evaluate WSN simulators.

In the third step, we analyze the selected papers and present statics of referenced
WSN simulators on each category.

3.2 Categories of scientific articles

The selected papers were classified in four groups:

Comparison papers, which include comparative studies of WSN simulators, based
on self-defined criteria that evaluate on each simulator, in order to analyze the dif-
ferences among them [5][7][11][12][14][19] [21][24][28][30][32][33][35][38].

In [11], authors make a review of some of the open source network simulators
(i.e., NS2, NS3, OMNeT++, and JSIM), comparing them according to languages
supported, platforms supported, licenses, network support type, user interface, and
API. In [30], authors compare NS2, NS3, OMNeT++, and GloMoSiM. A unified
scenario is applied by simulating a MANET routing protocol, in order to measure
memory usage, computational time, and scalability, from which NS3 demonstrates
the best performance. Similarly, in [7][21][28][32][33][38], some of popular WSN
simulators (NS2, NS3, TOSSIM, OMNeT++, JSIM, Castalia, QualNet, EmStar,
ATEMU, Avrora, SENS, COOJA, etc.) are described and compared based on the
their general characteristics, their merits, and their limitations. The studies pre-
sented in [5][24], evaluate more than 20 simulators.

In [12], authors make a survey of available tools to evaluate WSN applications.
They identify a set of models that are necessary to have in a WSN simulator: wire-
less propagation model, fine-grained energy expenditure model, non-linear battery
model, and application model. In [14], authors compare Castalia, TOSSIM, and NS3
based on the sustainability to test dynamic network reconfiguration protocols. One
of the topics that they evaluate is the energy consumption model of the simulators.
They identify that the ability to model the RF states of the sensors is important to
model the energy of sensors. In [35], authors compare Castalia, MiXiM, TOSSIM,
and WSNet, based on topology, antenna, radio propagation, noise, RF, medium
access control, and energy consumption modelling. They execute a series of real ex-
periments and calibrate the radio propagation model and the energy consumption
model In [19], authors compare NS2, NS3, TOSSIM, and OMNeT++, focusing on
the modelling of the energy consumption. They describe the energy consumption
of each component of the WSN nodes and show how the studied simulators model
the energy consumption of each component.

Survey papers, that describe WSN simulators in a general way, but there is no
comparison among them [1][9][10][15][16][22][36][40]. In [29], a review of network
modelling and simulation tools is presented, including WSN simulators, such as
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NS2, OPNET, and GloMoSim. Authors in [17] present a review of several WSN
simulation tools. They mostly focus on their suitability for large-scale WSNs.

Simulator-specific papers, which focus on describing new WSN simulators[13][18]
[20][23]. In [23], the support for heterogeneous networks in IDEA1, is presented. In
[13], WebShawn, an online WSN simulator is presented. A4WSN, an architecture-
driven modelling platform for analysing and developing WSNs is presented in [18].
NS2 is the simulator used in [18] to analyse S-MAC and leach in WSNs.

Trends papers focused on studying proposed approaches to evaluate WSN simu-
lators and research trends. In [26], authors compile a large set of papers of wireless
communication-related conferences and review the statistics about the tools (i.e.,
testbeds and simulators) the researchers use to evaluate their experiments. Ad-
ditionally, they address the issues and challenges facing the proper use of WSN
simulators. They assert that simulators do not reproduce actual environmental
conditions of deployed systems, thus experimental testbeds can be developed to
replace simulators. In [6], authors discuss topics to consider when addressing IoT
issues. They present the research trends on IoT simulators in the last years. To
achieve that, authors describe existing tools that are used by researchers to prove
and evaluate their findings on IoT research. They claim that more work is needed to
conduct large-scale, robust and effective IoT simulation, and prototype evaluations.

3.3 Statistical Analysis of Selected Papers

In total, in the selected papers there are 369 citations, distributed among more
than 100 WSN simulators. According to the number of citations, simulators are
categorized into three groups: (i) Group 1, composed by simulators with more than
12 citations; this group includes 7 simulators; (ii) Group 2, involves all simulators
with 6 to 12 citations; it contains 12 simulators; and (iii) Group 3, covers all simu-
lators that are cited less than 6 times; it contains 87 simulators. Figure 1 presents
the number of citations and the number of simulators of each group.

The total sum of citations that have the simulators of the Group 1 is 125, which
represent 33.88% of the citations distributed in 7 simulators. Group 2 has in total
117 citations, which means the 31.71% of the citations. Group 3 has 127 citations,
which represents a 34.42% of the total of citations. Figure 1 shows that Groups
1 and 3 contain more citations than Group 2. In the case of the Group 3, those
citations are distributed in a larger number of simulators.

Figure 2 shows the number of citations of the simulators of Group 1, in which
the most cited simulators are NS2, TOSSIM, and OMNeT++. NS2 and TOSSIM
are presented in 24 papers, and OMNeT++ is presented in 20 papers.

This study can help to identify the most used WSN simulators, but the num-
ber of citation is not enough to provide comparison-based view. Therefore, a more
robust approach to compare and evaluate WSN simulators is needed. In next sec-
tions, our methodology is presented. Then, in order to show its applicability and
suitability, the most cited simulators are evaluated and compared.
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Fig. 1. Citations of WSN simulators Fig. 2. Most cited simulators.

4 METHODOLOGY TO EVALUATE WSN SIMULATORS:
OUR PROPOSAL

The methodology proposed in our previous works [2][3] does not include qualitative
criteria to analyze the simulator scalability and the support of simulators on eval-
uating traces of energy consumption, sensor nodes mobility, and wireless medium
modelling. These characteristics are present in WSN and are less important for gen-
eral networks. Therefore, considering features that characterize WSN simulators,
we propose an extension of the previously proposed methodology.

4.1 Methodological process

The methodological process consists on the following steps:

Step 1. Establish a set of criteria. The evaluation of the simulator requires
clear and accurate criteria to assess the different aspects of the simulator. Qualita-
tive criteria can be described by a word or number, while quantitative criteria need
to be measured.

Step 2. Establish the experimental setup. The platform in which simulators
are installed to be evaluated should not be neglected. Using a specific simulator,
the way the operating systems manage system resources and the produced over-
head have an important impact on the performance and behavior of such simulator.
Hence, it is worthy to install the simulators on different systems (e.g., Windows,
Linux, MacOS) under the same architecture.

Step 3. Evaluate the qualitative criteria of the simulator(s). To comply
this step, it is recommended to revise the available documentation of simulator(s)
and elaborate a table highlighting their characteristics.

Step 4. Design a test scenario to evaluate the measurable criteria. In
a data network, a scenario is defined by a set of parameters that characterize a
specific use case. According to the protocols that are intended to evaluate, it is
important to decide the network elements to be simulated, the number and the
type of experiments, as well as the time of the simulation, taking into account the
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criteria to be evaluated.

Step 5. Evaluate the measurable criteria of the simulator(s) by executing
the designed experiments. In order to obtain the results, each designed scenario
has to be implemented on the simulator(s). In order to facilitate the analysis and
comparison (if it is the case), results must be presented in tables and graphics.

Step 6. Elaborate a discussion by analyzing the results.

With this six-steps methodology, users can evaluate network simulators to select
the most appropriated according to their needs and scenarios. For the comparative
analysis, we also propose a set of criteria, which complement the Step 1.

4.2 Criteria used in the methodology

The set of criteria used in the methodology are as follows:

1. Nature of the simulator: The nature of the simulator is an assessment of
how the simulation is performed. Precisely, the term simulation means that the
simulated process is programmed and only the software aspect is involved in the
simulation. But if the word emulation is used, the hardware is also involved in the
simulation process [31].

2. Type of simulator: Network simulators are based on two philosophies, discrete-
event simulator or trace-driven one. In the first case, an initial set of events is
generated, representing the initial conditions. Those conditions, in turn, generate
another set of events an so on. The process continues until the end of the simu-
lation. This philosophy is highly used in WSNs, since it allows to easily simulate
hundreds of jobs running on different WSN nodes [40]. The trace-driven simulation
mostly plays a crucial role in real time applications. It provides information which
lets users to have more detailed knowledge of the simulation model [24].

3. License: From a legal aspect, simulators can be private property or they can
be used under a free or public agreement.

4. User interface: It is an evaluation of how a user can interact with the simula-
tor. This criterion includes two aspects: (i) Graphical User Interface (GUI): Is
it an integral part of the simulator? What is the level of details it can show?; and
(ii) Supported programming languages: Can users interact with the simulator
by programming scripts? Can users develop a piece of software to communicate
with the simulator?

5. Supported platforms: It is the characterization of the usability of the simu-
lator source code on different platforms and operating systems.

6. Heterogeneity: It is an evaluation of the ability to simulate heterogeneous
systems where different types of nodes can exist in the same scenario.

7. Level of details: It consists on evaluating the level of aspects that are being
simulated. Sorted in descending order, they are: abstract algorithms, high level
protocols, low-level protocols, and hardware. The lower the level is, the less the
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assumptions is and the more the constraints are.

8. Modelling: It represents the ability to modify existing models in the simulator
or to implement and test new ones.

9. Mobility modelling: It indicates the support of the WSN simulators for mod-
elling mobility of sensor nodes.

10. Wireless medium model: It means the ability to model the wireless medium
used to estimate the radio signal strength, quality, and delay between transmitter
and receiver units.

11. Energy consumption modelling: It refers to the current draw at the sensor
node level. A node sensor is typically composed by four major components: sens-
ing unit, the power supply unit, the processing unit, and the communication unit.
Units that consume energy are the sensing, the processing, and the communication
units; while the power supply unit, which can embed energy harvesting solutions,
provides energy. The aspects considered to evaluate this criterion are: (i) Battery
modelling: which consists on evaluating if non-linear or linear battery models are
implemented in the simulator; (ii) RF states modelling: that represents the ca-
pacity to consider and simulate all RF states, such as Idle, Sleep, Receiving, and
Transmitting; and (iii) Limitations: to address the constraints of simulators re-
garding power consumption modelling. With these parameters, a scenario can be
designed to evaluate energy consumption, such as total power consumption or the
energy consumption on each RF state.

12. Supported technology and protocols: To evaluate the support provided
for the protocols, TCP/IP model is used [34].

13. Measurable criteria: The main purpose of the measurable criteria is to pro-
vide a general idea of the effectiveness of the simulator in terms of the consumption
of available resources, scalability, and energy consumption modelling capacities.
Our methodological approach includes four factors for the simulator performance
study, for both network and WSN simulators: (i) CPU Utilization: it is a mea-
sure of the simulator performance [4], which consists in the percentage of time spent
performing the simulation process of the total processing time [25]; (ii) Execution
time: it is the time needed to complete a simulated scenario; measured in seconds;
(iii) Memory usage: it is the amount of memory used by the simulator, measured
in bytes; and (iv) Scalability: it is the measure of the capacity of the simula-
tor of simulating huge scenarios; how many network or WSN components can be
simultaneously simulated without degrading the simulator performance?

All these measurable aspects evaluate the simulator(s) performance. However,
for WSN simulators there are other measurable aspects that evaluate their capacity
of modelling energy consumption of WSN nodes. Hence, this measurable criterion
is considered only for WSN simulators: Trace of nodes energy consumption: it
represents the obtained measures of energy consumption of WSN components, ac-
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cording to the modelling allowed by the evaluated simulator(s). This criterion does
not measure the performance of the simulator itself, but its capacity of measuring
the energy consumption of WSN nodes.

In [3], we apply the methodology to evaluate Packet Tracer simulator. In [2], the
goal was to compare data network simulators on a standard base, thus, the selection
of one simulator over the others can be justified. The approach was applied on
GNS3, a data network emulator, as well as on Packet Tracer. In this work, in order
to show how to apply this extended methodological approach for WSN simulators,
we evaluate and compare three of the most cited ones.

5 APPLICATION OF THE PROPOSED METHODOLOGY

To show the suitability and flexibility of the extended methodology, we apply it
to evaluate and compare the most cited WSN simulators, identified in Section 3:
NS2, TOSSIM, and OMNeT++. NS2 is a discrete event network simulator, initially
designed to simulate wireless LAN protocols, though later was expanded to mobile
ad-hoc networks support. TOSSIM, stands for Tiny OS simulator, is a discrete-
event simulator for TinyOS applications. TOSSIM is a TinyOS emulator, but not a
general WSN simulator [1]. OMNeT++ (for Objective Modular Network Testbed)
is a discrete event simulator based on C++. In this work, OMNeT++ is used with
INET, which is an OMNeT++ framework that has implemented models for wired,
wireless, and mobile networks. In the following, we explain how the methodological
process was applied to evaluate these three WSN simulators.

Step 1: Establish a set of criteria. As it is illustrated in Table 1, the set of
criteria considered are the ones described in Section 4.

Step 2: Establish the experiment setup. To evaluate the considered simula-
tors in different systems, they are tested on Linux Ubuntu 16.04 LTS and Microsoft
Windows 10 version 10.0.14393. They were installed on the same computer with the
following characteristics: Intel(R) Core(TM) i7-7500U CPU @ 2.70GHz with 16 GB
of RAM, 915 GB of disk allocated for Linux, while 909 GB is allocated for Windows.

Step 3: Evaluate the qualitative criteria. The qualitative criteria of the three
simulators are summarized in Table 1. We particularly comment about energy con-
sumption modelling of each simulator. TOSSIM does not have a model of the
energy consumption. However, PowerTOSSIM z [27], an extension of TOSSIM,
adds that functionality. The energy consumption model of PowerTOSSIM z con-
siders four hardware components that consume energy: microprocessor, LED, RF
module, and memory. Additionally, PowerTOSSIM z models modern batteries, by
simulating their nonlinear behavior, expressed by the effects of rate capacity and
recovery capacity [14]. PowerTOSSIM z has disadvantages as well: (i) it is a plug-in
to TOSSIM, i.e., PowerTOSSIM z cannot dynamically change the fixed power-
consumption parameters during the simulation [14]; (ii) the energy consumption
caused by power-state transitions and the time needed for that, are not taken into
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account; (iii) PowerTOSSIM z cannot simulate energy harvester units; and (iv) this
plugin has a poor level of support. The project is not longer maintained.

The energy consumption model in NS2 maintains a total value for the energy
stocked at each node in the WSN. When the energy of a node is completely con-
sumed, the model declares it as dead. The model considers only the consumption
of the RF module, it is based on a state machine that has the following states
for the RF model: Idle, Sleep, Receiving, and Transmitting. NS2 cannot simulate
non-linear batteries. The batteries of the sensor nodes are ideal batteries. More-
over, NS2 energy model does not support energy harvesting or battery recharging.
It monitors the changes in the power level in one way only, i.e., the consumption.

The energy modelling in INET is divided in 3 parts: energy consumption models,
energy generation models, and energy storage models. These models can represent
the energy in two different ways: charge and current (CC) or energy and power
(EP). Energy consumer models describe the energy consumption of units and node
components over time. There are three models of energy consumption. Two of them
are based on the RF states and they differ in the way the energy is represented (EP
or CC). The third model is a basic model that represents the energy consumption of
a node with two states only (Idle and Active). It is used to have a general overview
of the energy consumption without focusing on the details.

Regarding the mobility modelling, NS2 and OMNeT++/INET support simula-
tions for mobile nodes. TOSSIM does not have this feature. However, an extended
plug-in for TOSSIM can be added to provide the support for the mobility, it is
called MOB-TOSSIM [8].

Step 4: Design the test scenarios. Basic scenarios are designed to evaluate the
performance of the selected simulators and their energy consumption modelling
capacity. The performance is measured in terms of CPU utilization, memory usage,
execution time, and scalability. A meshed topology is adopted for the WSN, whose
size is increasing exponentially for different tests. The basic component (BC) of the
topology consists of four sensor nodes, each one placed in the vertex of a 10 meters
x 10 meters square. The first test includes only one BC with four sensor nodes. The
second test is done with two BC, i.e., eight nodes. The third one is composed by
four BC, with 16 nodes, and so on. In total, eight simulations take place on each
system (Linux and Windows), with the number of BCs changing as: 1, 2, 4, 8, 16,
32, 64, and 128 for each simulator.

Each node in the WSN is configured to use IPv4 and ICMPv4. The goal is to
create a data message with an echo request to all other nodes in the topology. A
node that receives the echo request, replies back the same message. Each simulation
lasts 100 seconds. The frequency is 1 Hz, which means that one echo message is sent
every second. As a result, there are 100 echo request messages sent per simulation.

To evaluate the energy consumption models, another test scenario is proposed.
This scenario consists of two nodes, which are 10 meters apart from each other.
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Table 1. Comparison of WSN simulators using the proposed criteria

Criterion TOSSIM NS2 OMNeT++/INET
Nature of the
simulator

Emulator Simulator Simulator

Type of the
simulator

discrete-event discrete-event discrete-event

License BSD-license GNU GPLv2 license Academic Public License.
INET models are licensed
under LGPL or GPL.

User Inter-
face

GUI: Yes, through
TinyViz.
Supported pro-
graming language:
Python, C++ and
NesC

GUI: Yes, through Nam.
Supported programing lan-
guage: C++ and OTcl

GUI: Yes, a built-in GUI
interface is available
Supported programing
language: C++ and NED

Supported
platforms

Linux and Windows Linux, MacOs and FreeBSD Windows, Linux and Mac
OSX

Heterogeneity No No Yes
Level of de-
tails

Code level Packet Level Packet level

Modelling Available Available Available
Mobility
model

Yes, through MOB-
TOSSIM

Yes Yes

Wireless
medium
model

Path loss models:
lognormal shadowing
Other models:
noise modelling

Path loss models: shadowing, 2-
ray ground, free space

Path loss models: free-
space, log-normal shadow-
ing, rayleight fading, 2-ray
ground, rician fading, nak-
agami fading
Other models: Background
noise, obstacle loss and prop-
agation models

Energy
model

Battery model: No
RF states: Yes
Limitations: Can-
not model energy
harvester units

Battery model: Only for Ideal Bat-
tery
RF states: Yes
Limitations: Cannot model sensing
and processing units

Battery model: Yes
RF states: Yes
Limitations: Cannot model
sensing and processing units

Supported
technology
and protocols

TOSSIM simulates
entire TinyOS appli-
cations, including the
network stack that
supports TinyOS
implementation.

Application Layer: DHCP, telnet,
FTP, HTTP
Transport Layer: TCP, UDP,
SCTP, XCP, TFRC, RAP, RTPM
Network Layer: IPv4, IPv6
Link Layer: HDLC, GAF, MPLS,
LDP, Diffserv, DropTail, RED, RIO,
WFQ, SRR, Semantic Packet Queue,
REM, CSMA, 802.11b, 802.15.4,
Satellite Aloha
Routing Protocols: RIP, AODV,
Click, DSDV, DSR, NixVectorRout-
ing, OLSR

Application Layer: HTTP,
DHCP, BitTorrent, P2P
Video Streaming, Voice
Transport Layer: TCP,
UDP, SCTP, RTP, RTCP.
Network Layer:ARP, HIP,
IGMPv2, IGMPv3, IPv4,
IPv6, MCoA, MIPv6
Link Layer: 802.11,
802.11p, 802.1e, WiMAX,
LDP, LTE, PPP.
Routing Protocols:
AODV, BGP, GPSR,
link-state routing, OSPF,
OSPFv2, PIM, RIP
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Table 2. Parameters of the energy consumption scenario

Parameter 802.11b 802.15.4
Bitrate 11 Mbps 250 Kbps
MAC CSMA/CA with RTS/CTS CSMA/CA with CCA

Transmitting power 750 [mW] 52 [mW]
Receiving power 220 [mW] 59 [mW]

Sleep power 0.2 [mW] 0.06 [mW]
Idle power 0.2 [mW] 0.06 [mW]

One of the nodes is periodically sending an ICMPv4 echo request to the other
node. When the other node receives the request, it replies back the same message.
The echo request and the echo reply are identical in length and format. Therefore,
the energy consumption of both nodes will be the same. The communication of
nodes is made using two different wireless link protocols: 802.11b and 802.15.4. For
each protocol the payload length of the ping message starts at 10 bytes, then, it is
gradually being increased by 10 bytes, until the payload size reaches 90 bytes. In
total, there are 9 simulation per protocol. Each simulation is repeated 3 times for
different values of frequency of the ping messages: 0.1, 1, and 2 Hz.

For the 802.11b scenarios, the energy consumption parameters were taken from
the data sheet of HDG204 RF Module1, while for the 802.15.4 scenario was used
the data sheet of CC2420 RF Module2. Each simulator was configured to use the
models of the protocols with the values of the standards. The values of the energy
consumption for each module is shown in Table 2.

Step 5: Evaluate the measurable criteria. NS2 is only evaluated in Linux, since
it is the only platform that supports its installation. OMNeT++/INET is installed
on both Windows and Linux. The NS2 version used is the 2.353, for OMNeT++,
it is 5.4.14, and for INET, it is 4.1.0-810053f7135. TOSSIM (PowerTOSSIM z) is
not installed in none of the systems, since it has a poor level of support for the
recent OS versions and it is not possible to install the simulator on the systems
used. Thus, PowerTOSSIM z is not evaluated in terms of measurable criteria.

Performance scenarios: In the performance scenario, the CPU utilization is
evaluated for the simulators during 100 seconds of simulation. The results of the
performance evaluation of the CPU utilization for different BCs are shown in Fig-
ure 3. NS2 tends to consume all available CPU cycles, whatever the number of the
BCs is, while OMnet++ consumes the CPU differently in Linux than in Windows.
Figure 3 shows that the CPU utilization in Windows is always less than Linux when
the same scenario is implemented. In both OSs, as the number of BCs increases,
the average value of CPU utilization increases as well.

1 https://media.digikey.com/pdf/DataSheets/H&DWireless0PDFs/HDG204DS.pdf
2 http://www.ti.com/lit/ds/swrs041c/swrs041c.pdf
3 https://sourceforge.net/projects/nsnam/
4 https://github.com/omnetpp/omnetpp/tree/omnetpp-5.4.1
5 https://github.com/inet-framework/inet/tree/v4.1.0
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Figure 4 represents the results of memory usage for both simulators on a loga-
rithmic scale as the number of BCs increases. NS2 shows proper memory usage when
the BCs are 4 or less. After that, the usage tends to follow an exponential orienta-
tion. On both operating systems, OMNets++ shows a strictly controlled memory
usage as the number of the BCs increases. The memory usage in Windows shows
lower values compared to Linux when the same scenario is being implemented.

Fig. 3. CPU utilization of NS2 and OM-
NeT++

Fig. 4. Memory usage of NS2 and OM-
NeT++

In order to obtain the execution time in OMNeT++, the express-mode is used,
since the normal mode was intentionally built to run slowly to allow the user to
trace the events that are occurring during the simulation. Figure 5 represents the
execution time for the simulators on a logarithmic scale. We note that NS2 has
lower execution time for the scenarios with less than 16 BCs, while OMNet++ has
lower execution time for the scenarios that have 16 BCs or more. The execution
times of OMNet++ in Windows and Linux are similar.

Fig. 5. Execution time of NS2 and OMNeT++

Scalability, as the capacity of supporting scenarios with a huge quantity of
WSN components, can be deduced from the CPU utilization, memory usage, and
total execution time in terms of number of BCs. Results shown on Figures 3, 4,
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and 5 demonstrate that OMNeT++ scales better than NS2. Even though the CPU
utilization of OMNeT++ increases as the number of BCs increases, it is comparable
to the CPU utilization of NS2 for the largest scenario (Figure 3), its memory usage
increases less than NS2 for larger scenarios (Figure 4), and its total execution time
is linear in contrast to the super-linear execution time of NS2 (Figure 5).

Energy consumption scenarios: The main objective of the energy consumption
scenario is to demonstrate the information that can be obtained from the two
simulators. To do so, the same scenarios were implemented on them.

NS2 has only a command-line interface; thus the output is text displayed on
the terminal. Information related to energy consumption is not included. Thus, we
developed an animator that was integrated to NS2 as a plug-in, in order to control
the simulation time, to capture the output, and to extract the energy consumption
information. On the other hand, OMNeT++ stores information about the simula-
tions in files, that can be exported in multiple formats for later data processing.
OMNeT++ shows the same results both on Windows and Linux, regarding the
energy consumption evaluation. Therefore, the results of the energy consumption
scenario in OMNeT++ are presented only once and without mentioning the OS.

The energy model in both simulators trace only the energy consumption of RF
module, i.e., the consumption of the node CPU and the sensors are not included.

By comparing the results for the same scenarios obtained from NS2 and OM-
NeT++, there are differences and similarities. In the 802.11b scenarios, both sim-
ulators have the capability to accurately simulate the CSMA/CA mechanism, in-
cluding parameters of PHY and MAC layers of each frame sent during each phase
of the mechanism, such as RTS and CTS frames. Additionally, the data and ac-
knowledgement (ACK) frames are simulated as well. The implementation uses the
standard guideline to define the length of each frame used in the protocol, as well
as the preamble length and the PHY header. The time spent sending RTS, CTS,
and ACK frames are similar for both simulators as shown in Table 3. But the time
spent to send data frames is higher in the OMNeT++ simulator as Table 4 shows.

Table 3. Time spent in 802.11b for control
frames

Frame Time in Time in
type OMNeT++ [µs] NS2 [µs]

RTS 207 207

CTS 203 202

ACK 203 202

Table 4. Time spent in 802.11b for data
frames

Payload Time in Time in
[Byte] OMNeT++ [µs] NS2 [µs]

10 246 239

30 261 253

50 275 268

70 290 282

90 304 297

By examining one of the repeated interval of the simulation (i.e., the time that
includes sending one ping messages), the results show that the energy consumption
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of both simulators are not the same. Figure 6 shows the energy consumption in an
interval when the frequency is 1 Hz, for the 802.11b scenario, for both simulators.
Each pair of columns represents a payload size; the columns to the right is for results
obtained from OMNeT++, while the column to the left is for results obtained
from NS2. In general, when the same scenario is implemented, the reported energy
consumption in OMNeT++ is slightly higher than NS2.

Fig. 6. Energy consumption results of sim-
ulations using 802.11b for NS2 and OM-
NeT++

Fig. 7. Energy consumption results of sim-
ulations using 802.15.4 for NS2 and OM-
NeT++

In the 802.15.4 scenarios, both simulators present different implementations of
the protocol, this, in turn, affects the energy consumption. Figure 7 shows the
energy consumption for one interval of 802.15.4, when frequency is 1 Hz.

In both simulators, an access method is implemented for 802.15.4, it is called
Clear Channel Assign (CCA). However, this mechanism is not linked to the energy
model in OMNeT++, i.e., using this mechanism does not consume energy. On the
other hand, in NS2, CCA is linked to the energy model. As a result, in term of en-
ergy consumption, in NS2 there is one more state for the RF model, that is shown
in Figure 7 as a violet rectangle called CCA.

Step 6: Elaborate a discussion. From the methodological process, it is possible
to detect advantages and disadvantages of the three analyzed WSN simulators.
NS2 is a generic data network simulator that was later adapted to suit WSN, while
OMNeT++, was built to support the WSN from the beginning. TOSSIM, is an
emulator for TinyOS, which is an OS widely used for embedded systems.

The principal drawback of TOSSIM is that it is not compatible with the modern
systems. It was not possible to install and run the evaluation scenarios in TOSSIM.
Therefore, only the qualitative parameters are available for the comparison with
the other simulators. Although, NS2 is only supported on Linux, and despite the
fact that it is no longer maintained in favor of NS3, it is one of the most cited
simulators in the research domain. This work shows that NS3 has not completely

Computer Science & Information Technology (CS & IT) 345



replaced NS2. NS3 is still in development and many protocols supported in NS2
have not been yet implemented in NS3. OMNeT++ is supported both on Linux and
Windows. The project is still maintained and the simulator is regularly updated.

From the performance point of view, the obtained results showed that NS2 is
more suitable for projects with less than 128 nodes. In these cases, the execution
time in NS2 takes place for a short period of time. When the number of nodes
is equal to or greater than 128, the simulation scenario lasts in NS2 longer than
in OMNeT++. Moreover, the memory used for scenarios in NS2 with more than
128 nodes are much larger than the memory used in the OMNeT++ simulations
for the same scenarios. OMNeT++ is more stable in terms of scalability. As the
number of nodes increase, the memory usage increase. However, the CPU utilization
is similar for all simulation scenarios. Moreover, the execution time in OMNeT++
using the fast-mode is greater than the execution time in NS2 for the scenarios
with less than 16 BCs and it is shorter in the scenarios with 16 or more BCs,
which evidence its better ability to scale. By analyzing these results, we note that
there is a clear pattern for CPU utilization. Whatever the OS is and whatever the
complexity of the scenario. Even though OMNeT++ consumes CPU less than NS2
when the same scenario is implemented, the simulator tends to consume almost
all available CPU cycles. On the other hand, as the complexity of the scenarios is
increasing, the memory usage increases slightly. Although the results of simulation
in OMNeT++ are identical when the same scenario is implemented in Windows and
Linux, performance results in Windows show a better CPU and memory utilization.

Both simulators are evaluated using scenarios that are developed to verify the
energy consumption models. Results show that they use a similar philosophy to
model the energy consumption in a WSN node. The concept is totally based on
the RF states of the transceiver, i.e., NS2 and OMNeT++ consider only the energy
consumption of the RF module. They do not take into account the consumption of
other hardware devices, such as the node CPU or the node on-board sensors.

NS2 and OMNeT++ implement 802.11b with a high level of details. Although
the implementations are close, there are still differences in the time spent sending
and receiving the data frames. The same problem occurs in the scenarios of 802.15.4.
As a result, for the two protocols, when the same scenario is implemented, the time
spent sending and receiving data frames in OMNeT++ is always greater than that
of NS2. Therefore, when the same scenario is implemented, the energy consumed
in OMNeT++ is greater than the energy consumed in NS2.

Results of the energy consumption scenarios indicate that OMNeT++ has con-
sistent results across the two platforms used in the evaluation, i.e., Windows and
Linux. This is an important characteristic for simulators that operate across mul-
tiple platforms. NS2 is only supported on Linux platforms.

OMNeT++ has a built-in GUI. It allows the user to graphically run the scenar-
ios and to easily debug the source code. It also has a built-in Integrated Develop-
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ment Environment (IDE) that helps the developer to identify errors and to check
the syntax before compiling the code. These features consume a large amount of
resources on the host machine in which the simulator is running, which can be a
drawback when working on hosts with limited resource.

6 DISCUSSION ABOUT THE PROPOSED METHODOLOGY

Nowadays, with the huge variety of available simulators, it is important to identify
which simulator suits the most for a given scenario. The problem of selection al-
ways arises, no matter if the simulator is going to be used for academic purposes or
industrial development. From the previous proposals [3] [2], we add criteria to ad-
dress the evaluation of WSN simulators, in terms of their scalability and capability
of modelling mobility, wireless medium, and energy consumption.

In a simulation environment, scalability is a subject governed by the hardware
of the simulator host (CPU and memory). Hence, it is not addressed as a separated
criterion. Instead, it is handled as a scenario parameter to observe how the number
of the nodes can impact the performance in term of CPU utilization and memory
usage. Thus, an approximate threshold for the number of nodes which makes decline
the simulator performance can be detected. On the other hand, energy issues can be
addressed using modelling technologies. Our proposed methodology addresses these
issues: it proposes guidelines and criteria to measure the scalability of simulators
and to evaluate their energy consumption awareness modelling.

Most WSN simulators models the energy consumption of the RF module. Al-
though the RF activities are responsible for the major part of the energy consump-
tion in the node, the consumption of CPU and sensors cannot be neglected. In [37],
authors calculate the power consumption average of the sensor unit, the RF mod-
ule, and the microcontroller for a WSN application. In their specific application the
average of power consumed for the RF activities were 62%, the average of power
consumed for the sensor and the microcontroller were 14% and 24% respectively;
which means that the RF activities can consume more than the sum of the other
units. Therefore, it is important for a simulator to model the energy consumption
of all units present in the node in order to get an accurate estimation of the energy
consumed by the node. Thus, our methodology evaluate all these aspects.

The proposed methodological approach is flexible, allowing to integrate another
items to cover new aspects needed by users. For instance, it is possible to add
criteria to evaluate the simulators capacity of modelling the antenna or the battery
behaviour. By following the methodology steps, the advantages and disadvantages
of one or more simulators for a certain application can be identified. Thus, the
selection of one of them can be well justified and probed, as well as its suitability
for specific user needs and scenarios.

Although the methodology provides a comprehensive method to compare WSN
simulators, there are still aspects to be covered. For example, the study of energy
modelling can be extended to include the support for the battery model. When
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considering the estimation of the node lifetime, the model that trace the remaining
energy is different from the one that trace the consumed energy. The support of
parallel processing is another item that can be extended as well. This feature exists
in some simulators and has a huge effect on performance.

Besides, wireless link protocols have special role in WSN. Thus, it is recom-
mended to separate it from the protocol items and consider additional aspects that
concerns the users of the simulators, such as the support of different bit rates and
fragmentation. Finally, WSNs are still in developing and new technologies will be
adapted. Thus, new features will be added and WSN simulators have to answer to
that. Our methodology faces all these challenges by being extensible, flexible, and
generic, and still being a powerful tool to evaluate and compare network simulators.

7 CONCLUSIONS AND FUTURE WORK

In this paper, we have address the difficulty of selecting a WSN simulator to fit
a given scenario. To achieve that, we extend our previous proposed methodology,
by integrating new criteria to address WSN evaluation, such as scalability and the
modelling of mobility, wireless medium, and energy consumption.

In order to demonstrate the efficiency and suitability of our methodology, we
elaborate the state of the art of WSN simulators, following a systematic review
of most cited and recent scientific papers. From this review, we select the three
most cited WSN simulators (i.e.., NS2, TOSSIM, and OMNeT++) to evaluate and
compare them following our proposed methodological approach. The application
of the methodology proves that it does not only highlight general aspects of the
simulators behaviors but it shows their disadvantages as well.

In a future study, we plan to include other evaluation criteria, such as the
capacity of simulators for parallel processing and support of different bit rates and
fragmentation. We are also working on proposing an energy consumption model to
include the support for the battery behaviour modelling.
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Abstract. Nowadays, Internet of Things (IoT) is a trending topic in the computing world. No-
tably, IoT devices have strict design requirements and are often referred to as constrained devices.
Therefore, security techniques and primitives that are lightweight are more suitable for such de-
vices, e.g., Static Random-Access Memory (SRAM) Physical Unclonable Functions (PUFs) and
Elliptic Curve Cryptography (ECC). SRAM PUF is an intrinsic security primitive that is seeing
widespread adoption in the IoT segment. ECC is a public-key algorithm technique that has been
gaining popularity among constrained IoT devices. The popularity is due to using significantly
smaller operands when compared to other public-key techniques such as RSA (Rivest Shamir
Adleman). This paper shows the design, development, and evaluation of an application-specific
secure communication architecture based on SRAM PUF technology and ECC for constrained
IoT devices. More specifically, it introduces an Elliptic Curve Diffie-Hellman (ECDH) public-key
based cryptographic protocol that utilizes PUF-derived keys as the root-of-trust for silicon au-
thentication. Also, it proposes a design of a modular hardware architecture that supports the
protocol. Finally, to analyze the practicality as well as the feasibility of the proposed protocol, we
demonstrate the solution by prototyping and verifying a protocol variant on the commercial Xilinx
Zynq-7000 APSoC device.

1 Introduction

Secure communication has been paramount throughout history [1]. Although in the
early ages it was mainly found in niche applications such as the military and royal
society, today it is an inevitable part of our daily lives. The recent rapid proliferation
of IoT, a diverse set of devices that are connected to the Internet, imposes new
challenges for the designers to keep protecting our privacy, security, and safety
[2]. Today, the design of use-case specific solutions and its time-to-market are the
biggest challenges in this competitive and rapidly developing IoT semiconductor
industry, where developers rely on ad-hoc security solutions. Therefore, there is an
urgent need to create cost-effective secure solutions with a short-time development,
which are an important facilitator in the IoT market.

Although there is a lot of work published to address the above issues, it mainly
focuses on individual aspects such as protocol design or implementations. One of
the first works in this field was in 2004 by Lee et al. [3] who showed that individ-
ual Integrated Circuits (ICs) can be identified and authenticated using Physical
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Unclonable Functions (PUFs). Later, publications such as [4] described a low-cost
authentication protocol of individual ICs using PUF. However, that protocol is
basic and is not suitable with so-called weak PUFs [5]. More authentication pro-
tocols came after that such as in [6], [7], [8] and [9] and a more recent in [10].
Only a few publications that combine both authentication protocols using PUFs
and lightweight cost-effective implementations exist in the literature such as [11];
the authors developed a lightweight Application-specific Instruction Set Proces-
sor (ASIP) that supports certain existing authentication protocols based on reverse
fuzzy extractor (RFE) constructions, rather than reusing existing components. Still,
most works typically address the aspects of the authentication protocol but do not
address cost-effectiveness and/or time to market aspects. A solution that satisfies
all the requirements is still needed.

In this work, we focus on developing a cryptographic protocol based on Elliptic
Curve Diffie-Hellman (ECDH) that enables efficient hardware design by reusing
readily-available components for an efficient and fast time-to-market design. In
that regard, we designed and developed an efficient and cost-effective solution. In
short, the contributions of this paper are:

– A protocol that enables secure communication between constrained devices and
a resource-rich party in untrusted fields, and using PUF-derived keys as the
root-of-trust. The protocol is based on a conventional ECDH key agreement
scheme and a fuzzy extractor using code-offset method for accommodating a
PUF.

– A modular hardware architecture where the key components are implemented
in hardware while minimizing the impact on the silicon footprint. Here we em-
phasize on the fact that readily-available off-the-shelf components such as the
NaCl core [12] can be used to speed up the development cycle. The core can
be used to perform elliptic curve scalar multiplications on a patent-free elliptic
curve - Curve25519 [13], offering 128 bits of security.

– A proof of concept based on a Zynq board to demonstrate how such a solution
can be quickly prototyped using ‘off-the-shelf’ components.

The rest of this paper is organized as follows. Section 2 provides background
information. Section 3 discusses protocol design for our intended application; we
propose a total of four variants of this protocol, each with its own pros and cons.
Section 4 presents a modular hardware architecture design that supports the pro-
tocol. Section 5 gives the proof of concept used for validation. Finally, Section 6
provides the conclusion.

2 Background

In this section, we provide a brief background on the working principle of an SRAM-
PUF that we use in our work for silicon authentication.
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Fig. 1: Conceptual schematic of a 6T SRAM cell

The concept of PUFs was first introduced by Pappu [14] in 2001 as a hardware
security primitive that can be used for silicon authentication. Later, Maes [15]
extended this concept to ‘expression of an inherent and unclonable instance-specific
feature of a physical object.’ In essence, PUFs are functions that take challenges as
an input and generate responses that are random but unique for a specific device
[16]. Using PUFs, it is possible to create a stable, unique, and device-dependent
fingerprint, which can be used as a secret key or a unique device identifier [17], [18].
Therefore, PUFs are applied in several applications such as anti-counterfeiting,
device authentication, and hardware/software binding applications [18].

There is a broad taxonomy of PUFs today, such as delay-based arbiter PUFs and
ring oscillator PUFs, memory-based SRAM PUFs, and butterfly PUFs [19]. SRAM
PUFs are of particular interest to the industry compared to other types of PUFs;
Integration of SRAMs in the modern systems do not require special manufacturing
techniques since SRAMs can be synthesized using standard cells. Furthermore,
they are readily available in most existing systems. SRAM PUF is a memory-based
PUF construction that uses intrinsic random start-up cell values to create challenge
pair responses [20]. SRAM is a standard cell component that is composed of 6
transistors. Figure 1 shows a typical six transistor SRAM cell design, consisting of
two cross-coupled Complementary Metal Oxide Semiconductor (CMOS) inverters
using four transistors M1 through M4. Transistors M5 and M6 are known as the
pass transistors. The wordline (WL), bitline (BL), and its complement are used
to access the cell. For performance reasons, the two inverters in the SRAM cell
are designed in a well-balanced, symmetrical way. However, the small and random
sub-micron process variations in the manufacturing process cause different physical
properties of the transistors. These differences in the transistors of the SRAM cell
causes a skew. Due to this skew, a cell acquires a preferred state of a logic ‘0’ or
a logic ‘1’ when powered on, referred to as one bit of ‘electronic’ fingerprint. This

Computer Science & Information Technology (CS & IT) 355



phenomenon of inherent, device-unique variations makes SRAM PUFs construction
possible [19]. It is resistant to cloning even if one can get their hands on the circuit
design/layout files since the skew is not visible in the layout. With the current
manufacturing process variations are inevitable and cannot be controlled; therefore,
cloning an SRAM PUF yields to be tough or even impossible [15]. Every SRAM
cell upon power-up can provide one bit of such electronic fingerprint. Hence, arrays
of uninitialized SRAM cells can be used to identify devices, securely store, and
generate cryptographic keys on devices.

In this work, we use SRAM PUF-derived secret key as the hardware root-of-
trust in authenticating constrained IoT devices in the field. Note that each time the
key must be reliably extracted. Techniques such as entropy extraction and error-
correcting codes are used to achieve this [17].

3 Protocol Design

In this section, we show how a secure protocol can be efficiently composed for
an IoT application. First, we describe what confidentiality and authentication are,
and then provide a realistic use case. After that, we present the main protocol
and variants thereof. Finally, we discuss the advantages and disadvantages of the
proposed protocols.

Confidentiality and authentication are some of the core criteria of a secure sys-
tem [21]. Confidentiality is a service used to keep the information accessible only
to authorized users. Authentication is a service that verifies the identity of users
or entities and therefore ensures that its data or the entity can be trusted. In or-
der to achieve confidentiality and authentication between devices, one may employ
authenticated encryption techniques. However, before establishing an encrypted
channel, communicating parties must share the same key. Due to the key distri-
bution problem [22], key exchange protocols have emerged. Using a key exchange
(key-agreement) protocol, involved parties agree on a shared secret key in such a
way that all parties influence the outcome, without transferring the actual key itself
over an untrusted channel. Key-agreement protocols rely on the exchange of au-
thentic public-key components of the involved parties, i.e., keys that truly belong,
therefore prove the identity of claimed users or entities. Next, we present a use case
where a key-agreement protocol is used to achieve this.

3.1 Use Case

The use case under consideration in this paper is illustrated in Figure 2; a resource-
rich server communicates with constrained IoT devices in an untrusted field. The
two fundamental assumptions about this untrusted field are that the communication
is susceptible to both passive and active attacks because there is very little or
no control over it. In a passive attack, an intruder can only eavesdrop on the
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Fig. 2: Use-case scenario

communication. In an active attack, an intruder may also transmit, replay, modify
or delete specific communication messages. We see that there are two types of
devices: legitimate and malicious. The latter should not be authenticated. The
need for secure communication in this use case is, therefore, obvious.

3.2 Protocol Description

As pointed out in the background section, establishing secure communication be-
tween a device and a server requires a secure protocol. The goal of the protocol is to
derive shared keys between the server and legitimate devices in the field, therefore,
enabling an authenticated and encrypted communication. We will briefly look at
four slightly different scenarios with different requirements that result in protocol
modifications and discuss their advantages/disadvantages. In all the scenarios, the
communication is to be established between a server and a device enrollment. By
using a Trusted Third Party (TTP), we add substantial flexibility due to the Public
Key Infrastructure (PKI) and therefore inherit the benefit of certificate manage-
ment, e.g., device’s certificate revocation, etc. The four scenarios are:

– Scenario 1: we wish to achieve mutual authentication and certificate manage-
ment, and use as little Non-volatile Memory (NVM) as possible on the device.
To achieve mutual authentication, the server and devices need to be enrolled by
a TTP. To reduce NVM requirement and improve certificate management, cloud
infrastructure is used. The cloud infrastructure is a database that is meant to be
accessible by the TTP and the server for storing and retrieving digital certificates
of the enrolled devices, respectively.

– Scenario 2: Therefore, similarly as in scenario 1, both parties are enrolled by a
TTP; however, cloud infrastructure is not used here.
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– Scenario 3: we wish to achieve one-way authentication (which could be sufficient
in some instances) and certificate management, and again use as little as possible
of device’s NVM. To achieve this, only the devices are enrolled by the TTP, and
cloud infrastructure is used.

– Scenario 4: we loosen up all the constraints, i.e., one-way authentication, no
reduced NVM requirement, and no certificate management is required. Clearly,
this is the minimal version of the protocol, requiring only the enrollment of the
devices and no cloud infrastructure.

For each of the scenarios, we present four different protocol variants, referred
to as Protocol A, B, C, and D, respectively. In the rest of the section, we focus on
protocol Variant A that satisfies the most demanding Scenario 1 in detail, shown
in Protocol 1.1. Other protocol variants are briefly explained afterward.
Variant A: The protocol is divided into two stages. In the first stage, the device is
enrolled by a Trusted Third Party (TTP) in a secure environment. This is typically
done only once during the life-cycle of a device. The second stage, key-agreement,
and authentication, takes place in the field whenever necessary, i.e., communicating
parties establish a shared key before communication. The notations, followed by a
detailed description of Protocol 1.1 are described below:

Table 1: Protocol Legend

Symbol Description Symbol Description

ID Device ID, 48 bits SKTTP TTP’s secret key, 256 bits

PKTTP TTP’s public key, 256 bits x PUF-based secret key, 256 bits

HD Helper data, 752 bytes PKID Device’s Public Key, 256 bits

σID Digital signature, 256 bits SKserver Server’s secret key, 256 bits

PKserver Server’s public key, 256 bits w, k Shared secret and key, 256 bits

CertID Device’s Certificate CertIDserver Certificate

∗ Scalar multiplication KDF () Key Derivation Function

V f Signature Verification

PUF-enroll: generates a (PUF-derived) cryptographically secure key x and helper
data HD that is used in the decoding stage of the key reconstruction in the field.

PUF-reconstruct: is the reconstruction process of the secure key x that was enrolled
earlier.

DH KGen(x): calculates the public key based on the private key x. In ECC, it
corresponds to a scalar multiplication (*) of the scalar x and the base point of a
particular elliptic curve as per curve’s specifications.
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(I) Enrollment of the device and the server

Trusted Third Party (TTP) has SKTTP Device (ID)

1 : (x, HD) ← PUF − enroll
2 : PKID ← DH KGen(x)

3 : ID,HD,PKID

4 : σID ← SigskTTP
(ID,HD,PKID)

5 : CertID = [ID,HD,PKID, σID]

6 : Store(CertID) in cloud

7 : PKTTP

8 : Store(PKTTP )

Trusted Third Party (TTP) has SKTTP Server (ID)

9 : (SKserver, PKserver)← DH KGen

10 : ID, PKserver

11 : σID ← SigskTTP
(ID, PKserver)

12 : CertIDserver = [ID, PKID, σID]

13 : CertIDserver , PKTTP

14 : Store(CertIDserver , SKserver, PKTTP )

(II) Key-agreement and Authentication

Server has PKTTP and access to cloud Device (ID) has PKTTP

15 : Retrieve(CertID) from cloud

16 : VfpkTTP
(CertID)

17 : Session request, HD, CertIDserver

18 : VfpkTTP
(CertIDserver)

19 : x ← PUF − reconstruct(HD)

20 : w = SKserver ∗ PKID 21 : w = x ∗ PKserver

22 : k = KDF (w) k = KDF (w)

23 : Challenge-response handshake in both directions

Protocol 1.1: Protocol based on Diffie-Hellman Key Exchange (DHKE) using
Physical Unclonable Function (PUF)-derived key. Variant A - Achieving mutual-
authentication and low Non-volatile Memory (NVM) requirement using the cloud
infrastructure.

KDF(): is a Key Derivation Function that should be used to derive a quality secret
key from a shared secret [23].

ID: is an identification number unique to a device.

(I) Enrollment All IoT devices must first be enrolled with a TTP before their
operation in the field. The enrollment phase happens as follows:

Step 1: Device’s PUF response is enrolled, and the key-generation subsystem gen-
erates a cryptographic key x, along with Helper Data (HD). The HD is required
to reconstruct the private key x from the same PUF device in later stages. This is
explained in more detail in Section 4.
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Step 2: The generated key x is used to calculate its corresponding public key. This
computation is performed using scalar multiplication in a suitable elliptic curve
group, the result of which is a point on the curve. Note that in general, depending
on the cryptosystem, x may not be directly used as a private key. A post-processing
step may be needed.

Step 3: The device sends its identifier ID, HD and the computed public key to the
TTP.

Step 4-5: The TTP signs the received data using its private key and generates a
certificate.

Step 6: TTP stores the device’s certificate to a cloud. The certificate binds the
device’s ID to its PUF based public key.

Step 7-8: The device must be able to verify the identity of the server it is trying to
communicate within the field by verifying its certificate. Therefore, an additional
step in device enrollment is sending and storing the TTP’s public key PKTTP

on the device. To guarantee the security of this protocol, this key must be stored
securely on the device, i.e., it cannot be tampered with. Failing to do so allows
malicious servers to masquerade as a trusted one.

Step 9-14: In order to achieve mutual authentication, the server needs to be enrolled
by a TTP similarly as the device; a digital certificate is issued to the server.

(II) Key-agreement and Authentication In the field, the device must be
able to establish a secure and authenticated communication with the server.

Step 15-16: The server retrieves the certificate of the desired device from the cloud
and verifies it.

Step 17: The server initiates communication by sending a session request message,
HD of the device, and the certificate to the device for verification.

Step 18: The device verifies server’s certificate using PKTTP .

Step 19: The device reconstructs the PUF-based private key x using the received
HD.

Step 20-21: Both parties have the required information to calculate the shared
secret w using scalar multiplication.

Step 22: A Key Derivation Function is used for privacy-enhancing purposes to
derive a cryptographically secure shared key on both sides.
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Step 23: A challenge-response handshake in both directions is necessary to make
sure that the calculated shared keys on both sides are equivalent.

3.3 Other Variants

Alternatively, if one wishes to have simpler protocol variants (Scenarios 2-4), i.e., no
cloud infrastructure or simply only one-way authentication, one may use a simpler
protocol. In this subsection, we present three variants with different complexities;
similarly to Variant A, all of them are divided into two stages.
Variant B: This protocol variant, shown in Protocol 1.2, accommodates Scenario
2; therefore, it does not require a cloud infrastructure, while still having mutual
authentication. The cloud infrastructure is removed in this variant. The certificate
that is generated in Step 5 is transmitted to and stored on the device itself, therefore
requiring more NVM storage space. Instead of Step 15, upon a session request, the
device sends its previously-stored certificate to the server.
Variant C: This protocol variant, shown in Protocol 1.3, accommodates Scenario
3, therefore, mutual authentication is removed, i.e., Steps 7 - 14 are omitted. This
protocol uses cloud infrastructure to reduce the NVM storage requirement on the
device and provides certificate management. Step 17 is modified, and Step 18 is
removed since no server certificates are involved. The server fetches and verifies
the certificate from the cloud, generates an ephemeral DH key-pair, and sends its
contribution (PKserver) to the device. At this point, both parties can start the
key generation process, as seen in Steps 19-23 of Variant A. Note that a challenge-
response handshake in one direction is sufficient here.
Variant D: This protocol variant, shown in Protocol 1.4, accommodates Scenario
4, therefore is the simplest variant of the protocols. In this variant, only the device is
enrolled, and the certificate that is generated in Step 5 is transmitted to and stored
on the device itself. Therefore, Steps 6-16 are omitted. Steps 17-18 are modified
as follows; upon a session request, the device sends the certificate back that was
stored on the device during enrollment. The server verifies the certificate, generates
an ephemeral DH key-pair, and sends its contribution (PKserver) to the device. At
this point, both parties can start the key generation process, as seen in Steps 19-23
of Variant A. Note that a challenge-response handshake in one direction is sufficient
in this case.

3.4 Protocol Evaluation

The fundamental security of the proposed protocols relies on the fact that they
are built based on the well known ECDH protocol. That said, several assumptions
need to be in place to guarantee security. Firstly, we assume that TTP is indeed
trusted and that SKTTP is well protected. Secondly, in Protocols A and B, the
storage of TTP’s public key PKTTP on the device must be secure. Although PKTTP
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(I) Enrollment of the device and the server

Trusted Third Party (TTP) has SKTTP Device (ID)

1 : (x, HD) ← PUF − enroll
2 : PKIDS ← DH KGen(x)

3 : ID,HD,PKIDS

4 : σID ← SigskTTP
(ID,HD,PKIDS )

5 : CertIDS = [ID,HD,PKIDS , σID]

6 : CertIDS , PKTTP

7 : Store(CertIDS , PKTTP )

Trusted Third Party (TTP) has SKTTP Server (ID)

8 : (SKserver, PKserver)← DH KGen

9 : ID, PKserver

10 : σID ← SigskTTP
(ID, PKserver)

11 : CertIDserver = [ID, PKID, σID]

12 : CertIDserver , PKTTP

13 : Store(CertIDserver , SKserver, PKTTP )

(II) Key-agreement and Authentication

Server has PKTTP Device (ID) has PKTTP

14 : Session request, CertIDserver

15 : VfpkTTP
(CertIDserver )

16 : CertIDS = [ID,HD,PKID, σID]

17 : VfpkTTP
(CertIDS ) 18 : x ← PUF − reconstruct(HD)

19 : w = SKserver ∗ PKIDS 20 : w = x ∗ PKserver

21 : k = KDF (w) k = KDF (w)

22 : Challenge-response handshake in both directions

Protocol 1.2: Protocol based on DHKE using PUF-derived key. Variant B - Mutual-
authentication and no cloud infrastructure.

is public information, it must not be tampered; if tampered, the security would
be compromised, i.e., a malicious server would be able to communicate with the
device. Lastly, storing the device certificate CertID on the device or in the cloud
does not need to be that secure, because CertID is public information. Stealing
its contents will not give any advantage to anyone. However, modifying it would
render it useless, and could be used to perform a denial of service attack on the
device, which is why secure storage is still recommended.

Although the differences between the protocol variants are slight changes, the
results in terms of communication performance, functionality, etc. can be signifi-
cantly different, as we will see. The main properties of the protocol variants A-D
are summarized in Table 2. Options/properties with (+) are desired, whereas (-)
are not. From the table, we see that in all protocol variants, authenticate the de-
vice, whereas only Variants A and B authenticate the server as well. The NVM
requirement is discussed later in more detail. Another important point to note is
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(I) Enrollment of the Device

Trusted Third Party (TTP) has SKTTP Device (ID)

1 : (x, HD) ← PUF − enroll
2 : PKID ← DH KGen(x)

3 : ID,HD,PKID

4 : σID ← SigskTTP
(ID,HD,PKID)

5 : CertID = [ID,HD,PKID, σID]

6 : Store(CertID) in cloud

(II) Key-agreement and Authentication

Server has PKTTP and access to cloud storage Device (ID)

7 : Retrieve(CertID) from cloud

8 : Session request, HD

9 : VfpkTTP
(CertID) 10 : x ← PUF − reconstruct(HD)

11 : (SKHP , PKHP )← Ephemeral DH KGen

12 : PKHP

13 : w = SKHP ∗ PKID 14 : w = x ∗ PKHP

15 : k = KDF (w) k = KDF (w)

16 : Challenge-response handshake in one directions

Protocol 1.3: Protocol based on DHKE using PUF-derived key. Variant C - Device
authentication and using cloud infrustructure.

that Variants C and D generate ephemeral DH key-pairs, i.e., two same parties
will set up new keys for every session, a property that is desired. Alas, protocol
Variants A and B do not possess this quality anymore because the signed long term
keys are used in the DH handshake. A quick fix for that would be to generate an
ephemeral DH key-pair for the session and use the long-term signed key to sign the
new ephemeral key. The device will then have to verify this signature. Table 3 shows
some basic properties of the protocol variants such as the number of transfers, data
transfer size, and the NVM requirement to perform the enrollment, key-agreement,
and authentication. Note that the numbers are based on the following realistic con-
siderations. The size of ID is chosen to be identical to the size of a Media Access
Control address (IEEE Standard), which is 48 bits. A key with 256 bits of entropy
needs approximately 720 bytes of SRAM and 752 bytes of HD based on one of the
specific implementations of Intrinsic-ID Quiddikey PUF technology. Moreover, the
following analysis is focused more on the device side and the interactions with the
device due to its constrained nature.

The Number of Transfers shows the number of message transactions during
enrollment and in the field. As we can see, Variant B has the most data transfers,
whereas Variant C has the least. However, the difference is mainly in the enrollment
phase and not during operation; hence, the performance during run-time is similar
between them.
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(I) Enrollment of the Device

Trusted Third Party (TTP) has SKTTP Device (ID)

1 : (x, HD) ← PUF − enroll
2 : PKID ← DH KGen(x)

3 : ID,HD,PKID

4 : σID ← SigskTTP
(ID,HD,PKID)

5 : CertID = [ID,HD,PKID, σID]

6 : CertID

7 : Store(CertID)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Device enrollment complete . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(II) Key-agreement and Authentication

Server has PKTTP Device (ID)

8 : Session request

9 : CertID = [ID,HD,PKID, σID]

10 : VfpkTTP
(CertID) 11 : x ← PUF − reconstruct(HD)

12 : (SKHP , PKHP )← Ephemeral DH KGen

13 : PKHP

14 : w = SKHP ∗ PKID 15 : w = x ∗ PKHP

16 : k = KDF (w) k = KDF (w)

17 : Challenge-response handshake in one directions

Protocol 1.4: Protocol based on DHKE using PUF-derived key. Variant D - Device
authentication and no cloud infrustructure.

The Data Transfer Size shows the size of the messages in bits needed to be com-
municated during the transactions. This metric is essential for constrained devices
because every bit sent consumes power. Interestingly, all protocol variants transfer
more or less the same amount of data.

The NVM Requirement shows how much data need to be ‘permanently’ stored
on the device. Variant B requires the most since it needs to store the certificate as
well as the TTP’s public key, whereas Variant C requires no storage.

4 Architecture Design

In the previous section, a key-exchange protocol based on Elliptic Curve Diffie-
Hellman (ECDH) and Physical Unclonable Function (PUF)-derived key has been
proposed along with several protocol variants. In this section, we design a template
of a hardware architecture that enables these protocols on a constrained IoT device.
The template contains vital components that are necessary to secure the applica-
tion. The template enables a quick design of high-level hardware architecture. After
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Table 2: Distinguishing Properties of Protocol Variants A-D
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Variant A + + negligible (+) required (+/-) online (+) required (–)
Variant B + + large (–) offline (+/-) required (–)
Variant C + - none (++) required (+/-) online (+)
Variant D + - large (–) offline (+/-)

that, we present this high-level system architecture and the components that it is
comprised of, followed by a proof-of-concept validation in the next section.

The constrained device must include a minimal set of primitives as elaborated
below and shown in Figure 3:
Control unit: A control unit is essential to orchestrate all components and inter-
face with the outside world. For example, the control unit can be a micro-program
that implements the protocol and handles the interface to the outside.
ECC Scalar Multiplication unit: The protocols are based on ECDH; hence,
scalar multiplication operation ∗ is used on the device both during enrollment and
in the field. The scalar multiplication is the most compute-intensive operation in
ECC.
PUF System: The protocol is based on PUF-derived keys, i.e., PUF-technology
is used for silicon authentication. The selected PUF is an SRAM-PUF due to its
availability in most systems. The following are the integral parts of the SRAM-PUF
system:

– SRAM: For an SRAM PUF, a block of uninitialized SRAM must be available
in the system.

– Fuzzy Extractor: SRAM start-up values are typically noisy, mostly due to
environmental factors, e.g., temperature variation. To compensate for this noise,
a fuzzy extractor is used for a reliable and stable secure-key reconstruction [24–
26]. A detailed description of a fuzzy extractor, alongside its security or reliability
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Table 3: Properties of Protocol Variants A-D

Variant A Variant B Variant C Variant D

Number of Transfers
Stage I 4 4 1 2
Stage II 4 5 4 5

Total: 8 9 5 7

Data Transfer Size in bits (with device only)
Stage I 6576 6832 6320 6576
Stage II 6736 7296 6368 6928

Total: 13312 14128 12688 13504

NVM Requirement (device) 256 6832 0 6576
{PKttp} {Certid} {PKttp} {Certid}

Fig. 3: Conceptual Hardware Architecture

evaluation, is outside the scope of this work. For the sake of proof of concept, we
use the simple code offset method, which constitutes of two phases, enrollment
and reconstruction. During enrollment, Helper Data (HD) HD is calculated as
HD = R ⊕ C = R ⊕ Encode(S), where R is the initial PUF response and C is
the code, which is the result of an encoded secret key S. During reconstruction,
the noisy PUF response R′ is read out and the noisy code C ′ is reconstructed
using C ′ = R′ ⊕ HD = R′ ⊕ (R ⊕ Encode(S)) = noise+Encode(S) Eventually,
the secret key S is obtained by S = Decode(noise + Encode(S))

– Pseudo Random Number Generator (PRNG): Essentially, SRAM-PUF
is used as a key-storage. During the PUF enrollment stage, a key S must be
supplied to the fuzzy-extractor to be programmed. One such source of a key can
be a PRNG. PRNG needs to be seeded with a TRNG. For that, the noise in the
PUF responses could be used.
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The above list represents a minimalist set of components. Optionally, based
on the protocol variant the final design might include additional modules such
as a test unit, Non-volatile Memory (NVM), symmetric crypto unit, and a power
management unit.

5 Proof of Concept

In this section we present the proof of concept that is used for validation as well as
a discussion.

In order to demonstrate the practicality of the proposed protocol, we build
a prototype using off-the-shelf components that satisfies all requirements. As a
prototyping platform, we choose the Xilinx Zynq-7000 family All Programmable
System on Chip (APSoC) device. This platform hosts a General Purpose Processor
(GPP) and an Field Programmable Gate Array (FPGA). This gives the flexibility
to design and develop both hardware, software, and hardware/software co-design
paradigms. For this prototype, we selected the NaCl core [12] to implement the
scalar multiplication, which is one of the key operations in the DHKE protocol.

NaCl Crypto box in Hardware - which we will refer to as “NaCl core” or sim-
ply “NaCl”- is an example of low-resource hardware implementation of the widely
known crypto box function of the ‘Networking and Cryptography library’ (NaCl)
[12]. The NaCl core is in the public domain, making it worthwhile to use. NaCl
uses Curve25519 elliptic curve, which is supported by the popular OpenSSL library
and is included in the TLS 1.3 [27]. This is the only low-resource hardware imple-
mentation of Curve25519 to our knowledge. The NaCl core supports the X25519
Diffie-Hellman key exchange using Curve25519, the Salsa20 stream cipher, and the
Poly1305 message authenticator [12]. The NaCl core is implemented as an Applica-
tion Specific Instruction Processor (ASIP), with a silicon area utilization of 14.6k
gate equivalent. It consumes less than 40uW of power consumption at a 1MHz fre-
quency for a 130nm low-leakage CMOS process technology [12]. There are several
reasons why this particular core is chosen. Firstly, it is a technology independent
hardware implementation targeting highly resource-constrained devices i.e., opti-
mized for area. Secondly, the VHDL code of the core is in the public domain and,
therefore, freely available for the public. This allows us to modify it to fit our needs.
Moreover, by using the NaCl core, we build on top of previous academic work and
reduce development time.

The performance of the NaCl core mainly depends on the configuration of the
multiplier. The fastest two-cycle version of the core utilizes 2754 LUT Slices on a
Xilinx Artix R©-7 FPGA and takes approximately 830882 cycles for scalar multipli-
cation. However, in order to have the smallest possible area utilization, we configure
the NaCl core to use a 16 cycle multiplier at the cost of time [12]. Furthermore,
the original core contains other functionalities such as the XSalsa20 and Poly1308
code [12], compiled and stored in the ROM program that we do not need for this
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Fig. 4: Server GUI; used to enroll, authenticate and provide the output of the device.

work. By reducing the program to its minimum, we further reduced the ROM size
by approximately a factor of two. By doing all this, the final NaCl configuration
takes 3.475.123 cycles and has the lowest area utilization of 946 LUT Slices on our
prototyping platform.

The Xilinx Zynq APSoC platform tightly couples a processor together with
the fabric, and the communication is possible via the AXI-peripheral. In order to
integrate the NaCl core into our prototype setup, we must first wrap the NaCl core
into an AXI-peripheral. Secondly, create hardware interface drivers to abstract the
hardware and expose only the high-level operations to the programmer.

5.1 Validation

The essential components needed for all the protocol variants are the same. There-
fore, to validate the protocols, we choose to emulate Protocol D on the platform de-
scribed above, due to its simplicity. We used a server to perform the key-agreement
authentication protocol without the device. To simplify the verification process, a
GUI has been developed that executes the protocol steps. A screenshot of this GUI
is provided in Figure 4. At the end of the emulation, we verified that both parties
(i.e. device and server) derived the same key. Furthermore, in order to emulate ma-
licious behavior in our prototyping setup, we replaced the authentic SRAM by one
that has not been enrolled. Our experiment showed that we could identify malicious
devices and deny their access.

5.2 Discussion

In this section, we discuss how this solution satisfies the requirements, as well as
its limitations.
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Mutual authentication key-agreement protocol - One of the require-
ments was to enable secure communication between resource-constrained and un-
constrained IoT devices and provide mutual authentication. Moreover, by using
PUF derived keys on the IoT devices, we authenticate silicon. Hence, an Elliptic
Curve Diffie-Hellman (ECDH) based protocol was designed using the PUF-derived
key. The protocol achieves mutual authentication. Furthermore, by using a cloud
infrastructure, we achieve certificate management that can be used to blacklist de-
vices easily. Alternatively, based on a particular need, one can choose from three
additional protocol variants.

Fast time to market - We present a generic hardware architecture template
that can be used in conjunction with the proposed protocols. The critical component
in the entire system is scalar multiplication. We show that an off-the-shelf core
such as NaCl can be quickly used for such purposes. Furthermore, this has the
potential to be a viable option for a low to medium production, and a fast time
to market, which is crucial in the IoT market. Alternatively, if a higher production
volume is required, we might need to design an ASIC. Although the non-recurring
costs are known to be high for such design, the resulting per-unit price can be
substantially minimized this way. Furthermore, ASIC design can be optimized for
an area, resulting in the smallest form factor.

Minimizing silicon footprint - To minimize the footprint, we use ECC. Due
to its shorter operands, area utilization is significantly reduced when compared to
other public-key crypto cores, while achieving the same level of security. Therefore,
ECC has been gaining popularity in the community as a suitable candidate for
constrained devices. Furthermore, to minimize the silicon footprint of our design, we
choose to use SRAM-PUF. SRAM is already present in most systems, and SRAM
can be made from standards components. Furthermore, SRAM-PUF technology
itself is gaining popularity, and its widespread adoption is imminent.

Validation - In this work, we introduced a systematic approach to building a
prototype for the validation of our proposed protocol. The prototype allowed us to
verify, evaluate, and analyze the feasibility of such a system.

6 Conclusion

In this paper we proposed a mutual authenticating key-agreement protocol that
is based on ECDH which uses a SRAM-PUF based key. The proposed protocol is
designed for IoT devices that work under stringent constraints, i.e., area, cost and
power. We chose ECDH since ECC is a suitable candidate for constrained devices
due to the shorter operand size. Also, SRAM-PUF is chosen to be used due to its
expected adoption in IoT. In our base protocol, communicating parties are enrolled
by a TTP to achieve mutual authentication with a negligible NVM requirement
on the device’s side. Furthermore, we use cloud infrastructure to make certificate
management possible. In order to comply with different scenarios, three additional
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variants of the original protocol are proposed. We further provide a comparison
of the variants, showing the trade-offs related to security versus implementation
requirements. As future work, we expect to carry out formal security verification of
the proposed protocol and its variants. The designed protocol served as a roadmap
in drafting a modular hardware architecture. This architecture was prototyped,
verified, and its feasibility and practicality were demonstrated on a Xilinx Zynq-
7000 APSoC device.
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ABSTRACT 
 

Many fashion firms have enabled their business model to give extremely personalized 

experiences to their customers by using advanced CAD tools like CLO 3D, Marvelous-

Designer, Browzwear, Lectra and many more for designing the garment and build a 3D avatar 

for the customized garment as well as web-based services to be integrated  with the web and 

mobile-based applications.  Due to the integration of highly advanced technologies for 

designing and giving personalized experience has increased the customer's expectations.  In this 

paper, we have presented our initial work to build a garment fashion recommendation system 

for customized garments, which can be used with mobile and web applications. The proposed 

system structure is designed on the user's biometric profile and historical data of product order. 
We have collected the user’s historical data from a fashion company dealing with customized 

made-to-measure garments. Proposed architecture for recommendation system is based on 

different data mining techniques like clustering, classification and association mining.  

 

KEYWORDS 
 

Recommendation System, BIRCH, Adaptive Random Forest, Incremental learning, data mining, 

Association mining  

 

1. INTRODUCTION 
 

Digitalization in the fashion industry has automated each step by using CAD based tools as well 

as web-based platforms and made it easy to build the digital supply chain. Due to the 

digitalization fashion brands has generated a good amount of information to understand the 
consumers at various level and opened the door for the adoption of data-driven services based on 

machine learning-based data analysis. Recently -commerce platform Zalando has opted for data-

driven marketing techniques based on artificial intelligence and for the accomplishment of 
building data-driven services has acquired AI start-ups to work on their business domain [1]. 

 

Big market players Amazon, Alibaba, Flipkart, Myntra have also invested to build a strong digital 
supply chain to grab more customers and fulfill their demand by understanding them with deep 
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analysis using Artificial Intelligence based services [1]. Deloitte analysis for fashion companies 
has shown that consumers are willing to bear the expensive amount for highly personalized 

garments and fashion accessories [2]. Highly personalized garments need a close connection 

between the consumer and designers and to build the recommendation system to fullfill the gap 

by considering the customized garment data available recommendation filtering techniques 
analyzed.  The selection of the filtering technique depends on the domain of business and type of 

available data attributes  [25]. Broadly RS can be divided into three categories first is content-

based, second is collaborative and third is hybrid filtering techniques. Content-based (CB) 
filtering technique prepares the recommendation by matching the similarity with the content of 

the user’s preferable items. Also, CB filtering method matches the content of the user’s profile by 

considering attributes that show the interest of users. In the literature of fashion recommendation 
systems [3] it can be seen that the content-based analytic tools used to know the fashion brand’s 

sales activity. Content-based filtering is not suitable where content for product and user profile is 

not well-formed. The content-based system fails to provide recommendations by considering 

product popularity. On the other hand, collaborative filtering (CF) builds the recommendation 
result by knowing the relationship between the users and items by considering item ratings. 

Collaborative filtering further can be divided into two types, first is item-based and second is 

user-based CF. User-based CF works on user rating given to the item and matching 
corresponding user profiles.  The user-based approach becomes insufficient when data sparsity is 

seen. A small number of rated items between user profiles causes to generate unreliable and poor 

recommendations. Another issue is the user's profile information gets updated frequently and it 
requires the recompilation of user-based models. Also, an expectation to have ratings or item 

interaction data for every item leads CF-based systems to face item cold-start problems. 

  

Another popular Item-based CF was introduced by Amazon to overcome the issues faced in user-
based filtering techniques. The item-based filtering technique prepares prediction by calculating 

the similarity between items. The similarity between items remains stable as compare to user 

profile similarity and less requirement to recompile the item-based model. The item-based system 
builds recommendations for users by matching the similarity between the items and items 

purchased together with the large user population [4].  A collaborative filtering technique with 

visually explainable recommendations in the fashion industry has been proposed in the literature 

of recommendation systems.[5]. Item-based CF technique also inherits cold start problems when 
there is sufficient data to analyze the user’s historical behavior for new item sets. 

  

Hybrid filtering(HF) is a combination of various recommendation techniques to overcome the 
shortcomings of previously introduced Content-based and collaborative filtering. Applying a 

combination of machine learning algorithms or data mining techniques with a combined approach 

which is followed in content-based and collaborative filtering can improve the accuracy of the 
recommendation model. Because the issue of one algorithm can be solved by the other algorithm. 

In the literature of fashion recommendation systems, hybrid recommendation system is used to 

find the latest fashion trends [6].  We used a hybrid recommendation system using data mining 

techniques to analyze the customized shirt’s data. Further paper is organized as follows. The next 
section 2 explains and highlights the existing fashion industrial report and recent issues faced by 

fashion e-commerce platforms regarding the design of garment. Section 3 we have shown data 

mining steps with a brief introduction of incremental clustering algorithms. Further sub-section 
under section 3 shows details about the BIRCH clustering, Adaptive Random Forest classification 

and association mining algorithms and their results. The last section concludes the activities 

completed in this research paper. 
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2. PROBLEM STATEMENT FOR CUSTOMIZED GARMENT 

RECOMMENDATION SYSTEM 
 

A significant increase and adoption of the CAD tools have given a very closed personalized 
experience to consumers. Fashion companies are using the latest technologies like virtual AR VR 

platforms, Mirrors. 

 
A virtual dressing room by GAP provides customers virtual garments over 3D avatars of the 

user’s body morphology. CAD tools helped to design garment designs suited to different body 

type and 3D visualization made it easier to see the garment’s ease over the body. Famous CAD 
tools like Lectra, ClO3D are used by designers to create the garment pattern and then evaluate the 

fitting on 3D avatar. Despite having so much detailed information and virtual dressing rooms still, 

there is a gap between the designers and users' understanding related to fashion attributes. The 

famous sales drop issue in Zalando has shown that returns are not only because of fittings but also 
related to garment design and fabric choice for a garment. Stacia Carr Zalando’s Director of 

Engineering mentioned that design and fabric also can have an impact on the returns. Zalando 

raised alarm to one popular denim brand that faced sales drop due to a small change in the design 
[7]. In this research paper, to build a fashion recommendation system using each and every 

attribute of the customized shirt like collar cuff, pocket, fabric, color and biometric profile of the 

user. Hybrid filtering with data mining techniques is used to build the system. Because the 

available dataset doesn't fulfill the requirements of content-based and collaborative filtering 
techniques. Both the filtering techniques needs product description and rating data and rating data 

collection for a customized garment is not feasible due to the multiple numbers of style attributes 

of the garment. 
 

Asking users for rating all visible attributes is the complex and not user-friendly approach, for 

example, shirt attribute collar can have many different types of collar styles and the same applies 
to other style attributes like shirt button type, pocket type, cuff type, back yoke type. A web 

platform for customized garments works more closely with complex body measurement 

techniques because the individual body has its own specificity[8]. Through our research work, we 

aim to explore different scenario for a customized garment from designer’s and consumer’s point 
of view and we contribute as follows:  

 

• Build a close connection between users and designers by analyzing consumer’s selection 
choices for different styles and attributes available on the system. 

• GFRS is proposed to give a real-time recommendation by handling incremental data. 

 
Following steps for building hybrid recommendation systems are as follows: 

 

• Recommendation model composition starts from data partitioning by taking the vector of 

biometric parameters specific to customized garments. 
• Data partitioning divides data into small segments each segment contains similar 

biometric profiles of users.  

• Each segment is further classified corresponding to the fitting type. 
• Frequent itemset patterns mined by applying association learning to the different variants 

of a shirt. Frequent itemsets are the combination of attributes selected together for a shirt. 
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3. METHODOLOGY 
 

Data mining is the process of finding the hidden patterns from large data sets and generate useful 

insights for business. The development of a recommendation system is specific to. Every domain 

has different needs of recommendation systems like a proposed system in [9] has focused on 
fashion company which sells products through online web platforms as well as with offline 

showrooms. Therefore building the recommendation system with a conventional model used in 

other e-commerce websites and social networks can not fulfill the requirement of the different 
types of fashion business models. 

 

3.1. Data Mining  
 

Data mining is not a new term and drills down data to get useful insights for business have a long 

history. The extraction of the hidden pattern accelerates the pace of decision-makers. The 
exponential use of latest technologies and the proliferation of data in the fashion industry has 

raised the need for using big data analysis techniques to get valuable insights for fashion 

companies [10]. 

  
Commonly used clustering algorithms are categorized as partitioning, hierarchical, grid-based, 

and model-based algorithm [11] Partitioning methods require the value of k for algorithm by a 

user and it relocates the instances from one cluster to another. K-mean is most commonly used in 
the algorithm. k-mean partitions data with their respective centroids. The centroid is calculated by 

taking the mean of all instances in the cluster. K-medoids is another partitioning algorithm also 

known as PAM (Partition around medoids) Hierarchical based clustering algorithms are further 
categorized into two types: 

 

• Agglomerative hierarchical clustering follows a bottom-up approach. Initially, each 

element is considered as a cluster of its own. Every iteration works to combine most 
similar instances into a bigger cluster node. The iteration process works until the desired 

cluster structure is formed.  

• Divisive hierarchical clustering - follows a top-down approach. All instances are 
considered as a single cluster at first step and then moving forward with each iteration 

most heterogeneous cluster of instances divided into sub-clusters and it continues until 

every object is assigned to their cluster. 

 
Grid-based clustering algorithm CLIQUE is a gird based cluster to work with high dimensional 

data. It helps to find the cluster in the subspace of high dimensional data and it does not require to 

select the subspace which might have a cluster. Because of automatic subspace clustering, 
CLIQUE has been recommended to use in data mining applications[12]. 

 

Model-based clustering algorithms use a different model for each cluster and tries to find the 
best fitting for that model. Statistical learning and neural-based learning are two types of model-

based learning. Statistical learning includes COBWEB, GMM, and neural-based learning 

includes SOM, ART [13]. In our research work, we have clustered data using BIRCH (balanced 

iterative reducing and clustering using hierarchies) algorithm. 
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BIRCH algorithm is an unsupervised hierarchical algorithm for clustering. BIRCH is suitable for 
handling large data sets and incrementally and dynamically handle new metric data points [14]. 

The BIRCH clustering algorithm completes the process in two steps. The first step is building CF 

Tree and loads data into a cluster feature tree(CF Tree).CF Tree is a compressed form of data. 

BIRCH algorithm becomes highly efficient by using summary statistics for minimizing large data 
sets. CF Tree is built with CFs and each CF is composed of three summary statistics [14]: 

 

• The count represents the number of data values in the cluster. 
• The linear sum is the sum of individual coordinates and helps to measure the location of 

the cluster. 

• Squared Sum is the sum of squared coordinates and helps to measure the spread of the 
cluster. 

 

The second step is clustering the sub-clusters. After the creation of the CF Tree existing 

clustering algorithm on CF Tree Leaf nodes(sub-clusters) is applied to combine sub-cluster into 
clusters. 

 

3.2. Dataset Description and Recommendation Model Building Steps 

 

We have collected data from European fashion companies that are dedicated to creating a 

customized garment. We have considered customized shirts dataset for building an initial model. 
Detailed description related to data can be seen in Table 1, Table 2, Table 3 GFRS model is 

designed by combining three steps: 
 

Table 1. Customized shirt data 

. 

Month count Order Count User Count Remake Request Count 

10 5291 4712 493 

 

Table 2.  Customized shirt design attributes 

 

Fabric Fit Collar Placket Cuff Pocket CollarWhite CuffWhite 

331 8 44 14 32 10 2 2 

 

Table 3.  user biometric profile 
 

Height Weight CollarSize Age 

 

Data Clustering: Data clustering is used as a pre-processing step, Which becomes useful at later 
steps of data analysis. Also makes easier to build initial overview on the dataset by applying 

statistical analysis and machine learning algorithms [15] BIRCH algorithm is used to create the 

separate groups which are based on user biometric profile for the shirt. Three-dimensional input 

vector [height, weight, collar size] has passed to get the data in homogeneous segments for 
further analysis. In this step we have created segments of similar objects for our recommendation 

model. The reason for doing segmentation on the basis of biometric profile is useful to deal with 

the extremely different and similar biometric profile of users for example extremely long height 
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and weight user profiles won’t be suitable for group of users who are having extremely short 
height and weight. Following steps used for the completion of clustering: 

• We have used the Scikit machine learning library to implement the BIRCH algorithm for 

online clustering. 

• BIRCH model is trained in 5 iterations where each iteration is containing 1000 approx 
records to analyze the incremental behavior of the model. 

• Silhouette Coefficient, Davies-Bouldin score metrics are used to evaluate the clusters in 

each iteration. 

 
 

Figure 1.  Initial architecture of our Garment Fashion Recommendation System. 
 

Cluster evaluation Silhouette Coefficient metric is used to know how well clusters are formed. It 

is calculated using mean intra-cluster distance and mean nearest cluster distance [16]. Its value 

ranges from -1 to 1. Coefficient value 1 is considered as the best value and indicates the good 
clusters formed. If the coefficient value is going towards 0 it means that formed clusters are 

overlapping and if the value is -1 then this negative value indicates that samples have been 

assigned to the wrong cluster or clusters are not well-formed [17]. Davies-Bouldin score’s 
minimum value is 0 which is considered to be good and it is calculated as the average similarity 

score of each cluster with its most similar cluster. 
 

A similarity measure is calculated as the ratio between within-cluster distances and between 

cluster distances [17]. Table 4 shows the Silhouette Coefficient metrics increasing as new data is 
used to train the model cluster formation is reducing the overlap between the clusters. The 

silhouette score moving towards 1 is considered good and 0 indicates that clusters are 

overlapping. A negative score means the wrong assignment of samples to the cluster.  
 

Table 4.  Cluster evaluation 

 
Iteration silhouette_coefficient davies_bouldin_score 

0 0.327517934551341 0.98885472069335 

1 0.322808536550035 0.80856055643328 

2 0.294895935082953 1.01848641365009 

3 0.311195152561083 1.02506770111566 

4 0.307172835023094 1.04154161015915 
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Davies Bouldin score is the average similarity score of each cluster with its most similar cluster. 

decreasing and going towards 0 shows clusters are not similar and less dispersed. 
 

Data Classification: We have used supervised learning in this step using Adaptive random forest 

classifier to predict best fitting type class for input vector [X, Y] where X containing three 

biometric parameters [height, weight, collarsize] Y contains fitting type as a label. The adaptive 
random forest (ARF) classifier is suitable for online learning or to follow an incremental 

approach. Traditional classifier needs to be retrained if new data comes by losing previous 

information or appending new data with an older dataset and retrain the model to use all 
information. Bagging, Random forests are an example of ensemble classifiers. Bagging predicts 

by aggregating the multiple version of predictors [18]. Random forest is another popular and 

widely used ensemble classifier that uses a forest of trees and they vote for the popular class [19]. 
Increase the performance by combining the prediction of all models. ARF is an updated version 

of random Forest Following characteristics from experiments done in a research paper[20]: 
 

• ARF obtains good classification performance on real-world data. 
• A large number of feature handling using a small number of trees. 

• ARF can train its base trees in parallel without affecting its classification performance. 

This is an implementation concern, but it is useful for investigating scalability. 
• ARF might not be able to improve on data sets where all features are necessary to build a 

reasonable model. 
 

Table 5.  Classification report for Cluster 1 
 

class_name f1score precision recall support 

3 0,078431373 1 0,040816327 49 

4 0 0 0 1 

7 0,717557252 0,598726115 0,895238095 210 

8 0,32 0,5 0,235294118 102 

9 0 0 0 2 

accuracy 0,587912088 0,587912088 0,587912088 0,587912088 

macro avg 0,223197725 0,419745223 0,234269708 364 

weighted 

avg 

0,514203737 0,620144187 0,587912088 364 

 
 

Table 6.  Classification report for Cluster 2 

 

class_name f1score precision recall support 

1 0 0 0 3 

3 0,795275591 0,677852349 0,961904762 105 

4 0 0 0 3 

5 0 0 0 1 

7 0,383561644 0,736842105 0,259259259 54 

8 0 0 0 2 

accuracy 0,68452381 0,68452381 0,68452381 0,68452381 

macro avg 0,196472872 0,235782409 0,203527337 168 

weighted 

avg 

0,620334915 0,660499823 0,68452381 168 



380                              Computer Science & Information Technology (CS & IT) 

 
Table 7.  Classification report for Cluster 3 

class_name f1score precision recall support 

1 0,425531915 0,5 0,37037037 27 

3 0 0 0 12 

4 0 0 0 3 

5 0,4 1 0,25 12 

7 0,627345845 0,527027027 0,774834437 151 

8 0,401869159 0,494252874 0,338582677 127 

accuracy 0,521084337 0,521084337 0,521084337 0,521084337 

macro avg 0,309124486 0,420213317 0,288964581 332 

weighted 

avg 

0,488120384 0,505575892 0,521084337 332 

 

 
Table 8.  Classification report for Cluster 4 

class_name f1score precision recall support 

1 0,476190476 0,5 0,454545455 11 

3 0,171428571 0,666666667 0,098360656 61 

4 0,133333333 0,5 0,076923077 13 

5 0 0 0 5 

7 0,653846154 0,488505747 0,988372093 86 

8 0,1 1 0,052631579 19 

9 0 0 0 1 

accuracy 0,5 0,5 0,5 0,5 

macro avg 0,219256934 0,450738916 0,238690408 196 

weighted 

avg 

0,38550684 0,579990617 0,5 196 

 

Classification Evaluation: In the second step, we trained 4 classifiers based on each group 
identified in the clustering step. The classification report generated to see the quality of the 

model’s prediction. Classification model evaluation values corresponding to each metric can be 

seen in Table 5, Table 6, Table 7, Table 8. F1 score, precision, recall, support metrics are used to 
know the model’s prediction over different classes.. Precision shows the classifier's ability to not 

label positive instance as negative or percentage of prediction was correct. Precision value is 

calculated for each class by dividing true positives by the sum of true and false positives. 

 
                                                tp/(tp + f p)                                                       (1) 

 

A recall is the percentage of positive cases in the classifier model and for each class, the ratio is 
calculated by dividing true positive by sum of true positives and false negatives. 

 

                                               tp/(tp + f n)                                                         (2) 

 
Support shows the number of actual occurrences of the class In the specified dataset. 
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Classification report for some classes f1score value is 0 which gives an indication true positive + 
false positive == 0 or true positive + false negative == 0 .Also classes showing 0 value for  

precision means that there were no true positive case found for that class. 
 

Prequential Evaluation: Interleaved test then train is used to test the incremental Adaptive 

Random Forest Classifier’s accuracy with different pre-trained instances  Figure 1 shows mean 
performance accuracy of classifier increased gradually as the number of instances increased to 

pre - trained the model.  

 
Figure 1.  ARF performance accuracy calculation using prequential evaluation 

 
Figure 2.  ARF kappa score calculation using prequential evaluation 
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Figure 2. Shows the kappa score for ARF classifier in a moderate range. Kappa score ranges 
between -1 to 1 and used to measure inter-annotator agreement, negative score and score close to 

zero shows chance agreement and 1 means complete agreement.  

 

Association Mining: Association mining has used in the third step to getting the frequent itemset 
and association rules for the shirt attributes. In the literature of the recommendation system 

association mining is considered for building a web-based personalized recommendation system 

where explicit feedback is missing or can not be collected from users [21]. Also, association 
mining has been used in previous research work for improving the web-based application’s 

performance by getting the best set of rules using the Apriori algorithm [22]. Association mining 

process needs frequent itemsets to build rules and Apriori is one of the famous widely used 
algorithms. It was first introduced in 1996 [23] for finding all frequent itemsets using the Apriori 

candidate generation procedure and next is to get the support of frequent itemsets is counted. 

Apriori’s candidate generation process becomes costly when there are long patterns. On the other 

hand, FP tree algorithm is an efficient algorithm to find frequent itemsets for long patterns 
because of its compact tree data structure which helps to avoid repeated data scans [24]. FP 

Growth is faster than the Apriori algorithm.  

 
FP Growth with minimum support value 0.1 has trained with all set of attributes Fabric, Collar, 

Cuff, Placket, Pocket, CollarWhite, CuffWhite to get the frequent pattern sets. Getting a number 

of frequent pattern set depends on the value of minimum support as value goes down a number of 
frequent itemsets increases. Support, confidence, and lift metrics have been used to filter 

interesting rules. Association rules are represented as A → C, where A is antecedent itemset and 

C is consequent itemset. Support is the combined metric for antecedent itemset and consequent 

itemset and gives a percentage of transactions that contain both antecedent and consequent. The 
confidence value for rule is to know the truthness of consequent occurrence corresponding to 

antecedent in transaction database. Lift value greater than 1 indicates that antecedent and 

consequents are dependent and if the value is 1 two sets are independent of each other and can't 
be considered as potential rules. 
 

Table 6.  Filtered association rules 
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Machine learning library: scikit-multiflow open-source framework for machine learning is used 
to implement BIRCH, Adaptive random forest algorithm.  Association mining is implemented 

using MLxTEND machine learning library.  In the future we proposed recommendation model 

will be implemented as web service and will be tested with online web and mobile-based 

platform. 
 

4. CONCLUSIONS 
 

We have presented initial steps for building Garment fashion recommendation system by 
considering biometric profiles to segregate the data. Also customer’s style preference 

corresponding to different fitting style has known by generating association rules. Proposed 

recommendation system has combined unsupervised, supervised and association learning to build 

the GFRS. GFRS system is developed to track user preferences corresponding to their selection 
behaviour on design elements corresponding to body measurement profile. Because customized 

garment online platforms are very specific to body type. BIRCH,Adaptive random forest 

classifier is used to make scaled system and to provide nearly real time prediction. In our future 
research work we will work with other customized garments to make this system more 

generalized. Recommendation service will be developed and will be tested with the online 

platform which connects different fashion brands(Project partners) and validates their business 
cases. 

 

ACKNOWLEDGMENTS 
 
We thank the European Union for providing an opportunity to contribute FBD BMODEL H2020 project 

 

REFERENCES 
 

[1] Achim Berg, Imran Amed, Anita Balchandani, Johanna Andersson, Saskia Hedrich, and Robb Young. 

(2019) Fashion industry trends to watch in 2019 |McKinsey. [Online]. Available: 

https://www.mckinsey.com/industries/retail/ourinsights/ten-trends-for-the-fashion-industry-to-watch-

in-2019 

 

[2] N. Wixcey. (2015) Made to order: The rise of mass personalisation | deloitte switzerland | consumer 

business. [Online]. Available:https://www2.deloitte.com/ch/en/pages/consumer-
business/articles/madeto-order-the-rise-of-mass-personalisation.html 

 

[3] B. Touchette, Morgan Schanski, and Seung-Eun Lee, “Apparel brandsâĂŹ use of facebook: an 

exploratory content analysis of branded entertainment | emerald insight,” vol. Vol. 19 No. 2, pp. 107-

119. [Online]. Available: https://www.emerald.com/insight/content/doi/10.1108/JFMM-04-2013-

0051/full/html 

 

[4] G. Linden, B. Smith, and J. York, “Amazon. com recommendations: Item-to-item collaborative 

filtering,” IEEE Internet computing, no. 1, pp. 76–80, 2003. 

 

[5] X. Chen, H. Chen, H. Xu, Y. Zhang, Y. Cao, Z. Qin, and H. Zha, “Personalized fashion 

recommendation with visual explanations based on multimodal attention network: Towards visually 
explainable recommendation,” in Proceedings of the 42Nd International ACM SIGIR Conference on 

Research and Development in Information Retrieval, ser. SIGIR’19. New York, NY, USA: ACM, 

2019, pp.765–774. [Online]. Available: http://doi.acm.org/10.1145/3331184.3331254 

 



384                              Computer Science & Information Technology (CS & IT) 

[6] Ã. Cardoso, F. Daolio, and S. Vargas, “Product characterisation towards ,: Learning attributes from 

unstructured data to recommend fashion products,” in Proceedings of the 24th ACM SIGKDD 

International Conference on Knowledge Discovery & Data Mining - KDD ’18. ACM Press, pp. 80–

89. [Online]. Available: http://dl.acm.org/citation.cfm?doid=3219819.3219888  

 
[7] Stacia Carr. Online clothing retailers hunt for better fit to cut costly returns - reuters. [Online]. 

Available: https://www.reuters.com/article/us-onlineapparel-returns-focus/online clothing-retailers-

hunt-for-better-fit-to-cut-costly-returns-idUSKCN1OK1E2 

 

[8] A. Kim, “Method of ordering a custom-made suit online,” Feb. 28 2019, uS Patent App. 15/687,690. 

 

[9] H. Hwangbo, Y. S. Kim, and K. J. Cha, “Recommendation system development for fashion retail e-

commerce,” Electronic Commerce Research and Applications, vol. 28, pp. 94–101, 2018. 

 

[10] I. Amed, Johanna, ersson, A. Berg, M. Drageset, S. Hedrich, and S. Kappelmark. The state of fashion 

2018: Renewed optimism for the fashion industry | McKinsey. [Online]. Available: 

https://www.mckinsey.com/industries/retail/ourinsights/ renewed-optimism-for-the-fashion-industry 
 

[11] A. Bhattacharya, N. Chowdhury, and R. K De, “Comparative analysis of clustering and biclustering 

algorithms for grouping of genes: co-function and co-regulation,” Current Bioinformatics, vol. 7, no. 

1, pp. 63–76, 2012. 

 

[12] R. Agrawal, J. Gehrke, D. Gunopulos, and P. Raghavan, “Automatic subspace clustering of high 

dimensional data for data mining applications,” SIGMOD Rec., vol. 27, no. 2, pp. 94–105, Jun. 1998. 

[Online]. Available: http: //doi.acm.org/10.1145/276305.276314 

 

[13] D. Xu and Y. Tian, “A comprehensive survey of clustering algorithms,” vol. 2, no. 2, pp. 165–193. 

[Online]. Available: https://doi.org/10.1007/s40745-015-0040-1 
 

[14] T. Zhang, R. Ramakrishnan, and M. Livny, “Birch: An efficient data clustering method for very large 

databases,” SIGMOD Rec., vol. 25, no. 2, pp. 103–114, Jun. 1996. [Online]. Available: 

http://doi.acm.org/10.1145/235968.233324 

 

[15] B. Karmakar and I. Mukhopadhayay, “An efficient partition-repetition approach in clustering of big 

data,” in Big Data Analytics. Springer, 2016, pp. 75–93. 

 

[16] P. J. Rousseeuw, “Silhouettes: A graphical aid to the interpretation and validation of cluster analysis,” 

vol. 20, pp. 53 – 65. [Online]. Available: 

http://www.sciencedirect.com/science/article/pii/0377042787901257 

 
[17] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion, O. Grisel, M. Blondel, P. 

Prettenhofer, R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, 

and E. Duchesnay, “Scikit-learn: Machine learning in Python,” Journal of Machine Learning 

Research, vol. 12, pp. 2825–2830, 2011. 

 

[18] L. Breiman, “Bagging predictors,” vol. 24, no. 2, pp. 123–140. [Online]. Available: 

https://doi.org/10.1007/BF00058655 [19] ——, “Random forests,” vol. 45, no. 1, pp. 5–32. [Online]. 

Available: https: //doi.org/10.1023/A:1010933404324 

 

[20] H. M. Gomes, A. Bifet, J. Read, J. P. Barddal, F. Enembreck, B. Pfharinger, G. Holmes, and T. 

Abdessalem, “Adaptive random forests for evolving data stream classification,” vol. 106, no. 9, pp. 
1469–1495. [Online]. Available: https://doi.org/10.1007/s10994-017-5642-8 

 



Computer Science & Information Technology (CS & IT)                                   385 

[21] B. Mobasher, H. Dai, T. Luo, and M. Nakagawa, “Effective personalization based on association rule 

discovery from web usage data,” in Proceedings of the 3rd International Workshop on Web 

Information and Data Management, ser. WIDM ’01. ACM, pp. 9–15, event-place: Atlanta, Georgia, 

USA. [Online]. Available: http://doi.acm.org/10.1145/502932.502935 

 
[22] S. Bayati, A. F. Nejad, S. Kharazmi, and A. Bahreininejad, “Using association rule mining to improve 

semantic web services composition performance,” in Control and Communication 2009 2nd 

International Conference on Computer, pp. 1–5. 

 

[23] R. Agrawal and J. C. Shafer, “Parallel mining of association rules,” IEEE Transactions on Knowledge 

& Data Engineering, no. 6, pp. 962–969, 1996. 

 

[24] J. Han, J. Pei, and Y. Yin, “Mining frequent patterns without candidate generation,” in Proceedings of 

the 2000 ACM SIGMOD International Conference on Management of Data, ser. SIGMOD ’00. 

ACM, pp. 1–12, event-place: Dallas, Texas, USA. [Online]. Available: 

http://doi.acm.org/10.1145/342009.335372 

 
[25] M. D. Buhmann et al., ‘Recommender Systems’, in Encyclopedia of Machine Learning, C. Sammut 

and G. I. Webb, Eds. Boston, MA: Springer US, 2011, pp. 829–838. 
 

 

AUTHORS   
 
Shukla Sharma, Ph.D. Candidate, GEMTEX Laboratory, France                                                                

 



386                                     Computer Science & Information Technology (CS & IT) 

 



 

Natarajan Meghanathan et al. (Eds) : CSEIT, CMLA, NeTCOM, CIoT, SPM, NCS, WiMoNe, Graph-hoc - 2019 

pp. 387-393, 2019. © CS & IT-CSCP 2019                                                               DOI: 10.5121/csit.2019.91330 

 
A NOVEL MACHINE LEARNING SYSTEM FOR 

SENTIMENT ANALYSIS AND EXTRACTION 

 

Osama Mohammad Rababah1, and Nour Alokaily2 

 
1Information Technology Department, The University of Jordan, Amman, 

Jordan 
2School of archaeology and Tourism, The University of Jordan, Amman, Jordan 

 

ABSTRACT 
 
The huge volume of online reviews makes it difficult for a human to process and extract all 

significant information to make decisions. As a result, there has been a trend to develop systems 

that can automatically summarize opinions from a set of reviews. In this respect, the automatic 

classification and information extraction from users’ comments, also known as sentiment 

analysis (SA) becomes vital to offer users the best responses to users’ queries, based on their 

preferences. In this paper, a novel system hat offers personalized user experiences and solves 

the semantic-pragmatic gap was presented. Having a system for forecasting sentiments might 

allow us, to extract opinions from the internet and predict online user’s favorites, which could 

determine valuable for commercial or marketing research. The data used belongs to the tagged 

corpus positive and negative processed movie reviews introduced by Pang and Lee[1]. The 
results show that even when a small sample is used, sentiment analysis can be done with high 

accuracy if appropriate natural language processing algorithms applied. 
 

KEYWORDS 
 

Machine Learning, Big Data, Natural Language Processing, Sentiment Analysis 

 

1. INTRODUCTION 
 

Sentiment analysis consists of the usage of language processing, text analysis, and computational 

linguistics to identify subjective opinion. Usually, the new data entries are compared to already 

classified samples, which belong to the same category.SA is the procedure of determining the 
polarity or intention of a written text [2]. 

 

According to[3], SA includes five steps to analyze sentiment data. The first step begins with data 
collection which consists of collecting data from user-generated content contained in blogs, 

forums, and social media networks. The collected data can be messy and expressed by different 

methods or by using different words, slangs, and context of writing. Manual analysis of such an 
enormous amount of data is not possible and exhausting. As a result, text analytics and natural 

language processing are used to mine and classify the data. Secondly, is the text preparation step, 

that is consists of cleaning the extracted data before analysis. Non-textual contents and contents 

that are unsuitable for the study are documented and detached. The third step is emotion 
detection, in which the extracted sentences of the reviews and opinions are scrutinized; sentences 

with individual expressions are retained, and sentences with objective communication are 



388                                   Computer Science & Information Technology (CS & IT) 

discarded. The fourth step is sentiment classification where personal sentences are classified in 

positive, negative, good, bad, like, dislike, but classification can be made by using multiple 
points. Finally, it is the presentation of the output step where the key objective of sentiment 

analysis here is to transform unstructured text into meaningful information. At the end of the 

study, the test results are displayed on graphs. Also, time can be analyzed and can be graphically 
displayed a sentiment timeline with the chosen values of frequency, percentages, and averages 

over time [2]. 

 
The efficient auto-summarization of texts is a separate field of study in the computational 

linguistics community. One of its main goals is to offer users a way to access the content of their 

interest in a quicker and more efficient way [3]. SA, on the other hand, aims to be able to divide 

correctly text data into categories based on the opinions the authors expressed about particular 
issues, using natural language. To be able to offer personalized user experiences, these two fields 

can be analyzed holistically [4]. The novel system proposed in this article does that by merging 

an auto-summarization algorithm with a sentiment analysis algorithm and examining the results 
using the relevant metrics. 

 

Accessing and searching reviews is frustrating when users have an imprecise idea of the product 

or its features and they need a recommendation or a close match. Keyword-based search does not 
usually provide good results, as the same keywords can appear in both good and bad reviews[5]. 

Another challenge in understanding studies is that a reviewer’s general rating might be dedicated 

to the product features in which might not be of interest to the user searching. Additional 
challenges include having the sentiment word with an opposite meaning in a particular domain. 

Sarcastic sentences may violate the meaning of sentences; therefore, close attention to the words 

used in such sentences is needed. Other issues include when people write a word in different 
means which may not give us an indication that it is the same word. People's methods of 

expression can be inconsistent while most of the traditional text processing methods hang on the 

fact that a minor variance between two pieces of text doesn't alter the meaning. 

 
This paper is prearranged as follows. Section 2 is a literature review of relevant work. Section 3 

gives an overview of the methodology we adopt for this research article. Sections 4 and 5 present 

test cases and results obtained by running the novel system. Finally, Section 6demonstrates the 
conclusion. 

 

2. STATE OF ART 
 

The term SA first appeared in [5]. However, the research on sentiments appeared earlier [6]-[10]. 
The literature on SA focused on diverse fields, from computer science to management sciences, 

social sciences and business due to its importance to various tasks such as subjective expressions 

[11], sentiments of words [12], subjective sentences [13], and topics [5] [13] and [14]. 
 

SA can be approached in different manners, either by categorizing data into two groups: positive 

or negative[15] or by using numerous intermediary classes, such as the multiple stars reviews [1]. 

The sentiment classification approaches can be classified into machine learning, lexicon-based 
and hybrid approach [16]. 

 

The increase in new categories of online information also changes the type of summarization that 
is of interest. Summarization has newly been combined with work on SA [17]-[19]. Given the 
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numerous different reviews that one can find on the web, the problem is to identify common 

opinions. Some of the approaches that have been tried so far include: determining semantic 

properties of an object, defining the intensity of an opinion, and determining whether opinion is 
important. In this paper, we present a novel system that was uniting an auto-summarization 

algorithm with a SA algorithm to increase personalized user experience. 

 

The auto-summarization of texts was done using the tools offered by the NLTK toolkit 
(NLTK.org) [20], which provide the opportunity to tag sentences syntactically and calculate word 

frequencies and perform stop word elimination, by using the pre-defined English corpora. 

 

3. A NOVEL SYSTEM ARCHITECTURE 
 

The figure below shows the system flowchart. The auto summarization consists of 6 steps which 

start from the original text document that is given as an argument (step 1) and generate a 

summary of that text by selecting the n most relevant sentences (where n is a user-defined 
variable) (step 6). Steps (2) to (5) encompass of sentence tagging and word frequency and 

relevance calculations. 

 
The tagged texts are handled and then handed to a naïve Bayesian classifier, along with their tags 

as training data. Once the classifier has been trained, new observations are given for 

classification. Figure 1 shows the steps of auto-summarization and Sentiment analysis. 

 

The measures used to scale the performance of the sentiment analysis were as follow: 

 

The sensitivity or the true positive rate and sometimes called recall, measures the 

proportion of positives that are correctly identified. Recall is calculated as below: 

      

 True Positives / TruePositives + FalseNegatives. 

 

The precision or the positive predictive value is the fraction of relevant retrieved 

instances such as the percentage of negative restaurant or movie reviews that are truly 

negative. Precision is calculated as below: 

   

True Negatives / TruePositives + FalsePositives. 

 

Accuracy is defined as the closeness of agreement between the result of a measurement 

and a true value [21]. Accuracy is calculated as below: 

     

True Positives + True Negatives / TruePositives + FalseNegatives+ 

  

  TrueNegatives + FalsePositives 

  True positives: positive comments correctly identified as positive. 

  True negatives: negative comments correctly identified as negative.  

  False positives: negative comments incorrectly identified as positive. 

  False negatives: positive comments incorrectly identified as negative. 



390                                   Computer Science & Information Technology (CS & IT) 

The values that were found for each of these meters are shown and discussed in the 

results section of this paper. 

 

 
 

  Figure 1.Systemflowchart. 

 

4. SYSTEM TESTING 
 

Five different forms of test cases were used: 
 

 No Proc process which uses the original texts of the comments for both 

training and classification, with the dataset divided 20%/80%. 

 Min Proc process only eliminates punctuation and uppercase letters, still uses 

the original complete textual comments for classification. 

 Sum on Sum where all comments are summarized first and then they are used 

for training the Bayesian network and testing (again the 80%/20% ratio was 

used for the classification/testing). 

 Sum on full where the Bayesian network is trained with the full text of the 

comments and the summaries are given as new items to be classified. 

 Full on Sum where the Bayesian network is trained with the text of the 

summaries and the full textual comments texts are used for classification. 

 
The 20%/80% ratio for training vs. classification was respected for all test cases, and no text 

was used for both training and testing (a summary of a text is considered the equivalent of the 
original text in this regard). 
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5. RESULTS 
 

The results found from running the system for each of the test cases shown below. 

 
 

Figure 2.Complete value set for all test cases. 

 

 
 

Figure 3. Accuracy depending on the test case 

 
Table 1.Numeric values for all the test cases. 

 

 Precision Recall Accuracy 

Sum on Full 0.15 0.75 0.55 

Sum on Sum 0.55 0.65 0.63 

Full on Sum 0.4 0.84 0.66 

NoProc 0.58 0.74 0.69 

 

As shown in Table 1 and Figure 2  the best metrics were the Sum on Sum, Min- Proc, and 

NoProc, the top accuracy were NoProc and MinProc. Also, it's clear from Figure 3,  the best 

accuracy was the NoProc and MinProc. Moreover, in contrast with the other metrics, accuracy 
has the minimum variation. 
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6. CONCLUSIONS 
 

After running the system, results shows accuracy is improved when texts of the same type are 
used for training and testing. However, the accuracy of the system does not vary greatly between 

test cases—as opposed to the other metrics. Furthermore, there was no change in the results found 

for texts that were not processed and the ones that had undergone minimal processing; showing 
polarity were not influenced by the usage of upper case vs. lower case or punctuation signs. 

The precision drops radically when the system is trained with different types of texts than the 

trained with (Sum on Full and Full on Sum test cases), the explanation being the same as the one 

for the accuracy drop. As further developments for the proposed system, the following directions 
could be investigated: 1) Variation of the number of sentences in the summaries depending on the 

length of the original text—assuring that the length of the original text does not affect the training 

algorithm; 2) Extra processing methods could be added to the algorithm, such as stemming and 
stop word elimination, and the results should be reexamined to determine if the performance 

metrics improve for the mix test cases—Sum on Full and Full on Sum. 
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