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ABSTRACT 
 

Confusion matrix is a useful and comprehensive presentation of the classifier performance. It is 

commonly used in the evaluation of multi-class, single-label classification models, where each data 

instance can belong to just one class at any given point in time. However, the real world is rarely 

unambiguous and hard classification of data instance to a single class, i.e. defining its properties with 

single distinctive feature, is not always possible. For example, an image can contain multiple objects 

and regions which makes multi-class classification inappropriate to describe its content. Proposed 

solutions to this set of problems are based on multi-label classification model where each data 

instance is assigned one or more labels describing its features. While most of the evaluation measures 

used to evaluate single-label classifier can be adapted to a multi-label classification model, 

presentation and evaluation of the obtained results using standard confusion matrices cannot be 

expanded to this case. 

 

In this paper we propose a novel method for the computation of a confusion matrix for multi-label 

classification. The proposed algorithm overcomes the limitations of the existing approaches in 

modeling relations between the classifier output and the Ground Truth (i.e. hand-labeled) 

classification, and due to its versatility can be used in many different research fields. 
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1. INTRODUCTION 
 

Multi-class classification (MCC), where each data instance or object is assigned to a class from the 

set of a priori known classes, is widely encountered in scientific literature and engineering 

applications. Regardless of the number of possible classes, they are mutually exclusive and each 

object can be assigned to only one class. This approach in machine learning, also known as Single-

label classification [18], relies on fundamental assumption that each data object belongs to only one 

concept and has a unique semantic meaning [21]. While this approach is well-known and widely 

used in supervised learning, there are data sets that are too complex to impose the restriction of only 

one label for each data instance [5], [12]. These problems include text categorization, sentiment and 

emotion recognition, semantic scene classification and many other problems. In fact, most of real life 

data is often difficult to describe with a single distinctive feature. Objects, phenomena, relations, 

interactions and other manifestations of natural and artificial processes are seldom simple enough to 

be easily defined and unambiguously classified. Machine learning approaches dealing with data that 
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cannot be simply classified to a single distinctive class, i.e. described with a unique semantic context, 

are referred to as Multi-label classification (MLC) [18], [17] or Multi-label learning [5], [19] gain the 

attention and becomes a relevant research area [1], [21]. 

 

Beside assigning more than one semantic concept to each data instance, MLC algorithms have to 

deal with other difficulties, e.g. correlation between different labels and an uneven number of label 

occurrences on the data. Representative example is image classification. Aside from rare exceptions, 

most of the real life images contain multiple objects and regions with their interactions and attributes 

and can be annotated with multiple labels [19]. Some labels can be very common in the data set and 

appear in almost all images (e.g. Sky), while others could be rare and appear only on a few images in 

the whole data set. Moreover, it is not uncommon for different labels to look very similar in the 

image context (e.g. Clouds, Smoke or Fog), making hard even for a human to create unambiguous 

Ground Truth (GT) labeling [2]. For a researcher working on a MLC algorithm, it is essential to have 

a tool that does not only evaluate algorithm effectiveness but can also reveal relations between labels 

and clearly indicate the weaknesses of the classifier. 

 

Confusion matrices have been present in the evaluation of scientific models and engineering 

applications for a long time and are commonly used in many different areas such as computer vision 

[14], natural language processing [10], acoustics [16], etc. In its simplest form a confusion matrix 

shows a binary classifier performance in table with two rows and two columns [3], [13], [4] and 

represents the percentages of four possible classification outcomes: True Positive (TP), False Positive 

(FP), True Negative (TN) and False negative (FN). This principle is easily extended to visualization 

of results obtained by Multi-class classification model [11], where each object form the data set can 

belong to just one of many distinctive classes at any given point in time. If, for example, an object of 

type A is often misclassified as type B, the confusion matrix will clearly reveal this and suggest to a 

researcher that she or he could improve the classification model by looking for additional features 

that can help better distinguish classes A and B. 

 

Even though confusion matrices are adequate for the visualization of results obtained by MCC 

models, they fail when it comes to Multi-label classification where an object from a data set can 

simultaneously belong to multiple classes. Since the analysis of the confusion matrix could provide 

insight into the relations between different data features and objects and also reveal inherent structure 

of the data itself, it is important to find a way in which a confusion matrix can be applied for 

evaluation of MLC models. In this paper we propose a method for representation of Multi-label 

classification results with confusion matrices. 

 

The rest of the paper is structured as follows. Multi-label classification paradigm and existing 

evaluation measures for Multi-label classification model are presented in section II. In section III a 

novel approach for the computation of confusion matrices for Multi-label classification problems is 

proposed and elaborated in details. In section IV we give a conclusion and discuss future work. 

 

2. MULTI-LABEL CLASSIFIER PERFORMANCE EVALUATION 
 

Multi-label classification is a supervised learning paradigm where each data instance can be assigned 

more than one label from the set of predefined labels. This approach gained a lot of attention in 

recent years as it is applicable whenever the data set is too complex to assign each data instance to a 

single distinctive class, i.e. characterize each data instance with a single distinctive feature or 

concept. Reported applications of multi-label classification include [17], [5] text categorization, 
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image classification, graph classification, bioinformatics, gene function analysis, emotion and 

sentiment recognition, multimedia annotation, social network analysis and many more. Surveys of 

multi-label classification techniques and state of the art approaches are given in [18], [17], [5], [21]. 

 

We define Multi-label classification problem according to [21], [5]:  

 

Let 𝒳 = 𝑅𝑑 be   an input space of d-dimensional data instances and  𝒴 = {𝜆1,  … ,  𝜆𝑞}  the output 

label space with|𝒴| = 𝑞  possible labels that can be assigned to each data instance. Multi-label 

pattern is a pair (𝑥, 𝑌) where 𝑥 ∈ 𝒳 is a data instance and 𝑌 ⊆ 𝒴 is a set of associated true labels. 

Label set 𝑌 is represented as a q dimensional binary vector 𝑌 ∈ {0,1}𝑞 where labels relevant to x are 

represented by 1 and labels irrelevant to x are represented by 0.  

 

The task of multi-label training is to learn function ℋℳℒ:𝒳 → 2|𝒴| which predicts a set 𝑍 ⊆ 𝒴 of 

relevant labels for an unseen data instance. Note that Multi-class classification could be defined as a 

special case of Multi-label classification where ℋℳ𝒞:𝒳 → 𝒴 predicts a single class associated to 

data instance [5]. 

 

2.1. Evaluation Measures 
 

Evaluation measures used to evaluate performance of Multi-class classifier are usually based on hit 

and miss ratio on an unseen test data with associated Ground Truth classes. Prediction of the 

classifier ℋℳ𝒞:𝒳 → 𝒴is accurate only if the predicted class is the same as the GT class. In Multi-

label classification, prediction could be completely accurate if predicted labels Z are exactly the same 

as GT labels 𝑌 , partially accurate if 𝑌 ∩ 𝑍 ≠ ∅ or completely inacurate if 𝑌 ∩ 𝑍 =  ∅. Thorough 

survey of the evaluation techniques for Multilabel classification with correlation analysis of different 

performance measures is given in [1]. 

 

Let 𝐷𝑡 = {(𝑥𝑖, 𝑌𝑖)|𝑖 = 1,… ,𝑁} be a set of multi-label patterns where 𝑌𝑖 is the Ground Truth set of 

labels for data instance 𝑥𝑖 unseen by the classifier ℋℳℒ:𝒳 → 2|𝒴|and 𝑍𝑖 = ℋℳℒ(𝑥𝑖) is the 

prediction of the classifier. Evaluation measures for evaluating performance of the MLC classifier are 

divided into example-based metrics and label-based metrics. Example-based metrics calculate 

performance for every data instance and average over the entire data set, while label-based metrics 

evaluate performance for each label individually and then average across all labels. 

 

2.1.1. Example-based evaluation measures 
 

Example-based evaluation measures are calculated by taking into account each instance hit and miss 

ratio regardless of label and averaging over the entire test set. Example based Accuracy, Precision 

and Recall are define with [1], [6]: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝐸𝐵(ℋℳℒ , 𝒟𝓉) =
1

𝑁
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖 ∪ 𝑍𝑖|

𝑁

𝑖=1

 
(1) 

 

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐸𝐵(ℋℳℒ, 𝒟𝓉) =
1

𝑁
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑍𝑖|

𝑁

𝑖=1

 (2) 
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𝑅𝑒𝑐𝑎𝑙𝑙𝐸𝐵(ℋℳℒ, 𝒟𝓉) =
1

𝑁
∑

|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖|

𝑁

𝑖=1

 

 

(3) 

 

Using example-based Precision and Recall, F1score [7] can be computed, representing the weighted 

average between Precision and Recall [1]: 

 

𝐹1𝐸𝐵 =
1

𝑁
∑

2|𝑌𝑖 ∩ 𝑍𝑖|

|𝑌𝑖| + |𝑍𝑖|

𝑁

𝑖=1

 (4) 

 

Hamming loss: 

 

𝐻𝑎𝑚𝑚𝑖𝑛𝑔𝐿𝑜𝑠𝑠(ℋℳℒ, 𝒟𝓉) =
1

𝑁
∑

|𝑌𝑖 △ 𝑍𝑖|

|𝐿|

N

i=1

 (5) 

 

where ∆ stands for a symmetric difference of two sets, which is equivalent to the XOR operation in 

Boolean logic [1]. Hamming Loss (5) is a widely used evaluation measure for MLC, penalizing 

difference between predicted and GT labels. Both labels that are predicted and do not exist in GT and 

labels that are not predicted but exist in GT are taken into the account. 

 

Subset Accuracy: 

𝑆𝑢𝑏𝑠𝑒𝑡𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(ℋℳℒ , 𝒟𝓉) =
1

𝑁
∑⟦𝑌𝑖 = 𝑍𝑖⟧

N

i=1

 

(6) 

 

where ⟦∆⟧ is Iverson bracket [20], mapping true logic condition to 1 and false to 0. Subset Accuracy 

or Exact Match is a rigid measure considering prediction accurate only if it is exactly the same as 

GT. 

 

2.1.2. Label-based evaluation measures 
 

Label-based evaluation considers every label separately, reducing Multi-label classifier to a binary 

classifier for a particular label, with four possible prediction outcomes: True Positive (TP), False 

Positive (FP), True Negative (TN) and False Negative (FN). Accuracy, Precision and Recall are 

defined by: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑁
 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

(7) 
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𝐹1 = 2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Label-based 𝐹1𝑠𝑐𝑜𝑟𝑒 is defined by: 

 

𝐹1 = 2
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
=

2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (8) 

 

Label-based classification metrics for the classifier ℋℳℒand dataset 𝒟𝓉 could be obtained by using 

macro or micro averaging techinques. Let B be any of the measures defined by equation (7). 

𝐵𝑚𝑎𝑐𝑟𝑜(ℋℳℒ, 𝒟𝓉) and 𝐵𝑚𝑖𝑐𝑟𝑜(ℋℳℒ, 𝒟𝓉)are calculated by [1]: 

 

𝐵𝑚𝑎𝑐𝑟𝑜(ℋℳℒ, 𝒟𝓉) =
1

𝑞
∑𝐵(𝑇𝑃𝑗 , 𝐹𝑃𝑗, 𝑇𝑁𝑗 , 𝐹𝑁𝑗)

𝑞

𝑗=1

 (9) 

 

𝐵𝑚𝑖𝑐𝑟𝑜(ℋℳℒ , 𝒟𝓉) = 𝐵 (∑𝑇𝑃𝑗

𝑞

𝑗=1

,∑𝐹𝑃𝑗

𝑞

𝑗=1

,∑𝑇𝑁𝑗

𝑞

𝑗=1

,∑𝐹𝑁𝑗

𝑞

𝑗=1

) (10) 

 

3. MULTI-LABEL CLASSIFICATION CONFUSION MATRIX 
 

Multi-label classification measures presented in the previous section are widely used in scientific 

papers. Detailed literature reviews on evaluation techniques for MLC are given in [1], [15]. While 

wide variety of proposed measures can be used to evaluate performance of a MLC algorithm, there is 

little information on what is happening with data instances which are labeled inaccurately. If, for 

example, label  λ ∈ 𝒴 has poor Recall, i.e. if  of 𝜆 is usually not assigned to data instances for which 

it is relevant, information on what labels are often assigned instead of  λ could be very useful. In 

order to optimize classifier performance it is crucial to gain deeper insight into the internal classifier 

operations and the relations amongst the different labels. This information could also be used to 

select new discriminative features on the data set. 

 

3.1. Multi-Class Confusion Matrix 
 

In the case of Multi-class classification (MCC), where each data instance is assigned to a single 

distinctive class, Confusion matrix is a useful and comprehensive presentation of the classifier 

performance on a data set with known true labels. Moreover, most of the evaluation metrics can be 

represented as a function of the Confusion matrix entries [12]. 

 

For the Multi-class classifier where ℋℳ𝒞:𝒳 → 𝒴predicts a single class, Confusion matrix is 

constructed by comparing the predicted class with the known GT class [8]. Each row of the matrix 

represents true label (GT) and each column of the matrix represents the prediction of the 

classifierℋℳ𝒞. For each data instance 𝑥 with GT class 𝑌 and predicted class 𝑍, matrix cell 

corresponding to the 𝑌 -th row and 𝑍-th column is incremented, counting the number of times that 

the object of class 𝑌 is assigned to a class 𝑍. This way raw Confusion matrix is constructed where 

diagonal elements of the matrix represent the number of accurate classifications for each class, while 

off-diagonal elements represent missclassifications. Precision and Recall for each class separately 
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can be directly computed from the raw Confusion matrix. Precision for each class is computed by 

dividing a diagonal element of the Confusion matrix with the sum of all elements in the 

corresponding column. Recall for a class is computed by dividing a diagonal element of the matrix 

by the sum of all elements in the row. 

 

An example of the Confusion matrix for MCC data set with 𝑁 =  45 data instances and 𝑞 =  4 

classes is shown in Table I. Precision for each class is given in the last column, while Recall value 

for each class is given in the last row. 

 
Table 1.  Example of the confusion matrix for four class multi-class classifier. Precision for each class is shown 

in the last row. Recall for each class is shown in last column. 

 
  Predicted class  

  λ1 𝜆2 𝜆3 𝜆4 Recall  

G
T

 c
la

ss
 𝜆1 8 0 0 0 1.00 

𝜆2 4 9 1 1 0.60 

𝜆3 3 0 7 0 0.80 

𝜆4 1 0 2 9 0.75 

Precision 0.50 1.00 0.70 0.90  

 
Table 2.  Precision matrix computed from the confusion matrix given in Table 1. 

 
 λ1 𝜆2 𝜆3 𝜆4 

𝜆1 0.5 0 0 0 

𝜆2 0.25 1 0.1 0.1 

𝜆3 0.19 0 0.7 0 

𝜆4 0.06 0 0.2 0.9 

 

Table 3.  Recall matrix computed from the confusion matrix given in Table 1. 

 
 λ1 𝜆2 𝜆3 𝜆4 

𝜆1 1 0 0 0 

𝜆2 0.27 0.6 0.07 0.07 

𝜆3 0.3 0 0.7 0 

𝜆4 0.08 0 0.17 0.75 

 

Confusion matrix normalization provides further information on relations between classes and types 

of classification errors [9]. Recall matrix is computed by dividing each cell of the raw Confusion 

matrix by the sum of all elements in the corresponding row. Diagonal elements of the Recall matrix 

are Recall values computed for each class, given in the last row of the raw Confusion matrix (Table 

I). Off-diagonal elements for the row representing true class 𝑌 represent the probability that the 

object of the class 𝑌 will be misclassified as class 𝑍, where 𝑌 ≠ 𝑍. Precision matrix is computed by 

dividing each cell of the raw Confusion matrix with the sum of the corresponding column. Diagonal 

elements of the Precision matrix represent precision for the corresponding class given in the last 
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column of the raw Confusion matrix. Off-diagonal elements of a column representing class 𝑍 are 

probabilities that the object assigned to class 𝑍 really belongs to class 𝑌 , 𝑌 ≠ 𝑍. Precision matrix 

computed from the raw Confusion matrix is given in Table 2 and Recall matrix is shown in Table 3. 

 

3.2. Confusion-Matrix in MLC Paradigm 
 

As illustrated in the previous example, a Confusion matrix provides comprehensive insight into the 

classifier performance for the MCC problems. However, there are several obstacles for the extension 

of this simple yet effective principle to the Multi-label classification paradigm. The contribution of 

the data instance x to the raw Confusion matrix is straightforward only in the trivial case where 

|𝑌|  =  |𝑍|  =  1. If either 𝑌 or 𝑍 has more than one label the situation is not so clear. In the following 

paragraphs we will propose the algorithm for the computation of Confusion-matrices for Multi-label 

classification. In this work we assume that MLC predicts at least one label for each data instance and 

cardinality of both Y and Z is greater than 0. 

 

Let us consider four possible scenarios for sets of true labels Y and predicted labels Z: 

 

(i) GT and predicted labels for data instance x are exactly the same, 𝑌 =  𝑍, i.e. the classifier 

accurately predicts relevant labels. Contribution C for data instance x to the Confusion 

matrix is accounted by incrementing diagonal elements corresponding to label set 𝑌:  

 

𝐶 = 𝑑𝑖𝑎𝑔(𝑌) (11) 

 

(ii) Classifier prediction and GT differ. Prediction Z contains labels that are not relevant to data 

instance x. True label set Y does not contain labels that do not exist in prediction Z, i.e. all 

relevant labels are predicted by the classifier: 

 

|𝑌 \ 𝑍| = 0, |𝑍\ 𝑌| > 0, (12) 

 

where 𝑌 \ 𝑍 represents a set of labels that exist in GT and do not exist in predicted set Z, and 

𝑍\𝑌 represents a set of labels that are predicted by the classifier and are not relevant to 𝑥. 

Although all relevant labels from 𝑌 are accurately predicted, the contribution of data instance 

𝑥 can not be accounted for by simply incrementing the appropriate diagonal elements. It is 

reasonable to assume that some features of 𝑥 ∈ 𝒳corresponding to concepts and semantic 

meaning connected with true labels 𝑌 misslead the classifier to predict non-existing labels. 

Proportional share from each true label contribution should be accounted for to the labels that 

exist in prediction and do not exist in GT. Contribution C of the data instance x to the 

Confusion matrix is: 

 

𝐶 = [𝑌 ⊗ (𝑍\ 𝑌) + |𝑌| ⋅ 𝑑𝑖𝑎𝑔(𝑌) ]/|𝑍| (13) 

 

First element in square brackets is the outer product that redistributes the contribution of true 

labels to inaccurately predicted labels, i.e. accounts part of contribution of each label from 𝑌 

equaly to all labels in 𝑍 which are not relevant to x. Second summand in square brackets 

increments diagonal elements corresponding to labels in 𝑌 . Overall contribution is 

normalized by |𝑍| to accurately model the distribution of |𝑌| true labels to contribution 𝐶. 

The sum of each row representing one true label is equal to one, while the sum of all 
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elements of C is equal to number of true labels |𝑌|. Equation (13) takes equal parts of the 

contribution from each true label and transfers it to the inaccurately predicted labels.  

(iii) Prediction and GT differ. GT contains labels that do not exist in prediction. Prediction does 

not contain labels that do not exist in GT:  

 

|𝑌\𝑍| > 0, |𝑍\𝑌| = 0 (14) 

 

It is reasonable to assume that some features of 𝑥 corresponding to true labels 𝑌 are not 

recognized accurately by the classifier and are attributed to other true labels from 𝑌 that are 

predicted in 𝑍. Contribution of the labels that are not accurately predicted should be equally 

distributed to all labels that exist in both GT and prediction. Contribution to the Confusion 

matrix is: 

 

𝐶 = [(𝑌\𝑍) ⊗ 𝑍]/|𝑍| + 𝑑𝑖𝑎𝑔(𝑍) (15) 

 

 

First summand in the equation (15) redistributes the contribution of relevant labels that are 

not predicted equally to all predicted labels. Second summand accounts the contribution of 

the predicted labels to the diagonal elements of the Confusion matrix. The sum of rows 

corresponding to true labels in Y is one, while sum of all elements in C is equal to |𝑌|. 
 

(iv) Prediction and GT differ. GT contains labels that do not exist in prediction. Prediction also 

contains labels that do not exist in GT:  

 

|𝑌\𝑍|  >  0, |𝑍 \𝑌|  >  0 (16) 

 

Diagonal elements corresponding to labels that exist in both GT and prediction (if any) 

should be incremented. We consider these labels accurately classified. Contribution of other 

labels that exist in GT and do not exist in prediction should be equally distributed among 

labels that are predicted but do not exist in GT. Contribution to the Confusion matrix is: 

 

𝐶 = [(𝑌\𝑍) ⊗ (𝑍\𝑌)]/|𝑍\𝑌| + 𝑑𝑖𝑎𝑔(𝑌 ∩ 𝑍) (17) 

 

First summand equally redistributes contribution of GT labels that are not accurately 

predicted to predicted labels not relevant to data instance 𝑥, normalized by cardinality of 𝑍\𝑌 

set. Second summand accounts for the contribution of accurately predicted true labels, if any. 

The sum of each row corresponding to labels in 𝑌 is equal to one. The sum of all elements of 

𝐶 is equal to cardinality of 𝑌 . 

 

Based on the previous analysis, the algorithm that computes Multi-label Confusion matrix ℳfor 

dataset 𝐷 =  {(𝑥𝑖, 𝑌𝑖)| 𝑖 = 1,…𝑁},  where 𝑥𝑖is data instance and 𝑌𝑖 ∈ {0,1}𝑞its true labels 

represented as 𝑞-dimensional binary vector, and classifier ℋℳℒcapable of predicting labels 𝑍𝑖 =
ℋℳℒ(𝑥𝑖), 𝑍𝑖 ∈ {0,1}𝑞 for unseen data instances xi is given in Algorithm 1. 
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Algorithm 1 Multi-label confusion matrix 

Input: 𝐷 =  {𝑥_𝑖, 𝑌_𝑖)| 𝑖 = 1,… , 𝑁} 
Output: ℳ 

ℳ ← 𝑧𝑒𝑟𝑜𝑠(𝑞 × 𝑞) 

𝒇𝒐𝒓 𝑖 ←   1: 𝑁 𝒅𝒐 
𝑍𝑖 ← ℋℳℒ(𝑥𝑖) 
𝒊𝒇𝑌𝑖 = 𝑍𝑖𝒕𝒉𝒆𝒏 

𝐶 ← 𝑑𝑖𝑎𝑔(𝑌𝑖) 
𝒆𝒍𝒔𝒆 

𝒊𝒇|𝑌𝑖  𝑍𝑖| = 0  𝒕𝒉𝒆𝒏 
𝐶 ← [(𝑌𝑖 ∩ 𝑍𝑖) ⊗ (𝑍𝑖\ 𝑌𝑖) + |𝑌𝑖| ⋅ 𝑑𝑖𝑎𝑔(𝑌𝑖)]/|𝑍𝑖| 

𝒆𝒍𝒔𝒆 𝒊𝒇 |𝑍𝑖\ 𝑌𝑖| = 0 𝒕𝒉𝒆𝒏 
𝐶 ← [(𝑌𝑖\ 𝑍𝑖) ⊗ 𝑍𝑖]/|𝑍𝑖| + 𝑑𝑖𝑎𝑔(𝑍𝑖) 

𝒆𝒍𝒔𝒆 
𝐶 ← [(𝑌𝑖  \𝑍𝑖) ⊗ (𝑍𝑖\ 𝑌𝑖)]/|𝑍𝑖\𝑌𝑖| + 𝑑𝑖𝑎𝑔(𝑌𝑖 ∩ 𝑍𝑖) 

𝒆𝒏𝒅 𝒊𝒇 
𝒆𝒏𝒅  𝒊𝒇 
ℳ ← ℳ + 𝐶 
𝒆𝒏𝒅 𝒇𝒐𝒓 

 

 

Algorithm 1 requires single pass through the data set to compute raw Confusion matrix for a Multi-

label classifier. Once the confusion matrix is constructed, Precision and Recall matrices can easily be 

computed by normalizing raw confusion matrix with sum of column elements or sum of row 

elements, respectively [9]. 

 

3.3. Example 
 

Let us illustrate Algorithm 1 by using a simple example. Data set 𝒟 with|𝒟| = 7samples and 𝑞 =  4 

possible labels is shown in Table 4. Scenario for computing contribution 𝐶 for MLC confusion 

matrix ℳ, according to the analysis given in subsection 3.2 is shown below each data instance 𝑥𝑖. 

Computed contribution 𝐶 for each 𝑥𝑖 is given in the last row (only diagonal and non-zero elements 

are shown). 

 
Table 4.  Example of multi-label Confusion matrix calculation. Top to bottom: GT and prediction vectors for 7 

data instances with 4 possible labels; scenario for computing contribution (see subsection 3.2) contribution of 

each data instance to Confusion matrix. 

 

 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 𝑥7 
𝑋𝑖 1 1 0 0 0 1 1 0 0 0 0 1 1 1 1 1 0 1 1 0 0 1 1 0 0 1 0 1 

𝑌𝑖 1 1 0 0 1 1 1 0 1 0 0 1 0 1 1 1 0 1 0 0 1 1 0 0 1 0 1 0 

 (i) (ii) (ii) (iii) (iii) (iv) (iv) 

C 

1    0    0    0 1

3
 

1

3
 

1

3
 

0    0    0    

 1   1

3
 

2

3
 

   0    1    1    1   1

2
 

0 1

2
 

 

  0  1

3
 

 2

3
 

   0    1   1 0  1  0    0  

   0    0 1

2
 

  1

2
 

   1    0    0 1

2
 

 1

2
 

0 
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Contribution of 𝑥1with 𝑌1 = 𝑍1is straightforward and does not require deeper elaboration. For 

𝑥2prediction contains two labels that exist in GT, and one additional label that does not exist in GT 

(scenario (ii): |𝑌2\𝑍2| = 0, |𝑍2\ 𝑌2| > 0). Contribution is computed according to eq. (13):  

𝑌2 ∩ 𝑍2 = [0 1 1 0] 
𝑌2\𝑍2 = [0 0 0 0] 
𝑍2\𝑌2 = [1 0 0 0] 

(18) 

𝐶 = [(𝑌2 ∩ 𝑍2) ⊗ (𝑍2 𝑌2) + |𝑌2| ⋅ 𝑑𝑖𝑎𝑔(𝑌2)]/|𝑍2| 

= 

[
 
 
 
 
 
0 0
1

3

2

3

0 0
0 0

1

3
0

0 0

2

3
0

0 0]
 
 
 
 
 

 (19) 

 

Resulting contribution computed in eq. (19) takes into the account that true labels are partially 

misclassified as non-existent labels and redistributes proportional part of the contribution while 

keeping sum of all elements of contribution matrix equal to |𝑌2|. Contribution of the 𝑥3 is computed 

according to the same scenario. 

 

For 𝑥4GT contains label that is not accurately predicted, i.e.|𝑌4 \ 𝑍4| > 0, |𝑍4 \ 𝑌4| = 0. Contribution 

is computed according to eq. (15): 

 

𝑌4 ∩ 𝑍4 = [0 1 1 1] 
𝑌𝑧 𝑍4 = [1 0 0 0] 
𝑍4\ 𝑌4 = [0 0 0 0] 

(20) 

 

𝐶 = [(𝑌4\𝑍4) ⊗ 𝑍4]/|𝑍4| + 𝑑𝑖𝑎𝑔(𝑍4) 
 

= 

[
 
 
 
 0

1

3
0 1

1

3

1

3
0 0

0 0
0 0

1 0
0 1]

 
 
 
 

 
(21) 

 

Equation (21) increments diagonal matrix elements for accurately predicted labels and distributes 

evenly the contribution of true label that is inaccurately predicted to predicted labels. Contribution of 

𝑥5 is computed in the same manner. 

 

Samples 𝑥6 and 𝑥7 represent scenario (iv) where both GT and prediction contain labels that do not 

exist in the opposite vector, with contribution computed according to the equation (17). For 𝑥6 label 

that exists in both GT and prediction is considered correctly assigned and corresponding diagonal 

element is incremented. The contribution of other true label is assigned to inacurrately predicted 
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label. For𝑥7both true labels are inaccurately classified as predicted labels that do not exist in GT. As 

it is not possible to conclude which features were misinterpreted, contribution of the labels is evenly 

distributed across the predicted labels. 

 
Table 5.  Raw confusion matrix ℳ for the example given in Table 4. Precision for each class is shown in the 

last row, Recall for each class is shown in last column. 
 

  Predicted class  

  λ1 𝜆2 𝜆3 𝜆4 Recall  

G
T

 c
la

ss
 𝜆1 1.00 0.33 0.33 0.33 0.50 

𝜆2 0.83 4.67 0.50 0.00 0.78 

𝜆3 1.33 1.00 1.67 0.00 0.42 

𝜆4 1.00 0.00 0.50 1.50 0.50 

Precision 0.24 0.78 0.56 0.82  

 

Resulting raw MLC confusion matrix is show in Table 5. Unlike raw multi-class confusion matrix, 

entries in the raw multi-label confusion matrix are floating point numbers, as contribution of each 

label in GT could be split amongst labels in prediction. Precision matrix obtained by normalization of 

raw confusion matrix is shown in Table 6 and Recall matrix is shown in Table 7. 

 
Table 6.  Precision matrix computed from the raw confusion matrix ℳ. 

 

 

 λ1 𝜆2 𝜆3 𝜆4 

𝜆1 0.24 0.06 0.11 0.18 

𝜆2 0.20 0.78 0.17 0 

𝜆3 0.32 0.17 0.56 0 

𝜆4 0.24 0 0.17 0.82 

 

 
Table 7.  Recall matrix computed from the raw confusion matrix ℳ. 

 
 λ1 𝜆2 𝜆3 𝜆4 

𝜆1 0.50 0. 17 0. 17 0. 17 

𝜆2 0.14 0.78 0.08 0 

𝜆3 0.33 0.25 0.42 0 

𝜆4 0.33 0 0.17 0.50 

 

4. CONCLUSIONS 
 

Confusion matrix is a useful and comprehensive presentation of classifier performance. It is not just 

another way of computing Precision, Recall or some other evaluation measure, it is rather a magnifier 

that provides us with deeper insight into the classifier internal operation. Inspection of the confusion 

matrix and its derivatives provide us with strong clues on relations between classes and labels 

representing semantic meanings and concepts assigned to data instances. Confusion matrix reveals 

classifier weaknesses and suggests guidelines for further research and improvement in model 
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performance. Analysis of the confusion matrix could also provide insight into relations between 

different data features and objects and reveal inherent structure of the data itself. 

 

In this paper a method for the computation of a confusion matrix for the Multi-label classification 

model is proposed. The proposed algorithm overcomes the limitations of the existing approaches in 

modeling relations between the classifier output and the Ground Truth classification. Multi-class 

classification can be considered as a special case of multi-label classification with imposed limitation 

|Y| = |Z| = 1. Accordingly, evaluation metrics used in Multi-label classification should be 

generalization of techniques and measures used in Multi-class classification. It is easy to see that by 

imposing the same limitation, proposed algorithm for the confusion matrix computation reduces to a 

simpler form which is used to compute confusion matrix for Multi-class classification problem. 

 

The proposed technique emerged from our work on a specific multi-label classification problem. In 

our problem, classes are loosely defined and often share common features. Our intention was not to 

propose a new evaluation metrics, but to develop a tool to gain deeper understanding of data set and 

classifier operation. Therefore, the proposed technique is indeed used in decision making in a specific 

case study. Specific details from our work are omitted and would exceed the scope of the paper. 

Intention of this paper is to provide an insight to this technique to the classifier developers 

community and expect feedback on specific issues of the technique.  

 

The proposed technique emerged from our work on multilabel classifier for scene understanding 

which will be used as a case study for this method. We expect to propose even more general solution 

without some minor limitations mentioned in this method description. In the future we also expect to 

deliver tools for automatic extraction of confusion matrix semantics as a result of comprehensive 

testing on several case study multi-label classifiers. In that stage we will also consider computational 

complexity aspect of the proposed solution. According to ours’ best knowledge, at this moment there 

are no other proposed methods for constructing multi-label confusion matrix, and we consider this a 

good basis for developing a general solution to this problem, or a specialized method for evaluation 

of a specific problems. 
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