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ABSTRACT 

 

The first stage of Tibetan-Chinese bilingual scene text detection and recognition is the detection 

of Tibetan- Chinese bilingual scene text. The detection results are mainly divided into three 

categories: successfully detected regions of Tibetan text and Chinese text, non-words regions 

with failed predictions. If the detected text image results are accurately classified, then the non-

text images should be filtered in the recognition phase, meanwhile the Tibetan and Chinese text 

images can be identified by using different classifiers, such procedure can reduce the complexity 

of classification and recognition of two different characters by one recognition model. An 

accurate classification of Tibetan and Chinese text images is mattered. Therefore, this paper 

conducts a research on the classification of Tibetan, Chinese and non-text images by using 

convolutional neural networks. We perform a series of exploration about the classification 

accuracy of Tibetan, Chinese text images and non-text images with convolutional neural 

networks in different depths, and compare the accuracy with the classification results based on 

the transfer learning then analyze it. The results show that for the classification of Tibetan, 

Chinese and non-text images in the scene, using 7-layer convolutional neural network has 

reached saturation, and increasing the network depth does not improve the results, which 

provides reference values for Tibetan-Chinese text image classification. 
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1. INTRODUCTION 
 
Image classification is one popular direction of the computer vision, which also provides a vital 

foundation for the application of object detection[1,2], face recognition[3,4], pose estimation[5,6], 

etc. Therefore, image classification technology has high value in academic research and applied 

value of science technology[7]. As AlexNet[8] surpassed the traditional methods at the Large 

Scale Visual Recognition Challenge 2012 and achieved remarkable results in the classification 

task, the following convolutional neural networks(CNN) model such as VGG[9], GoogLeNet[10], 

ResNet[11] were proposed. These networks made the CNN-based deep learning technology 

become the mainstream of the classification task[12-15]. Compared to the general neural 

networks, the basic structure of the convolutional neural network includes two layers, one is the 
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feature extraction layer, the other is the feature mapping layer. And from a perspective of model 

features, convolutional neural network has two particularities which can reduce the complexity of 

the model, one is the sparse connectivity, the other is the shared weights. With convolutional 

neural network constantly improving and optimizing by researchers, various excellent 

convolutional neural network models [16-20] were presented and had achieved acceptable results 

in the classification task. 

 

In the Tibetan areas of China, almost all the textual information in various scene contains both 

Tibetan and Chinese characters. The objective of text detection for this kind of scene is to locate 

the position of Tibetan and Chinese characters, and the follow-up is to put the segment of two 

detected text regions and non-text regions into the trained classifier, thus scanned images with 

text is converted into computer-readable data. This paper provides a feasible scheme for Tibetan- 

Chinese scene text recognition by classifying Tibetan text images, Chinese text images, and non- 

text images. That means using different classifiers to recognize Tibetan text image and Chinese 

image text respectively, so as to make Tibetan-Chinese scene text recognition more simple and 

effective. 

 

Traditional image classification methods are generally divided into two steps: First, calculating 

artificially designed features from the input image. Second, training a classifier based on the 

extracted features. The effect of this classification method depends on the artificially designed 

features, thus it has great uncertainty. For the above situation, this paper conducted an 

exploratory study on the classification of Tibetan, Chinese, and non-text images by using 

convolutional neural networks. Regarding the constructed data set as experimental data, the 

features of text images were extracted by employing convolutional neural networks with different 

depths. Then applying softmax to classify and comparing the classification results with the pre-

trained VGG16 model on which transfer learning method is implemented. The results show that 

the seven-layer deep convolutional neural network has achieved a 98.28% classification 

accuracy, and increasing the depth of the network has no significant improvement on the 

classification accuracy, which indicates that for our classification task, the seven-layer network 

has reached saturation. 

 

2. DATASET AND EVALUATION PROTOCOL 
 

2.1. The Dataset 
 

For the Chinese text image dataset, 5000 pieces of text were selected from the existing 

dataset[21] and the images taken in Tibetan area. For the Tibetan text image dataset, the same 

amount of text was obtained by intercepting from the text images of Tibetan area or synthesizing. 

For non-text image dataset, we randomly cropped 5000 images from the real background image 

captured by camera. Then it is divided into three categories: Tibetan text, Chinese text and non-

text. Figure 1. shows some samples of Tibetan, Chinese, and non-text images. It can be seen from 

the figure that the Chinese text image and the Tibetan text image have distinct shape of 

characters. Comparing with Chinese one, Tibetan text image has more complex backgrounds, 

various colors, and different scales, image sizes. Non-text images also have various textures, 

colors, and backgrounds which increase the difficulty of classification. During the training, these 

data of samples are randomly augmented to improve the generalization ability of the model. 
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(a) Chinese text images  (b) Tibetan text images (c) non-text images 

 

Figure 1. Scene image examples 

 

2.2. Evaluation Methods 
 

We randomly divided the Tibetan-Chinese text image dataset into training set and test set at a 

ratio of 7:3, and then evaluated the experimental results with the following two evaluation 

methods.  

 

1) Precision: Number of correctly identified test samples as a percentage of total test samples, 

they are given by: 

 

 
 

Where 𝑇𝑃  is the number of positive test samples that are correctly classified as positive samples. 

𝐹𝑃  is the number of  negative test samples that  are  incorrectly  classified  as positive samples. 

𝑇𝑃 + 𝐹𝑃 is all test samples that are classified as positive samples. 

 

2) F1 Score: It is an index used to measure the accuracy of classification models in statistics. It 

takes into account both the accuracy and recall of the classification model. They are given by: 

 

 
 

Where 𝐹𝑁 is the number of positive test samples that were misclassified as negative samples; 

𝑇𝑃 + 𝐹𝑁 is all the positive test samples; Recall is the recall rate. 

 

3. THE ARCHITECTURE 
 

3.1. Convnet Configurations 
 

The structure of our convolutional neural network is shown in Table 1. The configurations of four 

different depth are: 5-layer, 7-layer, 9-layer, and 11-layer (excluding pooling and softmax layers). 

With image size of input layer being 180 × 60, the network carries out the convolution and 

subsampling operation alternately three times, and sends the data to the two followed fully 

connected layers. All convolution manipulations use a size of 3 × 3 kernel, while subsampling 

manipulations use a size of 2 × 2 max-pooling kernel of which step size is 2, and the convolution 

layer depths are 64, 128, and 256 respectively. 
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Table1. Network Configuration 

 

 
 

The network configuration in Table 1 includes the use of convolutional layer, pooling layer, 

BNlayer and Dropout. The detailed descriptions of each deep network structure are as follows： 

 

1) Input: First, the training images of different sizes are scaled to 180 × 60 by using a 

bilinear interpolation algorithm. In order to improve the generalization ability of the classification 

model and avoid overfitting, the training data were augmented by reversal, mirroring, translation 

and perspective transformation to increase the amount of data. Then send 32 training images in 

each batch to the network for training. 

 

2) Convolution Layer: The convolutional layer includes convolution, activation functions, 

batch normalization, and max-pooling. The 5-layer, 7-layer, 9-layer, and 11-layer depth network 

contains three, five, seven, and nine convolutional layers respectively, and each convolutional 

layer obtains feature maps with different sizes. Each convolution operation uses a 3 × 3 

convolution kernel. The advantage of this method is that it can reduce the number of parameters 

and implement more nonlinear mapping at the same time. After each convolution, the ReLU 

function is used to activate the feature map 𝐹𝑖. The generation process of 𝐹𝑖 is given by: 

 
Where 𝑊𝑖 is the weight of convolution in layer 𝑖 , 𝑏𝑖 is the offset in layer  𝑖 ,  ∗  is  the 

convolution operation, 𝑓 is the nonlinear excitation function of ReLU. 

 

In order to accelerate the convergence of the network and prevent the overfitting of the network, 

each feature map 𝐹𝑖 is followed by the batch normalization(BN) layer, that is, batch 

standardization, then proceed to the next layer. As the feature map passed through one to four 

convolutional layers, max-pooling layer operates on each standardized feature map 

independently. The purpose of this procedure is reducing the dimension of the feature map and to 

remaining invariant to changes in scale or rotation. 
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Obviously, for each depth network, the main features of the image are obtained by convolution 

operation, nonlinear excitation function, and batch standardization. Figure.2 shows the visual 

effect of the first convolution operation of each image category. It can be seen that the first 

convolution layer mainly extracts the edge, corner and color feature information about the image 

 

 
(a) Chinese image feature maps (b) Tibetan image feature maps (c)  no-text image feature maps 

  

Figure. 2 After the first convolution feature maps 

 

3) Output Layer: After multiple convolution and subsampling layers, two full connected 

layers are connected. The full connection layer is to integrate the local information output from 

the subsampling layer. The dropout strategy is used in two full connection layers to prevent the 

overfitting and improve the generalization ability of the model. It will set the output of neurons in 

the full connection layer to 0 with a probability of 0.6, and these neurons output as 0 will no 

longer carry out forward propagation and back propagation. At last, the prediction results of the 

classification output by applying softmax are used to realize the image classification. 

 

3.2. Loss Function 
 

During the training, we use the cross entropy loss function to calculate the loss for the 

classification results. Specifically, the loss function L of cross entropy is given by: 
 

 
 

Where 𝑁 is the number of categories, y represents the label (0 or 1). If the category is the same as 

the sample, it is 1, otherwise, it is 0. 𝑝(𝑦𝑖) is the predicted probability that the observation sample 

belongs to category 𝑖 . 
 

4. EXPERIMENTAL RESULTS AND ANALYSIS 
 

We adopted Windows10 + Python3.7 + Keras2.2 as the deep learning framework and conducted 

experiments on this basis. To prepare the training samples, we use the datasets containing 15000 

samples from section II.A, 5000 samples for each category. There are 10500 images in the 

training set and 4500 images in the test set. 

 

4.1. Analysis of the Influence of Different Depth Network Structures on 

Classification Results 
 

We perform experiments on the network of four different depths of 5-layer, 7-layer, 9-layers, and 

11-layer to analyze the impact of different depths on the classification results. For each network, 

the training image is scaled to 180 × 60 by using bilinear interpolation at the first beginning. The 

training data is augmented by random horizontal flipping, mirroring, and other operations. 

Among them, the batch size is 32, and each convolution layer is followed by a batch 
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normalization layer. The initial learning rate is set to 0.0001 and subject to exponential decay 

every 20 epochs. The Adam optimization algorithm is used and the image is scaled to 180 × 60 

during testing. With the same implementation details, the overall average accuracy and F1 

evaluation of different depths of the network after 200 epochs are shown in Table 2. 

 
Table 2. Results of networks at different depths 

 

Network layers 5-layer 7-layer 9-layer 11-layer 

Precision(%) 97.50 98.28 98.25 98.15 

Recall(%) 97.46 98.28 98.24 98.15 

F1-score(%) 97.47 98.28 98.25 98.15 

 

In Table 2, from the perspective of precision, while using convolutional neural network with only 

five layers, the classification accuracy is about 97.5%. By using a 7-layer convolution neural 

network, the accuracy of correct classification has reached 98.3%. The accuracy of 9-layer and 

11-layer networks is similar to that of 7-layer network, which shows that the depth has a great 

influence on the performance of the convolution neural network, but with the increase of the 

depth, the network will gradually reach saturation. At the same time, it also reveals that for the 

Tibetan and Chinese text image classification, the 7-layer network is basically saturated, 

increasing the depth of the network does not significantly improve the results. 

 

4.2. Comparative Analysis of Experimental Results 
 

According to the analysis in section 4.1, we can know that the optimal classification accuracy can 

be obtained when the depth of the convolutional neural network is seven. In order to verify the 

effectiveness of the network depth, a comparison experiment is performed with the transfer 

learning method. Using the pre-trained VGG16[9] model for transfer learning, the parameter 

values of the convolutional layer (feature layer) are fixed, but the last fully connected layer is 

retrained from scratch, and let the number of output neurons be consistent with the number of 

categories of the dataset. The data uses the same set of training samples and test samples, 

regarding 10500 images as the training set and 4500 images as the test set. The experimental 

results are shown in Table 3.   

 
Table 3. Results of transfer learning 

 

Network Model Pretrain VGG16 Depth 7-layer 

Precision(%) 97.46 98.28 

Recall(%) 97.43 98.28 

F1-score(%) 97.43 98.28 

speed(s/epoch) 19 23 

 

It can be seen from Table 3. that the classification result of the convolutional neural network with 

a depth of 7 is compared with the pre-trained VGG16 model for transfer learning. Although 

transfer learning can turn the learned model parameters to the new model and thus speed up and 

optimize the learning efficiency of the model, but essentially, VGG16 is a 16-layer convolutional 

network, the network depth is more than twice that of the 7-layer network, besides, its accuracy is 

lower than the latter. This further illustrates that deepening the network depth does not improve 

the accuracy of our classification task, and verifies the effectiveness of the 7-layer network. 
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4.3. Discussion 
 

Through the classification of Tibetan, Chinese and non-text images on convolutional neural 

networks of different depths, with the increase of the network depth, the classification accuracy is 

constantly improved. When the network depth is 7, the best accuracy is achieved, and the 

accuracy will decrease if the depth continues to increase.This could be that the deeper the 

network, the smaller the size of the feature map, which losses a lot of information, and the 

phenomenon of gradient disappearance will become more and more obvious, so the classification 

accuracy will be reduced. 

 

In the process of text image classification, when the text in the image is written horizontally or 

with a single background, it can be accurately classified, as shown in Figure.3(a). When the text 

in the image is written in the vertical direction, the non-text background of the image is diverse or 

other text appears, there will be misclassification occurring, see Figure.3(b). For the problem of 

vertical text image misclassification, the main reason could be that there are few vertical text 

images in the training samples, when two types of text appear at the same time in one text image, 

the misclassification will happen, which is not the result we need obviously. 

 

 
(a) Examples of correctly classified (b) Examples of misclassification 

 

Figure.3 Classification results 

 

5. CONCLUSIONS AND FUTURE WORK 
 

Based on the in-depth study of CNN, we use the advantages of convolutional neural networks to 

conduct an exploratory study of multi-layer deep neural networks to extract and classify text 

image and non-text image features of scenes in different languages, analyze the impact of 

different depths on classification results, and simultaneously compare with the classification 

results of the transfer learning methods. The results show that the network depth has an impact on 

the classification results. As the network depth increases, the overall classification accuracy 

increases first and then decreases. Therefore, an appropriate convolutional network depth should 

be selected for our Tibetan, Chinese, and non-text image classification. For the classification of 

our task, the shortcomings are that the various non-text background and the paper with low 

opacity will make the network misclassify. Future studies will focus on exploring the comparison 

of different deep convolutional neural networks such as ResNet to avoid the gradient 

disappearing along with network deepening. At the same time, more Tibetan and Chinese text 

images and non-text image data are collected to train the network, so that it can classify more 

complex background text images, and final to be able to apply Tibetan, Chinese and non-text 

image classification to Tibetan- Chinese bilingual scene text detection and recognition. 
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