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ABSTRACT 
 
Finding similar entities among knowledge graphs is an essential research problem for 

knowledge integration and knowledge graph connection. This paper aims at finding 

semantically similar entities between two knowledge graphs. This can help end users and search 

agents more effectively and easily access pertinent information across knowledge graphs. Given 

a query entity in one knowledge graph, the proposed approach tries to find the most similar 
entity in another knowledge graph. The main idea is to leverage graph embedding, clustering, 

regression and sentence embedding. In this approach, RDF2Vec has been employed to generate 

vector representations of all entities of the second knowledge graph and then the vectors have 

been clustered based on cosine similarity using K medoids algorithm. Then, an artificial neural 

network with multilayer perception topology has been used as a regression model to predict the 

corresponding vector in the second knowledge graph for a given vector from the first knowledge 

graph. After determining the cluster of the predicated vector, the entities of the detected cluster 

are ranked through sentence-BERT method and finally the entity with the highest rank is chosen 

as the most similar one. To evaluate the proposed approach, experiments have been conducted 

on real-world knowledge graphs. The experimental results demonstrate the effectiveness of the 

proposed approach. 
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1. INTRODUCTION 
 

With the rise of knowledge graphs (KGs), interlinking KGs has attracted a lot of attention. A KG 
is a huge semantic net which integrates various, inconsistent and heterogeneous information 

resources to represent knowledge about different domains [1]. KGs have proven beneficial for 

artificial intelligence applications, including question answering, document retrieval, 
recommendation systems and knowledge reasoning [2, 3]. To interlink KGs, it is crucial to find 

similar entities across the KGs that have high semantic similarity to each other [3]. Addressing 

this challenge would allow end users and search agents to find more relevant information across 
KGs [3]. This can be used in different applications, such as online marketing, search engine 

optimisation and online services provisioning, for example, in tourism [4]. 
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Figure 1.  The interlinking problem over the knowledge graphs 

 
This paper delves into the problem of finding similar entities across different KGs. Given a query 

entity in one KG, this study aims to find the most similar entity in another KG as illustrated in 

Figure 1. Here, the entity pair may not reference the same real-world entity but have the most 

similarity to each other. The proposed approach includes four main steps: graph embedding, 
clustering, regression, sentence embedding as showed in Figure 2. 

 

 
 

Figure 2.  The proposed approach 

 
A graph embedding is used to represent entities of a KG in low dimensional semantic space while 

preserving the structural as well as the semantic features of the entities. Recently, different graph 

embedding techniques have been proposed to capture different aspects of graphs. In this paper, 

RDF2VEC graph embedding technique has been applied to capture the semantic similarity of 
entities in each RDF KG. RDF2VEC adapts the language modelling approach of word2vec to 

RDF graph embeddings [5]. RDF2Vec converts the KG to a set of sequences (using graph walks 

and Weisfeiler-Lehman subtree RDF graph kernels) and then trains a neural network model to 
learn vector representation of entities. It maps each entity to a low dimensional vector of latent 

numerical values in which semantically and syntactically closer entities will appear closer in the 

vector space [5, 6]. 
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Clustering for interlinking large-scale KGs is a fundamental step. Although there are different 
approaches for clustering large amounts of data, the proposed approach uses K means and K 

medoids clustering based on two different metrics, Euclidean distance and cosine distance, to 

group vector representations of the second KG. In these algorithms, vectors are segmented into 

different groups where each cluster contains at least one vector. No vectors may be placed into 
more than one cluster. Furthermore, the number of clusters ‘K’ must be specified prior to 

initiating the algorithm and also, they allow for interpretability of the cluster centres. K-means 

targets to minimize the total squared error from a central position in each cluster namely centroid. 
Whereas K medoids aims to minimize the sum of dissimilarities between vectors labelled to be in 

a cluster and one of the vectors considered as the representative of that cluster called medoid [7, 

8]. 
 

Various methods, including a variety of regression techniques and artificial neural networks, can 

be applied to develop a forecasting model. The present approach has employed artificial neural 

network and multivariate multiple linear regression techniques to predict the vector 
representation for a given embedding from the first KG. The neural network technique has 

become an increasingly popular modelling tool for forecasting. Multilayer perceptron (MLP) 

with back-propagation learning rule is adopted to predict the embeddings of the second KG 
according to the embeddings of the first KG. Furthermore, the multivariate multiple linear 

regression model is beneficial in discovering the association between various independent and 

dependent variables. It attempts to model the correlation between involving variables and 
response variables depending on linear equation into the observed data [9]. 

 

The entity description and other textual values of properties in KG usually carry conceptual 

semantic information [10]. Based on the entity description, the Sentence-BERT technique is 
adopted to compute the textual similarity. Sentence-BERT (S-BERT) is a modification of the 

pretrained BERT network that employs siamese and triplet networks in order to derive 

semantically meaningful sentence embeddings [11]. The derived sentence embeddings of the 
entities of the chosen cluster are compared with the sentence embedding of the given entity and 

ranked based on cosine-similarity. Finally, the entity ranked first is selected. 

 

The approach of this paper can take advantage of value-oriented and record-oriented [12] 
techniques. According to [12], value-oriented techniques compute the similarity between entities 

on the attribute level and record-oriented techniques contain solutions based on learning, rules, 

contexts. Furthermore, it works independent of mapping schema and benefits the structure of 
KGs. 

 

The remainder of this paper is structured as follows. The next section presents some related 
studies. In section 3, the proposed approach is presented. Section 4 demonstrates the results 

obtained and evaluation. Finally, concluding remarks and an outlook on future work are in 

Section 5. 

 

2. RELATED WORKS 
 

The task of interlinking KGs aims to find entities in two KGs that have semantic relations. The 

different KGs are constructed independently from each other, so they contain complementary 
entities. While numerous studies exist regarding entity alignment (also named entity resolution, 

duplicate detection, record linkage, or entity resolution) with the goal of finding entities from 

different KGs that refer to the same real-world identity [9], there is a lack of approaches to find 

entities with the most similarity so that those entities may not be the same entity pairs. 
 



4   Computer Science & Information Technology (CS & IT) 

SILK [13], LIMES [14] and Dude [15]are examples of traditional approaches which have 
leveraged different similarity metrics including string similarity, numeric similarity, date 

similarity, word relation and fuzzy string similarity. These approaches usually have an ability to 

build more complex similarity metrics through combining the similarity metrics for increasing 

their functionality and performance. 
 

In [3], a classification-based approach has been provided to address the entity alignment problem 

between source and target KGs. Using source/target entity pairs, a classifier is trained and the 
probability of predicting an alignment is adopted for candidate ranking. RDF2Vec graph 

embedding technique has been used to the embeddings of the source and target entities, then the 

embedding of the given entity in the source KG and the candidate entity in the target KG are 
concatenated into one feature vector and fed into a multi-layer perception. Finally, it sorts the 

candidates by the match probability for evaluation. 

 

MtransE [16] which is a multi-lingual KG embedding model has consisted of two component 
models, called knowledge model and alignment model, to learn the multilingual KG structure. 

The knowledge model encodes entities by adopting TransE [17]. On top of that, the alignment 

model employs three different techniques to learn cross-lingual alignment for entities and 
relations, namely distance-based axis calibration, translation vectors, and linear transformations. 

Comparisons across the used techniques show that the linear-transformation-technique based on 

different loss functions. 
 

A KG alignment network, namely AliNet [18] has been proposed to reduce the non-isomorphism 

of neighbourhood structures in an end-to-end manner. Since the schema heterogeneity ensures 

dissimilarity across counterpart entities, AliNet introduces distant neighbours to expand the 
overlap between their neighbourhood structures using an attention mechanism. The 

neighbourhood information within multiple hops are captured through the applied gating 

mechanism in each layer. 
 

For cross-lingual entity alignment, a joint attribute-preserving embedding model has been 

introduced to jointly embed the structures of two knowledge bases into a unified vector space and 

then refine it through leveraging attribute correlations in the knowledge bases. This model has 
utilized the structure embedding and attribute embedding in order to represent the relationship 

structures and attribute correlations of knowledge bases and learn approximate embeddings for 

latent aligned entities [19]. 
 

REA [20] has proposed a framework for robust entity alignment over KGs. The framework 

consists of two components: noise detection and noise-aware entity alignment. In order to encode 
the information of KGs, it leverages a graph neural network-based encoder. The noise-aware 

entity alignment component targets to diminish the distance between two entities in a labelled 

entity pair to avoid the noise based on the encoder. The idea of the noise detection component is 

to generate noisy data and have an ability to differentiate between the generated noisy data and 
real data following the adversarial training principle. However, REA cannot distinguish a few 

real entity pairs with real pairs in some cases. 

 

3. APPROACH 
 

Problem Definition – A Resource Description Framework(RDF)KG can be denoted as 𝐺 =
(𝐸, 𝑅, 𝑇), where 𝐸 is the set of entities, 𝑅 is the set of relations, and 𝑇 is the set of triples. A KG 

triple (e
h
, 𝑟, et indicates the head entity eh  is linked to the tail entity et  by the relation 𝑟. Let 𝐺1 =

(𝐸1, 𝑅1 , 𝑇1) and 𝐺2 = (𝐸2, 𝑅2 , 𝑇2) be the first and second KG, respectively. The task is to find the 
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entity 𝑒2 ∈ 𝐸2 which has the most semantic similarity to the given entity e1 ∈ E1 from the first 

KG, thus ∀𝑒1 ∈ 𝐸1: ∃𝑒2 ∈ 𝐸2𝑡ℎ𝑎𝑡 𝑒2 ≈ 𝑒1. 

 

Methodology - The proposed approach includes four main steps: graph embedding, clustering, 

regression, sentence embedding. In the first step, RDF2Vec [6] algorithm has been used to 
generate RDF graph embeddings. The generated vector representations of the second KG are 

clustered in the next step. Then, a regression model is trained according to the vector 

representations of the same entities between the first and second KGs. For each given entity of 
the first KG, the correspondent vector from the second KG is predicated and its cluster is 

determined. In the final step, the sentence embedding is utilized based on the value of description 

property in the predicated cluster by BERT and the generated vectors are ranked based on cosine-

similarity with the sentence vector of the source entity. The target entity with top rank is the 
entity with more similarity. 

 

Below, the approach steps including graph embedding, clustering, regression and rankling are 
described in detail. 

 

3.1. Graph Embedding 
 

RDF2Vec, which is a technique to embed RDF graphs for learning latent numerical 

representations of entities in RDF graphs, has been inspired by the word2vec approach. The 
Word2vec is a particularly computationally-efficient two-layer neural language model to generate 

word embeddings from raw text [6, 21]. The Word2vec takes a set of sentences as input, and 

trains a two-layer neural network using one of the two algorithms, the continuous bag of words 
model (CBOW) and the skip-gram model (SG). The CBOW predicts a target word from its 

context within a given window and the SG predicts the context words given a word. The 

RDF2Vec first converts the RDF graphs in a set of sequences using two techniques, Weisfeiler-

Lehman Subtree RDF Graph Kernels and graph walks, which are then used as input for the 
word2vec algorithm to train the neural language model [21]. When the training is done, all 

entities are projected into a lower-dimensional feature space, and semantically similar entities are 

closer in the vector space than dissimilar ones. For more details the readers are referred to [6, 21]. 
In the proposed approach, RDF2Vec is used to generate embeddings for all entities of the second 

KG, the entity pairs which have the same relation between the first and second KGs and each 

given entity from the first KG. 
 

3.2. Clustering 
 
Clustering is of key importance for interlinking entities from multiple KG. To achieve high 

efficiency for large KGs, interlinking solutions have to avoid comparing each entity to all other 

entities. This can be gained by so-called blocking strategies where only entities within the same 
cluster (block) need to be compared with each other [22]. Clustering algorithms typically try to 

cluster entities such that the similarity between entities within a cluster is maximized while the 

similarity between entities of different clusters is minimized [22]. 

 
In proposed approach, the K medoids algorithm has been adopted to cluster vector 

representations of the second KG. This algorithm is relatively simple to implement and scales to 

large KGs. Moreover, the medoids of the K clusters can be used to determine the relevant cluster 
of new vectors. The cosine similarity has been chosen to group together all close vectors of the 

second KG. 
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3.3. Regression 
 

The objective of the regression prediction model is to find the transitions between the vector 

spaces of the first and second KGs [16]. Since the embeddings of the KGs are learned separately, 
it is essential to learn correspondences between two semantic spaces. One feasible solution to the 

dilemma is to estimate regression relationships between the entities of the first KG and the 

entities of the second KG based on existing similar entities. 
 

In this step, the following regression prediction models have been applied: 

 

Multi-layer perceptron (MLP) network - One of the most popular artificial neural networks which 
can be used to find associations between two sets of variables, is the feed-forward multi-layer 

network, which uses a back-propagation learning algorithm. It consists of one or more hidden 

layer(s), containing computational nodes named neurons/perceptrons which intervene between 
input and output of the network, and can improve the accuracy of the network [23]. 

 

Multivariate multiple linear regression (MMLR) - The multivariate multiple linear regression is a 
statistical method that allows to predict of several dependent variables from a set of independent 

variables and its purpose is finding the best fitting line which is called regression function [24, 

25]. 

 
In the proposed approach, a MLP network and also a MMLR is used to predict the embedding of 

similar entity in the second KG based on the embedding of the given entity of the first KG. The 

entity pairs which have same relation between the first and second KGs have been considered as 
training data to train the regression models. 

 

3.4. Ranking 
 

Sentence-BERT (SBERT) can be considered a modification of the pretrained BERT network 

which generates a fixed sized sentence embedding by adding a pooling operation to the output of 
BERT / RoBERTa. In order to fine-tune BERT / RoBERTa, SBERT uses siamese and triplet 

networks to update the weights such that the generated sentence embeddings are semantically 

meaningful and can be compared with cosine-similarity [11]. 

 
In the proposed approach, the textual values of entity properties (e.g. description) are adopted to 

input sentences for SBERT. The sentence embeddings of the determined cluster in the previous 

step are compared with the sentence embedding of the given entity from the first KG and then 
ranked based on cosine similarity. Finally, the highest ranked entity is chosen as the entity which 

has the most semantic similarity with the given one. 

 

4. EVALUATION 
 
In order to evaluate the approach presented in this paper, DBPedia [26] and SalzburgerLand [27] 

KGs have been used as the first and second KGs. The SalzburgerLand KG is a KG describing 

touristic entities of the region of Salzburg, Austria, and among others it includes 21496 triples 
and 571 entities which reference DBPedia KG, which is a KG representing Wikipedia. The 

evaluation code has been written in Python and is publicly available 

athttps://github.com/sareaghaei/interlinking. 
 



Computer Science & Information Technology (CS & IT)                                     7 

For RDF2Vec graph embedding, the depth of graph walks and the limit number of walks per 
entity are 8 and 20, respectively. The outcome of this step is a 100-dimensional vector for each 

entity. 

 

K means and K medoids algorithms have been employed to group together all close vectors of 
SalzburgerLand KG based on the Euclidean distance and the standard cosine similarity, 

respectively. In practice, for obtaining the best clustering quality, the optimal value of K is 

determined by experiments (K = 2). Not only does K medoids clustering has higher score in 
terms of silhouette coefficient, but also leads to better result in the next steps. The figure for 

silhouette coefficient is 0.60 and 0.39 in K medoids and K means, respectively. Figure 3 

illustrates the sets of clustering. Also, the centroids and medoids have been shown in green colour 
and bigger size. 

 

 
 

Figure 3. The clusters of K means and K medoids algorithms 

 

Note that principal component analysis (PCA) [28] has been used to automatically perform 

dimensionality reduction over the embeddings before visualizing the clusters in Figure 3. The 

Scikit-Learn library, which has implemented the PCA technique, applies the full singular value 
decomposition (SVD) or a randomized truncated SVD depending on the shape of the input data 

and the number of components to extract [29]. Here, PCA has been used to reduce dimensions 

from 100 to 2.  

 
A multi-layer perception (MLP) with 1 hidden layer which has size 50 using the ReLU activation 

function, followed by a fully-connected layer and ReLU to output the final prediction has been 

applied as the regression predication model. The model is trained using the Adam optimizer. 
Moreover, a multivariate multiple linear regression model has been trained in which the DBPedia 

KG and the SalzburgerLand KG embeddings are considered as independent and dependent 

variables, respectively. In order to provide a more complete and effective evaluation of the 

regression models, the cross-validation has been performed using K-fold algorithm with 5-folds. 
 

The smaller the difference between the predicted vectors and the real vectors, the higher the 

prediction accuracy that the models provide. Thus, mean absolute error (MAE), mean square 
error (MSE) and root mean square error (RMSE) have been applied to measure the performance 

of the models. MAE represents the average of the absolute difference between the actual and 

predicted values, MSE is defined as average of the square of the difference between actual and 
predicted values and RMSE is the square root of mean squared error which computes the 
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standard deviation of residuals. Mathematical formulas to calculate these metrics can be written 

as following where 𝑦∧ is the predicated value of y: 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦𝑖

∧|

𝑖=𝑛

𝑖=1

 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖

∧)2

𝑖=𝑛

𝑖=1

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖

∧)2

𝑖=𝑛

𝑖=1

 

 

Overall, the MLP network outperforms the MMLR model for predicting the embeddings of 
SalzburgerLand KG, the figures for MAE and MSE in the MLP network are 0.866 and 1.005, 

respectively, whereas those of the MMLR model are 0.966 and 1.348, the evaluation of results is 

shown in Figure 4. 
 

Sentence-Transformers which is a Python framework has been used to compute sentence / text 

embeddings [11]. It is based on PyTorch and Transformers and the produced sentence 
embeddings are 150-dimensional vectors which have been compared with cosine-similarity in 

order to be ranked. 

 

 
 

Figure 4. The evaluation of prediction errors 
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5. CONCLUSION 
 
This paper proposes an approach to interlink KGs. In order to find the most similar entity from a 

KG (second KG) with a given entity from another KG (first KG), the proposed approach includes 

four steps: graph embedding, clustering, regression and ranking. RDF2Vec technique is used to 

generate vector representations and then K means/K medoids algorithms are adopted for 
clustering of the embeddings of the second KG. To learn associations between distinct semantic 

spaces (one from each KG), multi-layer perceptron networks and multivariate multiple linear 

regressions are trained and used to predict the embedding from the second KG based on the 
embedding of the given entity from the first one. By comparing the predicted vector with the 

centroid-medoid of the clusters, the correspondent cluster is determined and its entities are ranked 

based on cosine similarity between their sentence embedding and the sentence embedding of the 
given entity. SBERT is used to compute sentence embeddings of the entities over their textual 

values of the properties. The experimental results show that the proposed approach as one of the 

state-of-art interlinking approaches can achieve high accuracy. However, in the proposed 

approach, the regression model requires training based on the entity pairs between two KGs, it 
can definitely be considered a drawback due to lack of the pairs in some cases. For future work, 

aside from experimenting with other embedding learning techniques for KGs, learning 

associations on KGs with better accuracy and experiments on different KGs are planned. 
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