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ABSTRACT 
 

The number of children, adolescents, and adults living with diabetes increases annually due to 

the lack of physical activity, poor diet habits, stress, and genetic factors, and there are greater 

numbers in low-income countries. Therefore, the aim of this article is to present a proposal for 

a methodology for developing a pancreas using artificial intelligence to control the required 

doses of insulin for a patient with type 1 diabetes (T1D), according to data received from 

monitoring sensors. The information collected can be used by physicians to make medication 
changes and improve patients’ glucose control using insulin pumps for optimum performance. 

Therefore, using the model proposed in this work, the patient is offered a gain in glucose 

control and, therefore, an improvement in quality of life, as well as in the costs related to 

hospitalization. 
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1. INTRODUCTION 
 

The number of diabetic people in the world has increased over the years due to lack of physical 

exercise, poor diet habits, stress, and genetic factors. It is estimated that the population of patients 
with diabetes will double in 25 years. The expected number of patients by 2034 will be 

approximately 44 million individuals, and the costs related to treating the complications of the 

disease are US$700 billion yearly. Thus, this paper seeks to bring intelligence to improve blood 

glucose control, using machine learning, reducing the ills of the disease and the costs related to 
disease treatments [24] [65]. 

 

To control diabetics, studies have been developed so that it is possible to administer medications 
with greater precision to patients. However, there is an excess of data being generated by multiple 

devices, based on the two main categories: 

 

Blood glucose sensors - integrated continuous glucose monitoring (iCGM), such as the Freestyle 
Libre [8] [59] [14] and Dexcom [39]. 
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Insulin pumps - automated insulin dosing systems (AID), such as the Tandem Diabetes Care 
t:Slim X2 insulin pump and the Ominipod. 

 

According to Gordon Moore’s observation [40], soon, several more wearables and IoTs, with 

even more technological capabilities should be available, further increasing the availability of 
data related to glucose control in patients with diabetes. 

 

As the data volume tends to increase, it is inferred that an interoperable [34] system for [53] 
integration, indexing and data analysis, can benefit patients and healthcare systems through the 

use of a decision-making engine [37], using machine learning techniques. 

 
This scenario may reduce the time to market [10] of other players in the glucose control scenario, 

increasing competitiveness and benefiting scientific production, in addition to reducing the costs 

of treating patients with acute diabetes. 

 
Obviously, the provision of an artificial intelligence service to support the cloud decision-making 

algorithm [29], increases the attack surface for potential offenders [38]. Therefore, it is essential 

that advanced systems for cyberattacks early detection [41] are used to monitoring the 
intelligence service engine. 

 

The Federal District Government, capital of Brazil, has a free iCGM program, via the Brazil’s 
Unified Health System (SUS) [62], providing measurement sensors for patients with HbA1c up 

to 7 [64]. However, to get access to the sensors, the patient must fill out a document and then 

deliver it to a health centre in their region. Unfortunately, Brazil still has a great deficiency in the 

digital [36] and social [52] inclusion in a large part of the population. This fact makes it difficult 
to complete the aforementioned document, which can cause problems in accessing the blood 

glucose measuring device. 

 
In this research, we used a project called AvantData for Good - AVD4G, by the Brazilian 

company Avantsec [5], where the goal is to collect data on diabetes control from FreeStyle Libre 

users [55], and the automatic completion of the report to ease the availability of the device to the 

disadvantaged population. The project also has, as a secondary goal, the storage, and processing 
of blood glucose data to support physicians and patients in the decision-making process of blood 

glucose control, respecting the General Data Protection Regulation [22] and Exchange of 

Supplementary Health Information (TISS) [20]. 
 

With the use and dissemination of AvantData for Good project [3] through the AvantAPI [4], it is 

expected to obtain a significant volume of data from diabetes patients, for clustering models 
algorithm [2], in order to determine possible groups of individuals and their relationships with 

factors influencing as: age, gender, race, volume of physical activity and eating habits of the 

population with diabetes. 

 

2. BACKGROUND AND RELATED WORKS 
 

According to the International Diabetes Federation (IDF) [26], the number of children and 

teenagers living with diabetes increases annually. In 2019, more than one million children and 
adolescents had type 1 diabetes (T1D) and 86,000 children (increasing by 2 and 3% per year) are 

expected to develop T1D each year. There is currently no cure for T1D, but people with T1D 

with adequate daily insulin treatment, regular blood glucose monitoring, education and support 

can live healthy lives and delay or prevent many of the complications related to diabetes, 
therefore it is mandatory to keep glucose within the target range in patients with T1D. Although 

pharmacotherapeutic advances have improved in recent years, many patients are still not adept at 
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keeping their blood glucose levels within suggested limits. Blood Glucose Self-Monitoring 
(SMBG) helps improve blood glucose control and empowerment of people with diabetes; mainly 

useful for people with diabetes who are using insulin as it facilitates insulin delivery and 

detection of hypoglycemia. 

 
In September 2016, the United States Food and Drug Administration (FDA) approved the 

Freestyle Libre Pro Glucose Monitoring System as a continuous glucose monitoring system 

(iCGM) for blind study in research. In September 2017 [19], the FDA approved the Freestyle 
Libre for personal use by patients, in which the sensor is disposable and applied to the back of the 

patient’s arm, allowing its use for up to 14 days. Using this technology, physicians and patients 

can use a handheld device to download the blood glucose information stored in the sensor [8]. 
 

The “FreeStyle Libre” continuous glucose monitoring system [32] consists of a sensor and a 

handheld reader. A sensor unit is 3.5 cm in diameter and 0.5 cm thick. A thin filament is located 

in the centre underneath, which is coated with an adhesive. A handheld reader measures at a 
distance of 1 to 4 cm from the sensor. In addition to the glucose level, the device’s touch-

sensitive display indicates data curves as well as the trend of glucose values in arrow form. The 

sensor saves up to 8 hours of results. The handheld reader can be connected to a computer to 
create additional diagrams and analysis. A sensor measurement range from 2.2–27.8 mmol up to l 

(40–500 mg/dl). According to the manufacturer’s specifications for use in humans, the sensor’s 

lifetime is up to 14 days, before needing to be replaced [14]. 
 

Abbot [1] is the US company responsible for FreeStyle Libre product. The manufacturer makes a 

website available to its users [33] with the ability to collect and process information from 

(iCGM). Furthermore, the sensor works as an Analog Digital Converter (ADC)[47], therefore it 
allows storing and exported data. 

 

To drug administration, it is possible to use insulin pump therapy, also known as automated 
insulin dosing systems (AID), which is an evolution application form, that has been shown to be 

highly effective in maintaining blood glucose levels and providing flexibility to patients’ lives. It 

works by providing the patient with a continuous subcutaneous infusion of fast-acting insulin and 

allows the patient to administer bolus throughout the day, for feeding and correction of elevated 
glucose levels. 

 

(AID) use is approved in patients with type 1 and selected patients with type 2 diabetes; however, 
it is important to select the correct patients for pump therapy. Insulin pump technology continues 

to evolve rapidly, and many options are now on the market, including those that are used in 

conjunction with continuous glucose monitoring (iCGM). However, (AID) is not suitable for all 
patients with diabetes who require the use of insulin [57]. 

 

Generally, AID is a treatment option for adults with type 1 diabetes who are motivated to 

improve glycemic control after a trial of multiple daily insulin injection (MDI) therapy and who 
can show the level of self-care required for adherence [23]. 

 

Artificial intelligence in medical applications using machine learning directly to the patient has 
been increasingly used to perform medical evaluation diagnoses [6]. Machine learning can make 

use of previously processed data to make objective and informed recommendations and can help 

ensure that decisions are made as assertively as possible, assisting healthcare professionals in 
decision-making. 

 

The Algorithmic decision-making systems (ADMS) represent a holistic and interdisciplinary 

phenomenon and have some distinct interpretations [35]. Computer scientists focus on technical 
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aspects of algorithms, implicitly privilege commercial interests, and celebrate the power of the 
artifact, but there is some research to suggest that algorithmic systems create economic benefits 

that substantially exceed possible ethical concerns and implications [27, 48]. The other 

interpretation concerns sociologists and attorneys who are pessimistic and defend the prohibition 

of most ADMS because they are unfair, having unethical or inappropriate decisions can be 
triggered in society [54, 61]. 

 

Hence, with developing a pancreas that makes use of artificial intelligence, the development of an 
ADMS is intrinsic to decide from collected data, that is from the data collected from the iCGM, 

the decision-making system decision can trigger the AID to administer the amount of insulin 

needed on a historical basis. 
 

3. METHODOLOGY FOR AN ARTIFICIAL INTELLIGENCE PANCREAS 
 

To aid in the process of collecting glucose level data from patients, FreeStyle Libre was created 

as a less invasive technique that avoids the need for the patient to take a glucose measurement 
with multiple daily bites. After analysing the data, administration of the required daily insulin can 

be carried out after analysis by a physician using the insulin pump. 

 
However, according to the FDA report [18], the FreeStyle Libre device may incorrectly indicate 

hypoglycemia, as after clinical studies it was verified that the device indicated 40% of the time 

that the user’s sensor glucose values were at or below 60 mg/dL, where the user’s glucose values 

were actually in the range of 81 to 160 mg/dL. For this reason, it is recommended that FreeStyle 
Libre glucose monitoring be based on trends and patterns analysed over time, not isolated data. 

 

The scenario proposed in this paper for the control of diabetes in T1D patients is to use data 
mining and machine learning techniques to collect data from patients and, through clustering, 

provide enough information for decision-making algorithms with the use of artificial intelligence 

provides physicians with accurate information on administering the optimal amount of insulin 
according to the patient’s identified glucose level. To achieve this goal, we suggest using the 

Methodology for an Artificial Intelligence Pancreas (MAIP) presented in Figure 1. 

 

 
 

Figure 1. Methodology for an Artificial Intelligence Pancreas (MAIP) 
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The flow shown in Figure 1 is a continuous 6-step methodological process: Data collection, 
Determination of control groups, pattern search, insulin administration, blood glucose prediction, 

analysis of results and feedback. 

 

3.1. Data gathering 
 

Objective: Data receipt in AvantData for Good for dataset creation. 
 

Processing: The website of Abbot, the company that created FreeStyle Libre, provides a 

converter for text spreadsheet, where all the readings sent can be consolidated for possible use by 

the user. 
 

Expected outcome: It is suggested to export the data from the ADC sensor to a text file to load 

this information into AvantData for Good [4], which will be responsible for processing, filtering 
and indexing the data to create the dataset [30]. 

 

In the collection phase, there will be a short form that must be filled in by the patient with 
personal information. Data that allow the detection of whom the patient is will not be collected, 

that is, the objective is to have the minimum and necessary parameters for the creation of 

intelligence engines, but the individual’s identity will be preserved and safeguarded. 

 

3.2. Control groups determination 
 
Objective: Detection of possible groups of patients with common characteristics (e.g., age, sex, 

cardiorespiratory capacity, physical activity, eating habits, among others). 

 

Processing: Creation of a clustering model [63] in which the dataset must be prepared so that it 
can be processed. There are several pre-processing techniques available [25]. 

 

Dataset processing must be done using linear algebra [16], with mathematical operations between 
matrices and vectors. Thus, in order for the dataset to be properly processed, the categorical 

variables must be worked on to become their numerical equivalents [66]. 

 

After processing the dataset, it will be necessary to adjust the mathematical scales through feature 
scaling [51]. The use of min–max normalization is sufficient for this model, as the technique will 

allow the mitigation of possible mathematical dominance of a variable in relation to others in the 

model. 
 

As we are dealing with an unsupervised model for this phase, it is not yet necessary to use the y 

vector. In this way, the dataset is ready for processing. 
 

After pre-processing the data, the choice of classification models and the evaluation of the 

efficiency of each model begins, as well as the number of clusters that will be made available for 

the next phase. Each cluster will represent a group of individuals that will be studied in the 
control phase. 

 

Due to the high accuracy demonstrated in other experiments [11], the K-Mean and SVM 
algorithms can be used to process the data in the clusters. 

 

Once the model has been processed, the stage of adjusting the number of ideal clusters to define 
the control groups begins, as well as their related characteristics of associated factors determined 

in the “Data Collection” phase. 
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Expected outcome: Control groups correlated to factors associated with diabetes. 
 

3.3. Pattern research 
 
Objective: Establish a function of the relationship of the independent variables with the estimated 

probability for ideal insulin dosage [42]. 

 
Processing: Apply regression models to the control groups, using a physician-assisted insulin 

delivery process and with control of the glycemic response through the FreeStyle Libre of 

individuals belonging to the control groups [60, 9]. 

 
In this step, a mathematical function must be identified that will represent a method of estimating 

the volume of insulin for the patient. For this, the system will use non-linear regression 

algorithms, due to its satisfactory ability to reduce the risk of adverse situations [43]. 
 

Expected outcome: Analysis of data previously determined in the previous phase and creation of 

an insulin administration mechanism correlated with the individual’s metabolic response and the 
expected blood glucose after a certain period of time. [21]. 

 

For each control group, it is suggested the administration of the medicine, via (AID), as 

prescribed by the physician and the sensing of the blood glucose level response via (iCGM). 
Thus, a new dataset will be created and can be represented by an X matrix, with the following 

independent variables: Control group, Amount of Insulin administered, Time of medicine 

administration, Current Insulin Level. 
 

The y vector with the expected result of insulin in the next few minutes will serve as a basis for 

feedback to the system in later phases, as well as the measurement of performance in relation to 
the suggested dose [28]. 

 

Therefore, the objective of this step is to create models with high capacity to estimate the ideal 

insulin dose according to dataset data. This model will be evaluated and compared with the time 
series data presented in the next phases. 

 

3.4. Insulin Prediction 
 

Objective: Create a model that protects the patient against incorrect insulin administration. 

Obviously, insulin administration must be supervised by endocrinologists to ensure patient safety. 
At this stage, the objective is to determine a model to support decision-making, in order to protect 

the patient against any anomaly in the prediction stage. 

 
Processing: With the result of the previous step, create a decision support algorithm [7] with the 

estimated amount of insulin for each individual [44], respecting their personal characteristics and 

receiving feedback in the closed-loop [56] of the FreeStyle Libre sensor (iCGM). 

 
Based on the prediction of the amount of insulin administered via (AID) and the result obtained 

in several time intervals (iCGM), it is possible to obtain the creation of a new model where the 

blood glucose of a time interval (iCGM) will be analysed, related to the micro-dose of insulin 
(AID) applied in the immediately previous interval, that is, the blood glucose obtained (iCGM) 

after a certain period of time after the application of insulin via (AID). 

 
With this information, the model must generate a classifier, which will be compared the 

estimated blood glucose, derived from the regression model, related to blood glucose achieved, 
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data obtained via (iCGM). The model will sort in a boolean way whether the administration has 
reached an expected level or not. 

 

Thus, the system begins to have the fundamental building blocks for decision-making on whether 

to continue with the administration of the next micro-dose of insulin via (AID). 
 

Expected outcome: The system must have the decision-making capacity to apply or not the next 

insulin micro-dose, and each insulin administration must be reported to the system, as well as the 
decision taken at that moment. Thus, the intelligence engine has enough data to refine the models 

and necessary improvements in order to increase the accuracy and mitigate the risks of 

inappropriately injecting rapid insulin into the patient’s body. 
 

3.5. Glucose Prediction 
 
Objective: The objective of this step is to create an estimate of blood glucose, distributed in time 

intervals in the future. In other words, predict how much blood glucose will be in the future, if 

this insulin is applied at the expected initial time. 
 

Processing: Use a time series mechanism to predict the patient’s blood glucose after insulin 

administration to provide feedback to the machine learning system and check whether the dose 

applied in the previous phase reached the expected result. Send feedback to the system with the 
expected blood glucose and the result achieved, measured via (iCGM). 

 

With the proposed methodology, the effectiveness of the model must always be revised. To 
ensure that there is an efficient review process, another machine learning tool, based on time 

series, should be used to predict blood glucose in a short period of time [50]. 

 
Expected outcome: The time series will be based on the measured samples of the (iCGM), as well 

as the administration of rapid insulin (AID) and the date/time of release of the homonym. In other 

words, we are talking about a multivariate time series system for glucose forecasting [58]. This 

supports the main objective of the project to provide an intelligence engine that allows to 
simulate an artificial pancreas [12]. 

 

3.6. Results evaluation and Feedback 
 

Objective: The objective is to compare what was estimated with the individual’s response and 

refine the model, seeking greater assertiveness in relation to the current medicine administration 
process. 
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Figure 2. Collaborative Artificial Pancreas Intelligence 

 

Processing: This cycle must be executed indefinitely, always looking for an optimal relationship 

for each patient. 
 

Model evaluation techniques must be used and compared with the measured results to adjust the 

parameters in each of the phases. 

 
Obviously, we will need special attention to avoid overfitting or under fitting. In other words, 

addicted models are unproductive and will not lead to adequate therapy. 

 
Expected outcome: At the end of each step, the results must be collected and sent to the data 

collection step or for debugging the models, according to each case. Maintaining historical data 

over a period of time of at least 5 years is highly recommended as that way we can continually 

review the analyzed data, its benefits to patients and assess the overall performance of the system 
over time. 

 

4. RESULTS 
 
We conducted research to create a dataset, with more than 48 thousand blood glucose readings, as 

well as their statistical data were computed, via AvantAPI, for the first phase of the methodology, 

as represented in the table below: 

 
Due to the high cost of the (AID) we are still unable to proceed with the other phases of the 

project for this paper. As the focus of the study is the methodology for feeding the model in 

closed-loop, it is not possible to continue detailing the results without the data from the (AID). 
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Table 1. Blood glucose reading of a patient 

 

Data Max Min Mean Standard 

Deviation 

Historic Glucose mg/dL 379.00 40.00 132.29 47.84 

Scan Glucose mg/dL 382.00 40.00 127.13 50.03 

Rapid-Acting Insulin 

(units) 

14.00 1.00 5.72 2.34 

Long-Acting Insulin (units) 50.00 3.00 43.72 4.49 

Total 48,642 

 

 
Figure 3. Glucose Sample Data 

 

5. DISCUSSION 
 
The proposed MAIP methodology seeks to support the work to create a cybernetic pancreas. In 

the same way that we have pacemakers, in the near future, we may have digital pancreas to 

support T1D diabetes therapy. 

 
The scope of this work is limited to supporting cyber intelligence for the best performance of 

insulin delivery to the individual. This intelligence would be a common asset, in an open source, 

interoperable platform, so that any company or individual can use the benefits of a worldwide 
collaborative system to simulate the processing of carbohydrates in the human body. 

 

For this infrastructure to be available on a global scale, 5G technology brings tools that were 

previously impractical. However, in the area of technology, there are several cyber threats, for 
example: ransomware, denial of service attacks and malware in general. 

 

For the success of this project, it is necessary that users participate as collaborators, and for this 
they must be aware that the data collected will be used exclusively for research and their names 

and personal information will not be stored. It is important to emphasize the aspects related to the 

protection of privacy and possible cyberattacks. Therefore, it is essential to mention that the 
General Data Protection Regulation of each country must be strictly respected for the use of their 

information. 

 

Regarding information security, the complete anonymization [49] of the data is adequate, 
however, for the clustering algorithm to be useful in the future, it is necessary to collect 

additional data and habits to analyze the correlation with the levels of each person’s glucose. 

 
During the process of determining the control groups, attention must be paid to the categorization 

of variables, as it can generate a problem of mathematical preponderance between a class in 

relation to others, due to the reason that each class becomes a number, and numbers represent 
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quantities that are mathematically comparable. But this is not the reality in the case of categories. 
For example: One race is not bigger or smaller than another, they are simply different. So, 

numbering the races would bring up the problem that one number is larger than the other, which 

is obviously not the case. 

 
Thus, the ideal way would be to first transform each of the independent variables into a number 

and then each of the categories become other independent variables, represented in a boolean 

data. However, after this process, the dimensionality of the model will be increased. 
 

Furthermore, it is necessary to monitor the dimensions of the model and adjust it, so that it is not 

too computationally burdensome, as the computational cost increases exponentially for each new 
dimension [15]. In theory, data sanitization should be restricted to disposing corrupted data. The 

data from the ADC are just about blood glucose and time, and this information will always be 

available. The other data related to associated factors comes from the user’s registration, and the 

filling in of all information must be controlled in the data collection system. 
 

Regarding the ”Search for patterns” phase, it is noted that the vector y should initially be related 

to the expected response time after the administration of rapid insulin, however, as we have a 
continuous monitoring system (iCGM), the possibility of creating several y vectors with a 

regression model for each reading after the application of rapid insulin, where each one is related 

to the probabilistic value of the expected blood glucose in relation to the time of medicine 
administration. This process occurs due to the large mass of data measuring the individual’s 

metabolic response every 5 minutes. Even with the ability to measure every minute [45] the 

manufacturer suggests a reading at a minimum interval of 5 minutes. Thus, this was the time 

interval chosen in this work. 
 

The advantage of this process is that insulin can be administered continuously in micro-doses 

[13] and with monitoring in a short period of time. In this way, insulin administration becomes 
safer, as the system is continuously fed back and the decision-making mechanism has the 

necessary elements for safe administration, as the closed-loop delivers the necessary feedback to 

increase the level of consciousness situational assessment of the individual’s metabolic profile. 

 
This would be an ideal mechanism to simulate the functioning of the pancreas, due to the 

continuous measurements and responses with the release of insulin into the bloodstream. 

Obviously, with the caveat that insulin administration in this case is not made directly into the 
bloodstream [31]. 

 

The use of multiple dimensions in time series is widely used in other forecasting domains, such 
as weather forecasting. The advantage of the proposed methodology is that the probability of not 

having difficulties related to missing values is very high. This stems from a refined data 

acquisition process in the “Data Collection” phase of the methodology. 

 
Another fundamentally important factor in predicting glucose after insulin release is that we will 

have feedback material to support decision-making and to improve the regression model. We will 

be able to study the effect of each administration, comparing the expected glucose with the value 
reached in the therapy of everyone. 

 

6. LIMITATIONS AND THREATS TO VALIDITY 

 

Like any empirical study, this paper also has limitations and threats to its validity. As the study is 
a methodological proposal, a practical validation has not yet been carried out, collecting data 

from diabetic patients. 
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Due to the need to obtain numerous people during the process of implementing the proposed 
methodology, and to collect data from these patients to feed back to the system, it is necessary 

that patients are willing to provide the data, as the success of this project depends on primarily 

from the vast mass of data and assessments. In addition to glucose and insulin data, it is necessary 

to collect additional data such as: age, sex, volume of physical activity, if you are a user of other 
continuous-use medications, among other relevant data. 

 

In order for this platform to be used on a global scale, an in-depth study of the best cyber defense 
practices is necessary in order to guarantee the availability, integrity and confidentiality of the 

collaborative effort. It would be useless for this intelligence to be available and the (AIDs) not to 

have adequate information on the measurement of insulin application. 
 

In the same way, cyberterrorism attacks are another global threat and even attacks on patients’ 

lives can occur, if security criteria are not very well worked out. This fact, in itself, obviously 

cannot be a demotivator for the research to continue. A joint effort with information security and 
cloud infrastructure companies is fully capable of enabling this technology to help improve the 

quality of life of T1D patients. 

 
There are several possibilities to circumvent threats and make the system resilient and highly 

reliable. Such as blockchain to guarantee each of the transactions performed by the engine, as 

well as redundancies in (AID) and (iCGM). If we look more closely at Figure 3, we are talking 
about an artificial pancreas location, that is, even with the unavailability or integrity 

compromised, we would still have backups available with each of the users. 

 

In summary, this material is not intended to exhaust the cybersecurity mechanisms to guarantee 
the system’s functioning, but in-depth studies on the subject are of vital importance for the 

viability of the intelligence engine. 

 

7. FUTURE WORKS 
 

For the correct definition of the variables to be used in the dataset, a complementary study is 

necessary, where the associated factors in the control of diabetes [17] must be analyzed. 

During data processing in clusters, the K-Mean and SVM algorithms can be used, however, the 
evaluation of the model requires further studies to ensure that the accuracy rate will be 

satisfactory.  

 
The use of this methodology provides the structuring of a rich knowledge base, as future work 

can be carried out taking into account other associated factors, such as other syndromes or 

comorbidities. With a rich and cross-sectional basis for multivector analysis, we can think of 

asking new questions such as: What is the change in insulin therapy for patients affected with 
COVID-19? It is expected that with these data, this and several other responses will be answered 

more quickly, as we will have a historical memory of the individuals’ metabolic response, as well 

as the effect caused by small nuances in the treatment. 
 

The result of using the proposed methodology must be deeply validated with several 

endocrinologists to prevent the model from being wrongly trained and causing harm to the 
patient. 
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8. CONCLUSIONS 

 
Studies indicate a significant increase in the quality of life of patients monitored via (iCGM), 

reaching a decrease in HbA1c of 0.3%. In addition to the 4-fold reduction in visits coded for 

diabetic ketoacidosis (DKA) in Emergency rooms. However, the control of insulin infusion via 

(AID) in relation to (MDI) does not represent a significant difference in hospitalization costs, as 
there is no gain in the use of (AID). 

 

Thus, it is expected that with the model proposed in this work, assisted by artificial intelligence, 
for insulin administration, it will provide a gain in glycemic control and, consequently, an 

improvement in the patient’s quality of life, as well as in the costs related to the hospitalization of 

patients from T1D [46]. 
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