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ABSTRACT  
 
This research focuses on improving the ground clutter mitigation by integrating ML methods 

with traditional methods (such as CFAR and Doppler processing) of X-band surveillance radar. 
Discriminative machine learning methods are used as they have the ability to learn without the 

knowledge of distribution type. The techniques used to accomplish research includes raw IQ 

radar data collection, data labelling, and feature generation, statistical significance of 

generated features, model (DT, SVM and ANN) training and model evaluation. The results 

indicate improvement in mitigation of ground clutter for different scenarios. The research also 

discusses the future work related to this research.  
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1. INTRODUCTION 
 

The traditional signal processor consists of CFAR and Doppler based signal processing, which 
relies on two key features for detection decision making, the detection-threshold and Doppler. It 

applies Fast Fourier Transform (FFT) and uses Doppler information to separate target from 

clutter as well as noise, in frequency domain. Further, for each frequency bin, CA-CFAR 
produces a detection threshold based on power. However, detection based on this approach have 

limited accuracy in heterogeneous ground clutter environment. In particular, CA-CFAR 

assumption of Gaussian distribution [3] for noise power is no longer valid due to presence of 
clutter. Instead, ground clutter for X-band surveillance radar follows the Weibull distribution and 

log-normal distribution [2]. The discriminative machine learning methods can learn without the 

knowledge of distribution type. Therefore, machine leaning methods such as DT, SVM and ANN 

can be used to discriminate between target and clutter. This research aims to extract more 
features from raw IQ radar data, test hypothesis about these features, and application of these 

features to machine learning models to attain the objective of improved clutter mitigation. 

 

1.1. Motivations 
 

The existing process is based upon CFAR, which is equivalent to generative model based on 
Gaussian distribution. The discriminative models are more accurate compared to generative 
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models. Another motivation is that the existing process uses only two features (i.e. CFAR 
threshold and Doppler). It is more likely to linearly separate data in higher dimension. The 

research is aimed to create more features where target can be separated more accurately from 

clutter. 

 

1.2. Objectives 
 
The objective of present study is to improve target detection by using machine learning as an 

alternate to conventional detection process for X-band perimeter surveillance radar. 

Specific objectives are: 
 

 Feature extraction from raw IQ radar data. 

 Hypothesis testing for extracted features. 
 Train different machine learning models. 

 Selecting most optimal model for integration to existing method. 

 

1.3. Main Contributions 
 

The main contribution of this research is to implement a unique ML approach for radar target 
detection for X-band perimeter surveillance radar, which can distinguish between target and 

ground clutter better than the conventional signal processing method and have prediction time 

within a single Coherent Pulse Interval. This new approach uses different features extracted from 

raw IQ radar data. 
 

2. DATA AND METHODOLOGY 
 

For better accuracy of models, the real time radar IQ data is collected for multiple scans with 
walking man as the controlled target and then the required processing is done. To remove the 

bias, data collection is performed over different sites, different hardware and different time. The 

collected data is stored as PCAP file on a local host, which is further used for extracting raw data 

bytes and stored as raw file. The raw is imported in MATLAB and radar data cubes are extracted, 
which further used for new feature generation [1]. Next step is the data labelling for supervised 

learning. The labelled features are analysed through correlation and P-value hypothesis testing. 

Based upon analysis results, features are selected for model training. The selected features dataset 
is cleaned for missing values and used for training of 3 binary classification machine learning 

methods, which are DT, SVM and ANN. All the models are evaluated through a technique 

similar to k-fold validation. Finally, comparison among the models is performed based on 
accuracy and confusion matrix 

 

2.1. Data Collection & Preparation 
 

A walking man is used as the controlled target and radar received IQ data is collected. The radar 

signal processor unit and other sub-systems are connected by the Ethernet switch. The signal 
processor converts radar echoes to IQ pair and sends to local host via UDP protocol, where these 

packets are stored as PCAP file. Data collection is performed using X-band surveillance radar at 

2 different locations and Google Map view is shown in fig1. The yellow lines mark clutter 

boundary, and red lines mark coverage. The equivalent clutter seen by radar for each site on 
decibel power scale is shown in fig 2. 
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Fig. 1. Google Map View of Data Collection Sites 

 

 
 

Fig. 2. Radar map view of the clutter image (dB scale) 

 

The controlled target is used in 2 type of strategies as shown in the fig 3. This is to cover radial 

and tangential target motion conditions, and also to make data labelling easy. To remove the bias 
in the data collection process, the data is collected with different hardware, different physical 

locations and different time (days) for total of 438 radar scans. 

 

WIRESHARK Ethernet capturing tool is utilized for capturing data packets and saving in a file. 
Each packet represents a single pulse data and contains 100 range cells IQ data for 2 channels. 

The WIRESHARK tool is used to convert the PCAP file into RAW file, which can be processed 

directly by MATLAB. 
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Fig. 3. Controlled Target Path Strategy 

 

 

2.2. Feature Generation 
 

The main notion behind feature generation is to create features for which clutter and target class 
has statistically different value. The MATLAB tool is used for feature generation [1]. The 

“DETECTION” feature is considered to contain both clutter and target. The traditional signal 

processing is used to generate DETECTION (represented by +1 and -1 in final dataset). Some of 
the feature are generated during pulse integration across the slow time axis, while the remaining 

features are generated by integrating over the scans. The brief idea about generated features is 

given below: 

 
– FDM THRESHOLD: In this feature, for each Doppler band, moving average power 

over the scans is calculated. 

– FAN THRESHOLD: The FAN threshold represents the probability of a range cell being clutter 
or target. This exploits the static nature of clutter in space over the scans. 

– POWER DECAY(PD): The power ratio between range-cell to next range-cell. i.e. abs(Xn) / abs 

(Xn + 1) 

– SIGMA: This feature represents Doppler spectrum width of a range cell [8]. 
 

 
 

Where T is PRT of Radar, R(0) & R(1) is first & second moment respectively and λ is 

wavelength of radar operating frequency. 
 

– SNR: The signal to noise ratio represents the peak power of signal to average noise floor ratio, 

after removal of zero Doppler bins from FFT. 
– DYS: This is complex ratio of DIFF channel to SUM channel, used as indication of angular 

error in mono pulse application [10]. 

– DETECTION: This detection from the traditional method (CA-CFAR and FFT). It 
contains true target as well as clutter. Indicate as +1 or -1; 

 

The generated features are saved as 2D matrix in MATLAB for each scan. A sample of features 

for a scan is shown in fig 4. 
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Fig. 4. Features 2D matrix view of a scan 

 

2.3. Data Labelling 
 

The supervised learning requires labelled dataset. The manual labelling is done after the 
generation of all features is completed. The labelled data is stored as 2D matrix for each scan 

similar to features matrix. The following factors are considered for labelling a particular range-

cell as a TRUE LABEL: 

 
– Detection range-cell from conventional method (CA-CFAR, FFT) 

– Alignment to expected target path. 

– Location of Fixed clutter area. (From clutter map). 
– Previous location of LABEL (target) range-cell. 

– Intuition from other features. 

 
Based upon above factors, the TRUE LABEL is decided for every range cell. For valid target, 

LABEL=1, otherwise LABEL=0. This process produces a 2D MAT file (as shown in fig 5) of 30 

range cells x 32 Azimuth. The MAT files are 2D files, and easy to process in MATLAB. 

However, in python programming, CSV file can be handled more efficiently. Therefore, all the 
2D data from MAT file is converted into 1D data, and written to CSV file azimuth by azimuth. 

The features represent columns of the CSV file. This process is repeated for each datasets and 

CSV files are generated per dataset. 

 

 
 

Fig. 5. Labelled 2D matrix view 
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2.4. Feature Analyses 
 

The all datasets are converted in CSV format with labelled data. These datasets are imported in 

python and combined into single data frame. The data contains NaN values for some features. 
This is due the reason of partial 1st scan or feature property of being calculated across the scans, 

where one has to wait for a whole scan to generate the value. The NaN values are simply 

dropped, as radar is a real time system and value imputation is not applicable. One of the main 
issues with Radar Signal Processor dataset is that there is huge imbalance between the classes. 

Which is due to practical reason that, out of total range-cell (30 X 32) of a scan, only small 

percentage represents the controlled target. The plot shows the imbalance of classes in fig 6. 

 

 
 

Fig. 6. class imbalance plot 

 

The data frame contains the following range-cell types: 

 
– Non detections: DETECTION = -1 & LABEL=0. 

– Clutters: DETECTION = 1 & LABEL=0. 

– Targets: LABEL=1. 
 

To get around this problem, the data frame is filtered (as shown in fig 7). The average count of 

non-detection, clutter and targets is calculated and it was found statistically that proportion of 
each type is [92.27% 7.01% 0.71%] respectively. The LABEL data class (true target) less than 

1%. Major data is non-detection class type, which comes from noise range cells. This data can be 

filtered by existing method (CA-CFAR) as well, but the clutter properties are very similar to that 

of target and cannot be mitigated in the existing method. Therefore, the non-detections are 
removed from data frame and only clutter and target data are retained. As the main purpose of the 

research is to improve the target detection in the presence of clutter. 

 

 
 

Fig. 7. Class imbalance after filtering non-detections 

 

The data corresponding to each class is described to understand the central tendency and compare 

the two classes. The Fig 8 shows the target class description and Fig 9 represents the properties of 
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clutter class. It is evident that each class central tendencies for new generated features are 
different. 

 

 
 

Fig. 8. target class central tendencies 

 

The further analysis done for redundancy elimination. The features redundancy is tested using 
correlation test among the features. The correlation results are shown in fig10. The test is 

performed by further balancing the class through random sampling method. 

 
From the correlation results: 

 

 – No two feature has correlation outside ±0.4 range. 
 – All features can be selected 

 

 
 

Fig. 9. clutter class central tendencies 

 

 
 

Fig. 10. correlation between features 

 
Final analysis is performed for significance test and results are shown in Fig 11. The P-value test 

is conducted for all the features to find out, whether difference in the μ value of two classes is, of 

any statistical significance. The P-value is observed 12.5% for SNR feature, and for remaining 

features, the P-value is less than 2%, which is quite significant. 
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Fig. 11. P-value statistics results 

 

2.5. Model Training & Evaluation 
 
Model development is carried out in python using Google Colab tool and all the models are 

imported from sklearn machine learning library. The available data for training and evaluation, 

contains 28123 clutter class data samples and 2867 target class samples. The class imbalance 
problem is taken care by using a custom technique very similar to k-fold validation. The clutter 

class is divided into 9 sub-groups where each sub-group size is equal to target class group. The 9 

different experiments are created. For each experiment, using random selection, the training and 
test data split with proportion of 70:30 respectively. The model is trained on training samples 

(70%) and evaluated on test samples (30%). The process is repeated 9 times for each model type. 

 

In case of DT model[12], gini index is used as the entropy measure. To avoid the over-fitting, 
maximum tree depth constraint to 5 and maximum leaf node constraint to 8 nodes. For the SVM 

[9] model, linear kernel is used to separate the clutter class from target labelled class, as linear 

kernel requires less training time. In case of the ANN model [11], the shallow neural network is 
used which has 2 hidden layers with each layer having depth of 4 neurons. The relu activation 

function used in the hidden layers, whereas sigmoid is used in the output layer. Each model type 

is trained and evaluated for total 9 experiments. The accuracy is calculated as minimum, average 
and maximum accuracy for each model. 

 

3. RESULTS AND DISCUSSION 
 

The validation results of all 3 models are given in Fig 12. The accuracy for each model is 
averaged over multiple experiments to avoid the bias condition. Comparison table shows that 

decision tree (DT) has the least average accuracy among the 3 models, and the ANN model has 

the highest average accuracy. 
 

 
 

Fig. 12. model accuracy matrix 

 

The confusion matrix is aggregated over multiple experiment for all the models and results are 
shown in Fig 13. The important aspect of confusion matrix in our use case is FN value for each 

model, which indicate the true target drop ratio. This ratio is about 6% for SVM and ANN, but 

more in case of DT and is about 11%. This criterion is important for model selection. 
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Fig. 13. confusion matrix results 

 
The main concept of training multiple models is to select the most optimal model. The purpose of 

this research is not just to create model using python library, but also to integrate the equivalent 

model with existing signal processing technique. For this reason, DT is selected as most optimal 
model, considering the accuracy results and efforts required to integrate with existing signal 

processing unit running on FPGA based system. The DT model has the average accuracy (87%) 

close to other models (90% & 91%) and can be directly written in VHDL with nested if-else 

structure. 

 

4. LIMITATIONS OF THE RESEARCH 
 

The models developed by current research have limitations when target is moving tangential near 
clutter boundary where performance of the models may be compromised. The fig 14 shows the 

average accuracy drop for each model when tested with tangential motion data. This data filtered 

from the main data where target motion is tangential near the clutter boundary.  From the results, 
the performance impact is least in case of SVM, and most in case of DT. 

 

  
 

Fig. 14. Model limitations 

 

5. CONCLUSIONS 
 

The correlation results and the P-value results for the generated features are statistically 

significant and can be used to discriminate between clutter and target detection. The clutter 
mitigation for all three models (DT, SVM and ANN) have average accuracy better than 87%. The 

clutter mitigation accuracy with traditional method is observed less than 10%. Hence, it is very 

much evident that proposed machine learning approach, integrated with traditional signal 
processing techniques, has significant improvement in clutter mitigation for X-band perimeter 

surveillance radar ground clutter scenarios. 
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6. FUTURE WORK 
 
The one aspect for future work is to use MATLAB as modelling tool. The model developed in 

this research can be regenerated in MATLAB and converted into VHDL synthesizable model 

using HDL Coder, which can run on the real time FPGA based embedded hardware of signal 

processor for better prediction-speed and integrity. Also the data collection method can be 
improved by embedding the feature generation portion inside embedded hardware instead of 

collection of raw IQs. The raw IQ collection requires huge data rate and memory. Reports are 

generated only for detections, which reduces the size of data by huge margin. Finally, data 
labelling aspect of this research is manual and institution based. The labelling technique can be 

explored for automation. 
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