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ABSTRACT

Network alignment, the task of seeking the hidden underlying correspondence between nodes across net-

works, has become increasingly studied as an important task to multiple network analysis. A few of the

many recent applications of network alignment include protein network alignment, social network rec-

onciliation, and computer vision. However, traditional methods which are based on matrix factorization

directly work on networks themselves rather than exploit their intrinsic structural consistency, and thus

their performance is sensitive to structural variations of networks. Recently, many supervised approaches

which leverage latent representation have been proposed. Although they can handle large-scale datasets,

most of them rely on a large number of parallel anchor links which are unavailable or expensive to obtain

for many domains. Therefore, in this paper, we propose the WENA Framework, a representation learning-

based network alignment, in which we study how to design weakly-supervised methods to align large-scale

networks with a limit of ground truth available. Empirical results show that, with only two anchor links,

WENA significantly outperforms existing unsupervised aligners and even outperforms state-of-the-art su-

pervised methods that use richer resources in terms of both noise robustness and accuracy.
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1. INTRODUCTION

Networks are universal languages for describing complex data. The network data structure natu-

rally captures relationships between entities from different fields, such as social networks analysis,

economics, bioinformatics and pattern recognition. Effective analyses on these data benefit a great

range of subsequent research works and applications, including link prediction, node classifica-

tion, and community detection, which prove the importance of network data. However, these

works only focus on modeling single networks whereas many real-world applications require in-

terpreting data from multiple networks. Consequently, in recent years, network alignment, the task

of identifying the correspondence of nodes across different networks, has been proposed as a new

research direction that aims to automatically identify hidden anchor links between networks to be

prerequisite for many interesting inter-network applications.

In addition to its huge benefits, with the nature of a NP-hard problem [1], network alignment

is challenging, though. Most natural approaches compute the network alignment by adopting a

matrix factorization. Although these approaches are quite straightforward, it has been proven to

solve the problem effectively. One famous algorithm is IsoRank [2], inspired by PageRank[3],

which constructs an eigenvalue problem for every pair of input networks with the assumption

that the protein in a PPI network is compatible with the protein in another network if the source

node’s neighbors match the neighbors of the target node. NetAlign [1] models the alignment

problem as NP-hard combinatorial optimization problem and approximates it by applying the

belief propagation heuristic. BigAlign [4] then reformulates bipartite network alignment as a

new optimization problem and proposes a gradient-descent-based algorithm to solve it effectively.

Again, on an optimization-based perspective, FINAL [5] also develop an algorithm to find the

optimal alignment result by preserving network consistency principle. Using an approximation of

low-rank matrix factorization, REGAL [6] further accelerates the network alignment process.

Inspired by network embedding techniques ([7],[8],[9],[10],[11]), many alignment approaches has

been proposed under the theme of embedding and mapping approaches to deal with large-scale

networks. Those approaches aim to induce network alignment work by independently learning

the embeddings in each network using single network structure, and then learning a mapping from

one embedding space into the other based on anchor links. The first of such methods is PALE

[12] which learns nodes embedding by maximizing the co-occurrence likelihood of nodes then

applies linear or multilayer perceptron (MLP) as mapping function. IONE [13] then uses the

same mapping function as PALE but its embedding process is more complicated as it takes into

account second-order node similarity. DeepLink [14] employs unbiased random walk to generate
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embeddings using skip-gram then using auto-encoder and MLP to construct mapping function.

Whereas these methods put in a solid performance in some large datasets, they rely only on labeled

data where the cost of generating them for a new machine learning task is often an obstacle for

applying learning methods. To bridge this gap, in our end-to-end setting, we propose a GAN-

based approach to bridge the gap so that our model is able to learn a mapping between the source

and target network in the situation when very limit resources are available.

In this paper, we introduce a framework tilted Weakly-supervised Network Alignment with ad-

versarial learning (WENA). This framework is able to address network alignment problems when

very limit resources are available. First, low-dimensional latent spaces are constructed indepen-

dently based on the learning representation of the source and target networks. The learned embed-

dings preserve the semantic correlations of nodes in networks, hence, we treat them as features

and build our alignment functions on top of them. We produce a mapping function W that roughly

reconciles the spaces in the next step by mapping one embedding space to the other by employing

a generative adversarial network for training the mapping function without cross-network super-

vision. The model is further improved by employing a weakly-supervised learning step using a

limited number of anchor links. Finally, by using learned mapping W, we leverage a greedy

heuristic to seek for all hidden node pairs between networks. The main contributions are summa-

rized as follows:

• We propose WENA, which identifies node alignments by learning node embeddings for

each network and then, obtaining hidden node pairs by matching the embedding spaces.

• We propose a weakly-supervised network alignment approach that significantly outperforms

other unsupervised methods. At the level of 10% network structural noise, our framework

reaches over 90% whereas the best-unsupervised approach is just more than 50%.

• The performance of our method reaches or outperforms state-of-the-art supervised approaches

although our framework works under very limited resource conditions.

• We conduct extensive experiments on real network datasets. Our framework not only

achieves competitive performance but also exhibits robustness with network structural in-

consistency.

The remaining sections of our paper are organized into six sections. Section 2 provides an

overview of our approach. Section 3 outlines how to embed single networks independently, while

Section 4 shows how to reconcile embedding spaces in the network alignment stage. Section 5

reveals the experimental results, and then we conclude the paper in Section 6.
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2. MODEL AND APPROACH

2.1. Model

In this section, we formally define the problem of network alignment in general. For simplicity,

we focus on aligning two graphs (e.g., social or biological networks), although our method can

easily be extended to more network types. Without loss of generality, we select one network as

the source network and the other as the target network, denoted by Gs and Gt respectively. For

each node in the source network, we aim to recognize, if any, its counterpart in the target network.

To achieve this goal, network alignment techniques often calculate an alignment matrix S, which

is technically a cross-network similarity matrix: S(u, v) represents the similarity between a node

u ∈ Vs and v ∈ Vt . This can be formulated as follows:

Network alignment: Given two networks Gs = (Vs,Es),Gt = (Vt,Et) where Vs,Vt are sets

of nodes and Es,Et are sets of edges, the problem of network alignment is to return an alignment

matrix S where S(u, v) represents the similarity between a node u ∈ Vs and v ∈ Vt.

2.2. Approach

A common practical application of network alignment is to induce nodes from multi-networks

that indicate to the same entity. Operationalizing this idea is challenging, though. Real-world

networks often have a significant amount of nodes, therefore constructing the potential matching

between two networks can be costly. In many cases, we fail to exploit supervised methods to

achieve comparative performance as no or very limit anchor links exist between networks whereas

other methods are insufficient or may mislead to poor alignment results. In our work, therefore,

we study an alignment approach that leverages weakly-supervised representation learning to deal

with network alignment which leads to both competitive accuracy and scalability.

Our framework overview is illustrated in Figure 1. Firstly, given the source and target networks

as inputs, we encode them into a lower-dimensional space to reduce computational costs to sub-

sequent tasks in the framework. The embedding step is crucial as this approach aims to handle

large-scale networks. After the first stage, the networks are independently encoded so that good

features are retained and facilitate the network alignment process, however, the distributions of

these features may belong to different vectorial spaces. Hence, in the second step, we utilize the

adversarial learning to minimize the KL divergence (relative entropy) between the two distribu-

tions (i.e, the source and the target embeddings) before forcing them much closer by a simple
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Figure 1. Overview of the WENA Framework: Our framework first (1) conducts network embedding on

each network to capture its major structural consistency, then based on adversarial training, the framework

roughly aligns the node embeddings for source and target networks under an unsupervised setting (2a).

Afterward, the model can be further refined by seamlessly integrating with a weakly-supervised method

(2b), where only a limited number of aligned nodes are utilized as guidance. Finally, by using the learned

mapping W, we leverage greedy matching (2c) to seek for all hidden node pairs between the networks.

matching function. This matching function is learned under weakly-supervised setting by em-

ploying two anchor links as guidance. In the final step, we apply a greedy heuristic to fast align

all node pairs in the networks. The proposed framework consists of the following two main steps:

2.2.1. Network embedding

In this step, low-dimensional latent spaces are created independently based on learning representa-

tion of the source and target networks. We want to learn latent representations for network nodes

so that more information is used to identify and distinguish the nodes across the networks. To

efficiently learn the representations, we leverage a language-modeling technique. More detail of

this step is described in Section 3.

2.2.2. Network alignment

Although the source and target networks are encoded by the same embedding technique, these

embeddings might belong to different and incomparable vector spaces as the two encoding pro-

cesses are independent. So the main task of network alignment is to learn a mapping function that

reconciles the spaces by mapping one embedding space to the other. We first adopt an adversarial

criterion to produce the mapping function that roughly approximates the source with target em-

bedding. This mapping function is then further optimized by a simple weakly-supervised method
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to ensure that all embeddings are mapped into the common space. Finally, we leverage a greedy

heuristic to align all nodes between graphs so that the embeddings from source and target networks

that have similar representation will be chosen to form the aligned nodes. Greater detail of this

step is described in Section 4.

3. NETWORK EMBEDDING

In this stage, we embed independently the two networks into a low-dimensional space. For sim-

plicity, in this stage, we focus on embedding one network G = (V,E) in general without distin-

guishing between the source and the target network. For a pair of nodes (u, v) ∈ E, with their

embeddings (zu, zv), the probability to have an edge between them is:

p(u, v) = σ(zTu .zv) =
1

1 + e−zTu .zv
(1)

To learn the latent representation, we maximize the log-likelihood of all pair nodes in network G:

∑
(u,v)∈E

log[P(u, v)] =
∑

(zu,zv)∈Rd

log[σ(zTu .zv)] (2)

To improve training efficiency, negative sampling is adopted. In particular, we maximize the

objective function such as:

log[σ(zTu .zv)] +
K∑
k=1

Evk∝Pn(v)log[(1− σ(zTu .zk))] (3)

where there are K negative samples. Empirically, each node is sampled with the probability

P(v) ∼ d
3/4
v as proposed in [15] and dv is the degree of node v. Finally, we train the representa-

tion vector independently for all nodes of network G with stochastic gradient descent algorithm.

4. NETWORK ALIGNMENT

In this section, we consider that we have two embedded sets (Zs ← Gs,Zt ← Gt) trained

independently according to the method proposed in Section 3. Let Zs = {z1
s , ..., z

n
s } and Zt =

{z1
t , ..., z

m
t } be two sets of n and m node embeddings which come from the source and target

networks respectively. We focus on finding a mapping W between two sets so that translations
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are close to each other in the shared space. We use the term translation here as this technique

is motivated by Conneau et al. [16] as an idea of machine translation. We propose a GAN-based

approach to learn this mapping W between the source and target networks. We accomplish this

by using both generative and discriminative processes.

4.1. Rough alignment under a GAN-based setting

The basic idea of a generative adversarial network (GAN) is a game between two players: the

generator and the discriminator. Given a data distribution which we are trying to model pdata,

the main goal of the first player, the generator, is to generate samples in pmodel which approxi-

mates pdata. At the same time, the other player, the discriminator, examines samples to determine

whether they are valid or fake data. The discriminator is trained as a traditional binary classifier

under a supervised setting by dividing inputs into two classes: real class (label=0) or fake class

(label=1). The two players in the game are exposed by two processes which are differentiable by

their inputs and parameters:

• The discriminator is presented as a function that takes samples (both real and fake samples)

as inputs and ΘD as parameters.

• The generator is a function that takes zs as an input and uses W as a parameter. It is

worth noting that the learned W of the second player will be used as the mapping function

for network alignment. Hence, from now on, we call this process an aligner instead of a

generator as described in the original GAN concept.

Both processes have cost functions defined on ΘD and W:

• The cost function for the discriminator is JD(ΘD,W). By minimizing the JD, we train

ΘD to maximize the probability of assigning correct labels to both training examples and

samples from the generator. This process controls only ΘD as parameters and is indepen-

dent on W. The discriminator loss function can be written as:

JD(ΘD|W) = − 1

n

n∑
i=1

log PΘD
(label = 1|Wzis)−

1

m

m∑
j=1

log PΘD
(label = 0|zjt ) (4)

where zis ∈ Zs, z
j
t ∈ Zt.
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• The cost function for the aligner is JW (ΘD,W). This process controls only W as pa-

rameters and is independent on ΘD. In the unsupervised setting, W is trained so that the

discriminator is unable to distinguish between generated and actual data. The aligner loss

function can be written as:

JW (W|ΘD) = − 1

n

n∑
i=1

log PΘD
(label = 0|Wzis)−

1

m

m∑
j=1

log PΘD
(label = 1|zjt ) (5)

where zis ∈ Zs, z
j
t ∈ Zt.

4.1.1. Orthogonality

The aligner W obtained in the previous step gives a good performance. However, Xing et al.

[27] showed that we can further improve the result by enforcing W orthogonal. This case is also

instructed by Smith et al. [28]. They showed that the optimal linear transformation between vector

spaces should be orthogonal as orthogonal matrices help maintain the distance between any two

vectors across spaces. In our case, we also want to preserve the dot product of embeddings which

forms a more stable training algorithm.

Although SVD guarantees us to achieve an optimal result by enforcing the constraint of orthogo-

nality, this is an expensive procedure when we compute iteratively together with stochastic gradi-

ent descent. Furthermore, it may guide the parameters to go far from the optimizing direction of

the main gradient descent. Hence, we use an approximate approach to make the algorithm more

efficient (Cisse et al. [17]). In particular, after every main update, we perform the following

update:

W← (1 + β)W − β(WWT )W (6)

Empirically, we found that beta = 0.01 works best with our framework.

4.1.2. The training process

We follow the standard training procedure of Goodfellow et al. [18] to train our model. The train-

ing process consists of simultaneous mini-batch gradient descent. On each step, two mini-batches

are sampled: a mini-batch of values from the target embedding and a mini-batch of values drawn

from the source embedding. Then two gradient steps are made simultaneously: one updating ΘD
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to reduce JD and one updating W to reduce JW . For each iteration, W is also updated according

to orthogonal constraints after the main gradient update.

4.2. Weakly-supervised Learning

The above section introduces an unsupervised approach using an adversarial generative network

to roughly align the embeddings. GAN has helped two data distributions to best match each other,

however, it is inadequate to ensure the feasibility of the network alignment problem. We need

to further guide the model with some cross-network anchor points so that the new aligner can be

rotated to the right position that best supports network alignment. Specifically, we leverage a few

labeled data (e.i., anchor pairs) as guidance, which yields a weakly-supervised approach. For the

purpose of weakly-supervised learning, we apply the Procrustes solution on these known anchor

links of pairs of embedded nodes and learn a linear mapping for source and destination space such

that:

W∗ = arg min
W

||WAs −At||F (7)

where (As,At) are subsets of (Zs,Zt) where anchor links exist. In that case, W in Equation 7

can be obtained by using singular value decomposition of AtA
T
s :

W∗ = arg min
W

||WAs −At||F = UVT (8)

where UΣVT = SVD(AtA
T
s ). Empirically, we employ only two anchor links to guide the

model and limit resources sufficient for the model to achieve competitive performance.

4.3. Greedy matching

The aligner W trained in the previous section is used to infer the similarity matrix as:

S = (WZs)Z
T
t (9)

After getting the similarity matrix S, a heuristic greedy matching algorithm [19] is applied on

the matrix as a post-processing step to achieve one-to-one alignment accuracy. The heuristic

iteratively finds the highest score S[i, j] on the similarity matrix and records the node pair (i, j),

then all scores involving either node i or node j are deleted from the matrix (and replaced with a

zero value). The process stops when one of the graphs has all of its nodes paired.
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5. EXPERIMENTS AND EVALUATIONS

In this section, we conduct experiments and evaluate the performance of our proposed WENA

Framework.

5.1. Experimental setup

5.1.1. Datasets

To evaluate the efficiency and validity of our proposed framework, three real-world networks are

adopted for experimental purposes, including protein-protein interaction (PPI) [11], economic net-

work (ECON) [20], and brain network (BN) [21]. Network alignment methods primarily exploit

the topology consistency of the network structure to perform alignment as nodes which share

the same neighbors often tend to refer to the same entity. Following state-of-the-art alignment

algorithms [5] [4], we study the structural noise by randomly removing edges from real-world

datasets. Specifically, for each real network data set with an As adjacency matrix, we build a new

network with the At = PAsP
T adjacency matrix, where P is a randomly generated permutation

matrix with non-zero values that indicate the ground-truths for the network alignment problem.

We add structural noise to At by removing edges with probability ranging from 0 to 0.2 without

disassociating any nodes.

5.1.2. Baseline methods

We compare five well-known existing network alignment methods as summarized in Table 1.

Table 1. List of baseline methods

Technique Abbreviation Method

REGAL REGAL Unsupervised

FINAL FINAL Unsupervised

BigAlign BigAlign Unsupervised

PALE PALE Supervised

DeepLink DeepLink Supervised
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5.1.3. Metrics

Recent approaches consider network alignment as a binary classification task. We simply employ

a setwise metric [22] to define accuracy metric which is calculated by:

acc =
#{correctly identified node pairs}

#{ground truth node pairs}
(10)

5.1.4. Settings

Due to the randomness, we run each data set 50 times to compute average results. For our discrim-

inator, we use MLP with two hidden layers of size 2048, and Leaky-ReLU activation functions.

The input to the discriminator is corrupted with dropout noise with a rate of 0.1. As suggested by

Goodfellow [23], we include a smoothing coefficient s = 0.1 in the discriminator predictions. We

use stochastic gradient descent with a batch size of 64, a learning rate of 0.1, and a decay of 0.98

both for the discriminator and W. For other algorithms, we tune the parameters to have the best

experiment performance.

5.2. Alignment Performance Analysis

To assess the reliability of WENA, we empirically interpret the effectiveness of our weakly-

supervised approach on several benchmarks and compare it with both state-of-the-art unsupervised

and supervised methods. For each learning methods, we conduct a suitable analysis on both node

correctness and robustness to structural noise.

5.2.1. Comparative performance to unsupervised methods

These experiments investigate comparative performance between different unsupervised models.

Experimental results on the three datasets are presented in Figure 2.

5.2.1.1 Node correctness. The best existing unsupervised aligner we evaluate (REGAL) achieves

an average accuracy of 32.28% for three datasets at the structural noise level of 0.2. With WENA

we further improve it to 89.52%. We achieve an average improvement of 57.24% on node align-

ment when employing REGAL because while both algorithms use network structure information,

REGAL adopts a strict assumption on topology consistency that the two nodes are similar when
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(a) ppi dataset (b) bn dataset (c) econ dataset

Figure 2. Comparative performance of unsupervised methods across datasets

their neighbor’s degree are the same, which makes its model susceptible to a considerable level of

structure noise. The mean performance of FINAL and BigAlign on three datasets is 35.57% and

32.28%, respectively.

5.2.1.2 Robustness to structural noise. In general, all algorithms suffer accuracy drop when the

noise level increased. WENA outperforms all existing methods. Furthermore, WENA is more

robust to structural noise as the accuracy gap between it and other methods become larger when

noise grows. Even when the noise level reaches 0.2, WENA is still able to achieve an average

accuracy of over 90% for all three datasets. The performance of FINAL also witnesses a slight de-

crease but remains stable at an average level (with averages of 53%, 31% and 47% for PPI, ECON,

and BN datasets, respectively). This is because FINAL depends heavily on priority matrices, while

this information is rarely provided in real-world datasets and the default matrix generated by using

nodes degree similarity is insufficient and affects the result. By contrast, the accuracy of REGAL

and BigAlign drop sharply when the level of noise increases.

5.2.2. Comparative performance to supervised methods

These experiments investigate the comparative performance between different supervised models.

The results are displayed in Figure 3, where the level of structural noise ranges from 0 to 0.2.

5.2.2.1 Node correctness. In this experiment, we use 20% of the number of known anchor links

to guide supervised models (PALE, DeepLink). However, with very limited anchor links obser-

vation (as little as two anchor links), our proposed method is equal to or outperforms the existing

supervised alignment methods. It can be seen from the results that WENA and PALE obtain the

highest performance, while the accuracy of DeepLink is lower. Specifically, at 0.2 portions of

noise, WENA is comparative with PALE and in most cases, their average accuracy is relatively
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(a) ppi dataset (b) bn dataset (c) econ dataset

Figure 3. Comparative performance to supervised methods

high (at nearly 90%). At the same level of noise (0.2), WENA achieves an average 28.8% im-

provement in terms of alignment accuracy over DeepLink.

5.2.2.2 Robustness to structural noise. It can be observed from the figures that WENA and PALE

are stable when the level of noise increased. For instance, with the ECON dataset, WENA and

PALE start with the same accuracy of 99% for noise-free cases and remain 92% and 90% respec-

tively when the level of noise reaches 0.2. In contrast, DeepLink is sensitive to the structural noise

factor. Its performance decreases gradually from 81% to 55% in the ECON dataset when noise

increases from 0 to 0.2. The same phenomenon occurs with the BN dataset; its accuracy also de-

creased from 80% to 54% with the same range of noise observed. DeepLink seems to work better

with the PPI dataset, however, the accuracy under 0.2 of noise is at 76%, which is still 22% lower

when compared with WENA and PALE.

5.3. Case studies

In this section, we leverage the PCA algorithm to visualize the embedding distributions (i.e.

project into 2D by taking the first two PCA components) at different stages: (before) - when

no alignment method was performed and (after) - when our whole alignment process was incorpo-

rated into training. These visualizations should be viewed in color mode as the target embedding

is in blue whereas the source embedding is in orange. We choose the BN dataset to intuitively

validate the effect of the alignment algorithm.

Figure 4 shows that there is a strong correspondence between the two aligned data distributions.

These intuitions contribute to the interpretation for the success of our algorithm both in terms of

noise robustness and accuracy.
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(a) Before alignment (b) After alignment

Figure 4. The effect of alignment step on embedding distribution (BN dataset).

6. CONCLUSIONS

In this paper, we propose a representation learning-based network alignment, called WENA. By

leveraging adversarial training, our model roughly aligns nodes from a source network to those in a

target network first under an unsupervised manner. Our approach can be further refined exploiting

a few labeled data as guidance, leading to a weakly-supervised approach. The effectiveness of the

proposed framework was evaluated on three real-work, large-scale networks. The reliability of

WENA is verified by different benchmark datasets and different experimental settings.
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