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ABSTRACT

Anomaly detection is vital for automated data analysis, with specific applications spanning almost every domain. In this paper, we propose a hybrid supervised learning of anomaly detection using frequent itemset mining and random forest with an ensemble probabilistic voting method, which outperforms the alternative supervised learning methods through the commonly used measures for anomaly detection: accuracy, true positive rate (i.e. recall) and false positive rate. To justify our claim, a benchmark dataset is used to evaluate the efficiency of the proposed approach, where the results illustrate its benefits.

KEYWORDS

Ensemble learning, anomaly detection, frequent (closed / maximal) itemset mining, random forest, classification

1. INTRODUCTION

Anomaly detection, also known as 'outlier' detection [1], is a technique used to identify unusual or abnormal patterns that do not conform to the expected behaviors [2]. It has a wide variety of applications in business, from security intrusion detection to system health monitoring, and from fraud detection in credit card transactions or (online) ads clicks to fault detection in operating environments, military surveillance and etc [3, 4, 5, 6, 7].

Detecting anomalies (or outliers) has been studied in statistics community as early as in the 19th century [8], and it was proposed for Intrusion Detection Systems (IDS) in 1980s [9]. Over time, in the recent years, anomaly detection has attracted great attention in the machine learning and data mining community [10, 11, 12]. Anomaly detection works by taking the baseline of normal traffic and activities, from which a model of normal behaviors is built. It detects known and previously unknown attacks. However, in many cases, it may fail to detect malicious behaviours or even raise alarms for normal data assuming erroneously that it is an attack. Thus, applying data mining techniques on network traffic data is a promising solution which helps to develop better anomaly detection systems.

Several anomaly detection techniques have been proposed in the literature, such as density-based techniques (k-nearest neighbor [13] or local outlier factor [14]), correlation-based outlier detection [15], one-class support vector machines [16], neural networks, bayesian networks, hidden markov models [17], fuzzy logic-based outlier detection and etc. In this paper, we discuss the well-known machine learning methods for network anomaly detection and propose a hybrid supervised learning approach to detect anomalies in networks more effectively. The main contribution of this work is actually to boost base (weak) learners to strong learners by ensemble learning, which can make very accurate classifiers.

The remainder of the paper is organized as follows: Section 2 provides the state-of-the-art of the work. Next, in Section 3, we characterize the proposed ensemble learning approach
for anomaly detection in detail. Section 4 presents the experimental results, and lastly Section 5 concludes the paper.

2. State-of-the-art

In this section we first present an overview of the learning approach used in this paper, i.e. the ensemble learning approach. Moreover, we describe the data mining, machine learning and pattern mining algorithms used in this research work such as Support Vector Machine (SVM), k-Nearest Neighbor (k-NN), Multi Layer Perceptron (MLP), and Random Forest (RF). In addition, we simply mention their computational complexities, advantages and disadvantages.

2.1. Ensemble Learning

Ensemble learning is a statistic and machine learning approach that uses multiple learning algorithms to solve a problem with better predictive performance. Unlike traditional machine learning approaches in which a single hypothesis is learned from training data, ensemble approaches attempt to build a set of hypotheses and combine them to build a new hypothesis [18].

Ensemble learning systems can be useful to deal with the big data. When the size of training data is too large to make a single classifier, the data can be partitioned into smaller subsets by different strategies, and each subset can be used to train a separate classifier. Then the different classifiers can be combined using an appropriate combination rule. On the other hand, while the data is not that big, several base learners are built on the whole data, and then these learners are combined through several combination techniques such as majority voting [19].

In a simple way, the main objective of an ensemble learning is to improve the performance of a predictive model by combining multiple learners. Previous researches and studies show that generally an ensemble learning performs better than the individual (base) learners [20]. In the following, we describe the state-of-the-art of the well-known individual (base) learning methods.

2.2. Individual (base) learning

2.2.1. Machine learning-based approaches

A common data mining task, with the foundations of machine learning is classification. Classification-based anomaly detection techniques analyze, evaluate and classify the data in two classes (i.e. normal or abnormal). They are used when the available training data are labeled. In the following, we present the most common classification techniques for anomaly detection applications.

**Support Vector Machine-based anomaly detection** Support Vector Machine (SVM) is an effective technique for detecting anomalies (or outliers). Typically, SVM is associated with supervised learning, but its extensions (e.g. OneClass-SVM) can be used to identify anomalies as an unsupervised problems, where the training data is not labeled. However, the SVM is one of the most successful classification algorithms, but it is a time-consuming task in the training step, which limits its use. In addition, generally the SVM considers the features of data equally, while in real datasets, many features are unneeded, redundant or less important. Due to the shortcomings of the standard SVM for detecting anomalies, in the recent years, variant of SVM are suggested [21] [22].
Density-based anomaly detection

Density-based anomaly detection is based on the $k$-Nearest Neighbors ($k$-NN) classification algorithm. The nearest set of $k$ data points are evaluated using a metric such as Euclidean and Hamming distance. The $k$-NN is a simple and non-parametric lazy learning technique and it is one of the oldest methods of classification. While $k$-NN classifier usually works well in the terms of accuracy, it is slow in the recognition step, because the distances between the new data point and all the training data need to be computed. So, in the literature, there have been attempts to make it faster [23, 24], and research works are in progress to investigate its reliability and scaling properties [25, 26].

Naive Bayesian-based anomaly detection

Bayesian networks have been used for anomaly detection in the multi-class setting by predicting the class membership probabilities. They work based on the Bayes’ theorem, with strong independence assumptions between the features to simplify the task. The Bayes’ rule allows unknown probabilities to be computed from known conditional probabilities, usually in the causal direction. Naive Bayesian networks are fast to train and classify, space efficient, not sensitive to irrelevant features and easy to implement. But their main disadvantage is that the Naive Bayes classifiers make a very strong assumption on the shape of data distribution (i.e. independence of features). However, in practice, they can work surprisingly well and comparable in performance with other classification algorithms, even when the conditional independence assumption is not true [27, 28, 29]. Over the last decade, several variants of the basic Naive Bayes technique have been proposed for anomaly detection [30, 31].

Neural network-based anomaly detection

Neural Networks have been applied to anomaly detection in multi-class as well as one-class setting. They consist of a connected set of processing units distributed several layers, namely input, hidden and output layers, where each connection is characterized by a 'synaptic' weight that determines how the signal will propagate from one unit to another one. By adjusting these weights, the neural networks benefit from their learning algorithms to learn the relationship between inputs and outputs and to predict the correct class label of the input data. The neural networks are a simple manner to signify nonlinear relationships between features. However, they are computationally expensive to train and generally, require a large set of training data. A basic neural networks-based anomaly detection technique works in two steps. Firstly, a neural network is trained on the normal training data to learn the different normal classes, and then, each test data is provided as an input to the neural network. If the network accepts the test input, it is normal and otherwise, it is an anomaly [32]. In the literature, several variants of the basic neural network technique have been proposed for anomaly detection [33, 34].

Rule-based anomaly detection

Rule-based anomaly detection methods learn rules that capture the normal behavior. While a test instance is not covered by any such learned rule, it is considered as an anomaly. These techniques have been applied in one-class and multi-class setting. One of the most common rule-based techniques used in anomaly detection is associated with decision trees, where they can be used to detect anomalies in large datasets. A decision tree algorithm generates a tree structure where each internal node stands for a decision on a feature and each leaf node take a class label. So, there is a path from the root node to the labeled leaf node, considered as a set of rules, which makes it easy to classify new unlabeled data. Decision trees have several advantages compared to the other machine learning based classification approaches, which make them more suitable for anomaly detection. In particular, they have a simply explainable framework and they are less sensitive to problem of the curse of dimension [1].
Random Forests (RF) [35] is a widely used ensemble learning method for classification and regression and operates by constructing a plenty of decision trees during train and test procedure. The term came from random decision forests that was first proposed in 1995 [36]. While in the standard decision tree, each node is bisect using the best split among all the features, in a random forest algorithm, each node is bisect among a small subset of randomly selected input features. In general, the more trees in the forest the more robust the forest looks like, and the higher the number of trees in the forest gives the more accurate results. The main advantages of the random forest algorithm are:

- It has ability to handle unbalanced datasets
- It is robust against over training and over-fitting
- It runs efficiently on very large datasets with many features
- It can handle thousands of input features without feature deletion
- It gives estimates of which features are important in the classification

and lastly, it is unexcelled in accuracy among many current anomaly detection algorithms [37, 38, 39].

In summary, random forest is a way of averaging multiple deep decision trees, trained on different parts of the same training set, with the aim of reducing the variance, where it is becoming a popular algorithm for both classification and regression, because it does not have many tuning parameters, is a highly flexible classifier and often works quite well. However, random forest has been observed to over-fit in classification for some noisy datasets. In addition, for data including categorical features with different number of levels, it is biased in favor of those features with more levels [40] [41]. Since, random forest has been regarded as one of the most efficient approaches in classification (and anomaly detection) [42], in this work, we try to deploy the random forest into an ensemble learning algorithm using a pattern mining-based method to acquire even higher performance.

2.2.2. Pattern mining-based approaches

The problem of pattern mining has been widely studied in the literature because of its numerous applications to a variety of data mining and machine learning problems such as clustering and classification. It consists of developing (or using) data mining algorithms to discover interesting, useful or unexpected patterns in the data. Pattern mining can be applied to various types of data such as strings, transaction, sequence (time series), spatial data, and graphs. Typically, an interesting pattern is a pattern that appears frequently in the data. Therefore, in simple words, pattern mining is a way to find all of frequent patterns whose occurrence frequency in the data is 'no less' than the pre-defined threshold value. But there are many types of patterns such as sequential patterns, frequent itemsets, frequent subgraphs, frequent episodes, etc, and all of those types of patterns can be said to be frequent patterns. The most common one is the support-based framework, in which itemsets with frequency above a given threshold are found. In the following, we discuss more about the frequent itemset mining in detail.

**Frequent itemset mining-based anomaly detection** Frequent itemset plays an essential role in many mining tasks which tries to find interesting patterns from the datasets. The original motivation for searching the frequent itemsets came from the need to analyze the supermarket transaction data, that is, to examine customer behavior in terms of the purchased products [43], while the frequent itemsets of products describe how often items are purchased together. But what is an itemset and the frequent itemsets?

An Itemset (or element) is a non empty set of items \((x_1, x_2, ..., x_m)\), and a frequent itemset is an itemset whose support is greater than or equal to a minimum support threshold.
Here, the support (σ) is the frequency of occurrence of an itemset in a dataset. The task of discovering all frequent itemsets is quite challenging. The search space is exponential in the number of items occurring in the database. Furthermore, the major problem with the frequent itemset mining methods is the explosion of the number of the results, while it is difficult to find the most interesting frequent itemsets. Hence, we need to seek the most efficient techniques to solve this problem.

Frequent closed itemset mining is a task of discovering frequent itemsets whose support counts are different than those of their supersets. It means that an itemset is 'closed frequent' if none of its immediate supersets has the same support count as the itemset. Therefore, the size of frequent closed itemsets are much smaller than all the frequent itemsets, while we do not lose any information. In a nutshell, the frequent closed itemsets provide a compact yet lossless representation of the frequent itemsets.

Maximal frequent itemset is a frequent itemset for which none of its immediate supersets in the database is frequent. This representation is valuable because it provides the most compact representation of the frequent itemsets, and so when the search space is an issue or when we have a very large dataset, it is very helpful.

Let us make it more clear by one example. Consider 4 sequences as \{a,b,c,d,e\}, \{a,b,d\}, \{b,e,a,c\}, and \{b,c,d,e\}, where the minimum support (minsup) is equal to 2. \{b,c\} is a frequent itemset because it appears in two sequences (it has a support of 2). \{b,c\} is not a closed frequent itemset, because it is contained in a larger sequential pattern \{b,c,d\} having the same support. \{b,c,d\} has a support of 2. It is also not a closed frequent itemset, because it is contained in a larger sequential pattern \{b,c,d,e\} having the same support. \{b,c,d,e\} is a closed frequent itemset, because it is not included in any other sequential pattern having the same support. In this case, \{b,c,d,e\} is also a maximal frequent itemset, since none of its immediate supersets in the data is frequent.

Lastly, Figure 1 illustrates the relationship between frequent itemsets, closed frequent itemsets and maximal frequent itemsets representations. As we mentioned earlier closed and maximal frequent itemsets are subsets of frequent itemsets, but maximal frequent itemsets is a more compact representation, since it is a subset of the closed frequent itemsets. Notice that the closed frequent itemsets are more widely used than maximal frequent itemset. So, the question now is how to get the frequent itemsets.

The most popular algorithm for itemset mining is without a doubt Apriori algorithm, which is designed more than 20 years ago, and is the basis of many efficient algorithms developed later. However, it is originally designed to be applied on a transaction data to discover patterns in transactions made by customers in stores, it can also be applied in several other applications. Apriori-based algorithms take as input a minimum support threshold and output all frequent itemsets, i.e. groups of items shared by no less than minimum support transactions in the input data. Algorithm illustrates the apriori-all algorithm in a simple way.
Algorithm 1 Apriori(-All)

**input**: \(<\text{minsup}>\) minimum support threshold

**output**: frequent itemsets

**do** scan data once to get frequent 1-itemsets

**repeat**

  generate length-(k+1) candidate itemsets from length-k frequent itemsets

  test candidates against DB to find frequent (k+1)-itemsets

  set \(k = k + 1\)

**until** no frequent or candidate set can be generated

**return** frequent itemsets

This can be done easily for a small data. If we have \(n\) items in the data, there will be \(2^n\) possible itemsets. This is not a lot while the data size is small. But consider a large dataset having 1,000 items, the number of possible itemsets would be: \(2^{1000} = 1.26e30\), which is huge, and practically not possible to use a apriori-based approach to find the frequent itemsets. In general, candidate counting, problem of I/O minimization, reducing the number of comparisons as well as handling large data are the most challenges in frequent itemset mining.

Later in [46], authors proposed a faster algorithm than Apriori-All, called GPS, which scales linearly with the number of data-sequences. The basic structure of the GSP for finding frequent itemsets is as follows: multiple-passing, candidate generation and testing (see Algo 2). Notice that in the loop cycle, one can generate length-(k+1) candidate sequences using the Apriori method. But still using the GPS algorithm, a huge set of candidates could be generated, we need to have multiple scans of data, as well as difficulties at mining long sequence patterns are exist.

Algorithm 2 GPS: Generalized Sequential Pattern

**input**: \(<\text{minsup}>\) minimum support threshold

**output**: frequent itemsets

**repeat** for each level (e.g. length-k)

  scan data to find length-k frequent sequence

  generate length-(k+1) candidate sequences from the length-k frequent sequences

  set \(k = k + 1\)

**until** no frequent or candidate set can be generated

**return** frequent itemsets

The above Apriori-based approaches are horizontal format-based and use the breadth-first search to mine with a hierarchical structure. Nearly two decades ago, the vertical format-based methods are proposed, where they tried to read the data, convert it to a vertical representation, and perform a depth-first search by joining items to each pattern. The most well-known ones are SPADE (Sequential PAttern Discovery using Equivalence classes) [47], SPAM (Sequential PAttern Mining using a bitmap representation) [48] and LAPIN (LAst Position INduction) [49] and its improved version LAPIN-SPAM [50]. SPADE algorithm, which uses equivalence classes to discover the sequential patterns (itemsets), is an Apriori-based hybrid miner and can be either breadth-first or depth-first. It exploits sequential patterns by utilizing a vertical id-list database format and a vertical lattice structure. By using the SPADE algorithm a huge set of candidates could be generated, and also it waste
a lot of time on merging ID lists of the candidates, which prevent its usage. SPAM is similar to SPADE, but SPAM uses bitmap representation and bitwise operations rather than regular and temporal joins. First of all, SPAM consider all the sequences arranged in a sequence tree. Each sequence in the sequence tree can be considered as a sequence-extended sequence and an itemset-extended sequence. Then using prune candidate extension, it generates the frequent pattern (itemsets). Space utility in SPAM may not be good, and also it needs to load all data into memory, which will be inefficient (even impractical) for large data. The authors of LAPIN algorithm tried to reduce searching by scan only part of the search space. The key feature of LAPIN is that the last position of item $s$ is the key to judge whether a $k$-length frequent sequence can grow to be frequent appending it with $s$ or not. But still the support counting is time consumption.

Beside the above mentioned Apriori-based approaches, researchers proposed a variety of algorithms using pattern-growth techniques. In the early years of the 20th century, a pattern-projected sequential pattern mining algorithm named FreeSpan was introduced in [51], which obtains all frequent sequences (itemsets) based on so-called projected pattern growth. Note that a projected data is the set of suffixes w.r.t. a given prefix sequence. Later the most representative algorithm using the pattern-growth strategy, called PrefixSpan, was proposed in [52], which explores prefix-projection in sequential pattern mining. It tests only the prefix sub-sequences, and then projects their corresponding postfix sub-sequences into the projected sub-databases. By exploring only local frequent sequences (itemsets), sequential patterns can be recursively grown in each projected sub-database. PrefixSpan algorithm mines the complete set of patterns, but greatly reduces the efforts of candidate subsequence generation. Moreover, prefix-projection substantially reduces the size of projected data and leads to efficient processing. Although the projection-based approaches (i.e., FreeSpan, PrefixSpan) can achieve a significant improvement over Apriori-based approaches [53], the projection mechanism still suffers from some drawbacks, while the major cost is caused by constructing projected databases.

In the recent years, some other pattern-growth algorithms have been developed, such as FS-Miner [54], PLWAP [55], etc. Furthermore, the interesting idea of constraint-based techniques has been widely studied, including closed sequential patterns, maximal sequential pattern and top-$k$ sequential patterns, etc. Up to now, some algorithms for mining closed and maximal sequential patterns have been proposed, such as CloSpan [56], ClaSP [57] and CloFAST [58], which try to prune the search space. However, the maximal representation may cause the information loss of support. In simple words, each method of pattern mining algorithms has advantages and disadvantages where the efficiency also could be related to the data type and size.

3. THE PROPOSED APPROACH

In this section, we explain in detail the proposed ensemble learning anomaly detection, called fim-RF. Algorithm [5] presents in a very simple way the different steps of the proposed anomaly detection approach.

First of all, we do data pre-processing which involves cleaning the data and removing redundant and unnecessary entries. To do so, we use feature engineering based on a) feature selection, b) feature encoding, c) feature construction and d) feature normalization. The aim of feature selection is to come from many features to a few that are useful, since not all the features are created equally. Those features that are irrelevant to the problem need to be removed. Also, there are some features that will be more important than others to the model accuracy. Furthermore, some features will be redundant in the context of other features. Feature selection addresses these problems by automatically selecting a
Algorithm 3 Function fim-RF(S, S_l, x)

input
S: training data, S_l: labels of data (0:normal, 1:abnormal), x: a test instance
min_sup: minimum support threshold in frequent itemset mining
α, β: ensemble learning regularization parameters
τ: classification probability threshold

output
x_l: label of the test instance

do pre-processing
  feature selection
  feature encoding
  feature construction
  feature normalization

x_l, rf = random_forest_classifier(S, S_l, x)
do frequent closed/maximal itemset mining

P_nf(x) = probability of x to be a normal frequent closed/maximal itemset
P_af(x) = probability of x to be an abnormal frequent closed/maximal itemset

P(x) = \frac{\alpha \left( P_nf(x) + (1 - P_af(x)) \right) + \beta P_rf(x)}{\alpha + \beta}

if P(x) < τ then
  x_l = 0 (normal)
else
  x_l = 1 (abnormal)
return x_l

subset that are most useful to the problem. Here, we rely on chi-square test, which is a statistical test of independence to determine the dependency of two features. We rank the features and then we choose the top-k features. Feature encoding involves converting the features of the data into numerical data and saving in a machine-readable format, which is essential for many data mining algorithms. Because they require data to consist of purely numerical features. Since packet data consists of both numerical and categorical features we adopt an effective method of converting categorical features into numerical ones. When the categorical feature takes its values in some finite set of categories, one typical conversion method is to adopt binary number representation where we use m binary numbers to represent a m-category feature (one-hot encoding). However, in case the number of categories for each categorical feature is very large the dimension of the input will be potentially intractable. To solve this problem, we use a histogram based encoding to model the distribution of values. First, we encode each categorical value into its integer representation, and then, we evaluate the frequency distribution histogram of numbers. To help detecting network, IP scans and distributed attacks, we create a new feature as the number of distinct IP-sources associated to the IP-destination. Lastly, feature normalization which plays a crucial role in the data pre-processing. Since, without normalization, features with significantly larger values dominate the features with smaller values, we normalize the data in the boundary of [0,1] by:

\hat{x}_i = \frac{x_i - \text{min}(x)}{\text{max}(x) - \text{min}(x)} \quad (1)

After the pre-processing steps, we build our proposed ensemble classifier as follows: We
firstly partition the data according to their application types (such as HTTPWeb, SSH,...) due to the difference behaviour of data in different applications, prior to run the random forest classification algorithm to get the predicted label ($x_{rf}$) and the probability $P_{rf}(x)$ which is the proportion of votes of the trees in the forest for test instance $x$. In the context of pattern mining, we rely on frequent itemset mining. To do so, we obtain the top-$k$ frequent close (and maximal) itemsets for normal data as well as abnormal (i.e. attack) data using an improved ECLAT algorithm. ECLAT algorithm, originally proposed in [59], is based on the breadth-first search strategy, which adopts the technologies of vertical data format, lattice theory, equivalence classes, intersection and so on. The main strategy steps of ECLAT are as follows: Scan the data to get all frequent $k$-itemsets, generate candidate $(k+1)$-itemsets from frequent $k$-itemsets, then get all frequent $(k+1)$-itemsets by clipping non-frequent candidate itemsets, and repeat the above steps, until no candidate itemset can be generated. By partitioning list of the set of itemset, we reduce the search space as well as the time of generating candidate itemsets, and speed up the calculation of intersection.

Once, we obtain the frequent closed (and maximal) itemsets for normal and abnormal data, we need to calculate the probability of normal classes of test instance $x$ as well as the abnormal one. The probability of $x$ to be a normal frequent closed/maximal itemset, $P_{nf}(x)$, is defined by:

$$P_{nf}(x) = \frac{S_{x_{nf}}}{N}$$

(2)

where $S_{x_{nf}}$ is the support number of $x$ to be a normal frequent itemset, with respect to the minimum support threshold equal to the pre-defined given $min_{sup}$ value, and $N$ is the total number of data points. Similarly, the probability of $x$ to be an abnormal frequent itemset, $P_{af}(x)$, is defined as:

$$P_{af}(x) = \frac{S_{x_{af}}}{N}$$

(3)

where, $S_{x_{af}}$ the support number of $x$ to be an abnormal frequent itemset.

For each test instance $x$, different situations can happen, such as a) $x$ be a normal frequent itemset and not to be an abnormal frequent itemset, b) $x$ be an abnormal frequent itemset and not to be a normal frequent itemset, and c) $x$ be a normal frequent itemset and also be an abnormal frequent itemset. The situation ‘a’ leads that the test instance $x$ with high probability be normal, situation ‘b’ leads that the test instance $x$ with high probability be abnormal (i.e. attack), where in the situation ‘c’, one need to have confidence in the probabilities $P_{nf}(x)$ and $P_{af}(x)$.

Finally, as we mentioned above in the algorithm [3], the classification probability of the proposed ensemble learning method is defined by:

$$P(x) = \frac{\alpha \cdot \left( \frac{P_{nf}(x) + (1 - P_{af}(x))}{2} \right) + \beta \cdot P_{rf}(x)}{\alpha + \beta}$$

(4)

where $\alpha, \beta$ are the ensemble learning regularization parameters. Notice that, one can optimize the parameters using the cross-validation test. In the next section, to have a closer look at the ability of the proposed ensemble learning (fim-RF), we detailed extensive experiments.
4. Experimentation

Here we describe the dataset used to lead our experiments, prior to specify the validation process, and to present the obtained results.

4.1. The benchmark ISCX dataset

In this work, we used the public benchmark ISCX dataset [60], to perform experiments and evaluate the performance of our proposed ensemble learning approach. The dataset includes more than a million of the traffic packets with twenty features, where it covers one week of network activities with normal and abnormal (i.e. attack) traffic data. Four primary kinds of network attack (i.e. Brute Force SSH, Infiltrating, HTTP DoS, and DDoS) are conducted with normal traffic. Table 1 describes the ISCX dataset considered in our experiments, with its characteristics: number of normal traffic data, number of attack data and number of features.

<table>
<thead>
<tr>
<th>appName</th>
<th># of Normals</th>
<th># of Attacks</th>
<th># of Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTPWeb</td>
<td>681151</td>
<td>40351</td>
<td>20</td>
</tr>
<tr>
<td>SSH</td>
<td>2585</td>
<td>7305</td>
<td>20</td>
</tr>
<tr>
<td>ICMP</td>
<td>7919</td>
<td>295</td>
<td>20</td>
</tr>
<tr>
<td>FTP</td>
<td>13181</td>
<td>226</td>
<td>20</td>
</tr>
<tr>
<td>DNS</td>
<td>309286</td>
<td>73</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1: ISCX (flows): data description

As mentioned, as input to the proposed ensemble learning anomaly detection algorithm, we use of the pre-processed data. Since, the normal traffic patterns look very different depending on the application or service, data are classified according to their application layers such as HTTP Web, SSH, FTP, ICMP and so on, which makes it more efficient to build an anomaly detector for each of these application layers.

4.2. Validation process

Here we compare the proposed anomaly detection algorithm (fim-RF) with the state-of-the-art anomaly detection methods (i.e. SVM, 1-NN, NB, MLP, Decision Tree and RF). To evaluate each method, we rely on the commonly used measures for anomaly detection: ACCuracy (ACC), True Positive Rate (TPR) and False Positive Rate (FPR). The accuracy is the proportion of true results (both true positives and true negatives) among the total number of cases examined. True positive rate which is called ‘recall’, or ‘sensitivity’ in binary classification, measures the proportion of actual positives that are correctly identified. While recall can be viewed as the probability of detection, false positive rate is the probability of false alarms. The mentioned comparison measures are defined as:

$$\text{ACC} = \frac{TP + TN}{TP + FN + FP + TN}, \quad \text{TPR} = \frac{TP}{TP + FN}, \quad \text{FPR} = \frac{FP}{FP + TN}$$

The ‘accuracy’ and ‘true positive rate’ lies in $[0, 100]$ in percentage. The higher index, the better the agreement is. In the other side, the lower ‘false positive rate’ illustrates the better result. Finally, Table 2 presents the classical confusion matrix, where N shows ‘normal’ data and P illustrates ‘abnormal’ (or ‘attack’).
Table 2: Confusion matrix

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted class</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive class</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive class</td>
<td>TP (True Positive)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative class</td>
<td>FP (False Positive)</td>
<td>TN (True Negative)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Training and testing sets are formed by k-fold cross validation in the ratio of 80% and 20% of the network traffic, respectively. For all the state-of-the-art methods, the parameters are estimated through a standard grid search process, and finally, the results reported hereinafter are averaged after 10 repetitions of the corresponding algorithm.

4.3. Experimental results

In the context of anomaly detection, the 'accuracy', the 'true positive rate' and the 'false positive rate' for each method, and for the various tested protocols, are reported in Tables 3, 4 and 5, respectively. Results in bold correspond to the best assessment values.

Table 3: Comparison of 'Accuracy' (in %)

<table>
<thead>
<tr>
<th>appName</th>
<th>SVM</th>
<th>1-NN</th>
<th>Naive</th>
<th>Decision</th>
<th>Neural</th>
<th>RF</th>
<th>fim-RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTPWeb</td>
<td>98.99</td>
<td>99.70</td>
<td>98.04</td>
<td>99.89</td>
<td>99.02</td>
<td>99.88</td>
<td><strong>99.93</strong></td>
</tr>
<tr>
<td>SSH</td>
<td>99.47</td>
<td>99.90</td>
<td>99.22</td>
<td>99.87</td>
<td>99.89</td>
<td>99.89</td>
<td><strong>99.98</strong></td>
</tr>
<tr>
<td>ICMP</td>
<td>99.83</td>
<td>99.95</td>
<td>99.90</td>
<td>99.99</td>
<td>99.93</td>
<td>99.99</td>
<td><strong>100.00</strong></td>
</tr>
<tr>
<td>FTP</td>
<td>99.62</td>
<td>99.95</td>
<td>99.54</td>
<td>99.97</td>
<td>99.94</td>
<td>99.97</td>
<td><strong>99.98</strong></td>
</tr>
</tbody>
</table>

Table 4: Comparison of 'True Positive Rate' (in %)

<table>
<thead>
<tr>
<th>appName</th>
<th>SVM</th>
<th>1-NN</th>
<th>Naive</th>
<th>Decision</th>
<th>Neural</th>
<th>RF</th>
<th>fim-RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTPWeb</td>
<td>0.96</td>
<td>0.16</td>
<td>1.64</td>
<td>0.05</td>
<td>0.96</td>
<td>0.08</td>
<td><strong>0.04</strong></td>
</tr>
<tr>
<td>SSH</td>
<td>1.39</td>
<td>0.23</td>
<td>1.11</td>
<td>0.26</td>
<td>0.26</td>
<td>0.33</td>
<td><strong>0.03</strong></td>
</tr>
<tr>
<td>ICMP</td>
<td>0.08</td>
<td>0.04</td>
<td>0.10</td>
<td>0.01</td>
<td>0.03</td>
<td>0.01</td>
<td><strong>0.00</strong></td>
</tr>
<tr>
<td>FTP</td>
<td>0.18</td>
<td>0.04</td>
<td>0.46</td>
<td><strong>0.02</strong></td>
<td>0.03</td>
<td><strong>0.02</strong></td>
<td><strong>0.02</strong></td>
</tr>
<tr>
<td>DNS</td>
<td>0.01</td>
<td>3.81</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td><strong>0.00</strong></td>
<td><strong>0.00</strong></td>
</tr>
</tbody>
</table>

Table 5: Comparison of 'False Positive Rate' (in %)

According to the Tables 3, 4 and 5, the proposed fim-RF algorithm leads to the best 'accuracy', 'true positive rate' and 'false positive rate' results, for all the application layers in comparison with the other methods.
4.3.1. Relationships between the methods and application layers

To compare globally the different anomaly detection approaches, here we rely on a Multiple Correspondence Analysis (MCA), to analyze the seven methods (considered as individuals) and five application layers (considered as categorical variables). MCA is a data analysis technique for nominal categorical data and can be viewed as an extension of correspondence analysis (CA) which allows one to analyze the pattern of relationships of several categorical dependent variables. It can also incorporate quantitative variables. MCA is concerned with relationships within a set of variables, which usually are homogeneous, and allows the direct representation of individuals as points in geometric space.

To do so, each method is described by a vector ("–", "+", "++", ...), with as many dimensions as there are application layers, in which the modalities "++", "+" and "–" indicate whether the accuracy, detection rate or false alarm rate of a method on an application layer is respectively highly greater, greater or lower than the mean obtained for that application layer over all the methods. Distinct groups of methods, corresponding to distinct ways to perform on the different application layers, can be distinguished.

From Figure 2, one group (left-bottom) is defined by fim-RF, RF, DT and 1-NN and is opposed to the other methods as it yields the highest accuracy performances (corresponding to modality "++"). In addition, as one can see NB anomaly detection classifier yields the lowest accuracy (corresponding to modality "–"), partitcularly on DNS, HTTPWeb and SSH.

![Figure 2: Global comparison of the 'Accuracy'](image)

From Figure 3, similar as the previous figure, one can see that the fim-RF, RF, DT and 1-NN and outperform the other methods as they yield the highest true positive rates (corresponding to modality "++"). Finally, Figure 4 shows that fim-RF, RF and DT have the lowest false positive rate almost for all the application layer, while for instance, NB has the highest false alarm rate for HTTPWeb, FTP, ICMP and SSH, but good results for DNS (low false positive rate).
5. Conclusion

Ensemble learning is a powerful machine learning paradigm which has exhibited apparent advantages in many applications. This paper has proposed an ensemble learning anomaly detection by using a machine learning role-based (i.e. random forest) and a pattern mining-based (frequent closed/maximal itemset) method. The efficiency of the introduced ensemble learning method (fim-RF) is analyzed on a dynamic, scalable and labeled dataset, called ISCX, which is now-days commonly explored for data intrusion benchmarking. The results illustrate that the fim-RF, in overall, outperforms the other state of the art methods (i.e. SVM, 1-NN, NB, MLP, Decision Tree and RF), through the commonly used measures: accuracy, true positive rate and false positive rate.
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