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ABSTRACT 
 

Today, the growing market of entertainment has placed a higher demand for music. Quality 
music is essential for video making, video game making, or even in any public places. However, 

sometimes finding a suitable list of music can be hard and expensive. This may be solved by 

automatic, deep-learning based music making. Using Recurrent Neural Network, computers are 

able to learn the patterns from existing music pieces and convert them to a possibility map. 

Companies like Google, Sony, and Amper are creating their applications for music generation. 

We plan to set up a platform where generating music can be done and retrieved directly online. 

With different options for genre and length, the users can conveniently generate music that fits 

their needs. 
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1. INTRODUCTION 
 

The traditional definition of music is similar to what is described as: a set of notes that correlate, 

harmonize, and express emotion. Most classical music [1] was composed of sophisticated 
structure and arrangement to better convey ideas and emotions. However, modern music [2] has 

evolved to serve as more of a leisure-time entertainment with a more rhythmic, patterned, and 

less complex style which may be learned and generated with machine learning [3][4].  
 

While many companies are doing such businesses: for example, Ample, which provides 
enterprise-oriented music generation service, they are designed to serve large enterprises and are 

quite expensive for an individual or small group. On top of that, their registration processes are 

long and complex which limits accessibility. The purpose of the musicgen System [5] is to 
provide convenient and quick access to AI [6][7] generated music that is open to everyone as well 

as testing models to test out potential ways to improve the quality of AI-generated music. The 

system consists of two parts: the front web page and the core code to generate music. 
 

The front page is created using bootstrap [8]. The layout is simple; every parameter is put into a 

single block to be selected, and the user just have to go from top to bottom to finish selecting. 

After clicking the button “generate now”, a playable music file will be returned at the bottommost 
to be previewed or downloaded. 

 



184                                  Computer Science & Information Technology (CS & IT) 

The core code is implemented with Python using Google’s open source machine learning library 
magenta [9]. We trained models with hundreds of sample music online categorized into 4 genres: 

piano, drums, rock, and electrical. Then, we used flask to retrieve user request and input it into 

the core code and return it to the user. Finally, we built the website on Amazon’s AWS cloud 
server [10]. 
 

2. CHALLENGES 
 

2.1. Music is Complex. 
 

Music is intrinsically complex. It composes of various of elements such as pitches, harmony, 

rhythm, tempo, etc. It cannot be easily expressed with some combinations of known rules or 

formula. Unlike taught computers to play chess or Go, where there are clear and fixed rules, it is 

extremely difficult for a computer to evaluate how well a piece of music is. Therefore, it is 
difficult to define an objective function to optimize for. The variety and subjectivity of music 

makes automatic music generation a very challenging task.  
 

2.2. How to build an automatic music generation system that is user-friendly 
 

There have been many approaches for algorithmic music generation, which uses statistical 

models or artificial neural network. However, these mathematical concepts are difficult for a 
mature music fans to understand.  It is unrealistic to require users to understand how the number 

of hidden layers and the choice of activation function will affect generated music. It remains a 

challenge how to enable users to create music with high-level control parameters such as style 

and rhythm instead of low-level parameters such as number of hidden layer and units, activation 
function. 
 

3. SOLUTION 
 

In this section, we describe the architecture of our auto music generation system [11] and the 

algorithms behind that powers this system. 
 

3.1. Overview of the Solution 
 

We have built a web-based [12] interactive music generation system. Figure 1 shows the 
architecture of the system. For the front-end, we built a web page in html and Javascript. The web 

UI [13] is shown in Figure 2. It allows users to specify the genres, types and length of generated 

music. The web page will make Ajax call to the backend server. For the backend, we use Flask to 
build a server and execute music generation scripts. For the AI part, we use magenta library. 

Magenta is an open source Python library powered by TensorFlow [14]. It uses Recurrent neural 

network (RNN) [15] to generate music in MIDI format. The generated music can be played from 

web page or downloaded for processing using GarageBand. 
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Figure 1. Architecture of auto music generation system 

 

 
 

Figure 2. Web UI of auto music generation system 
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Figure 3. Using GarageBand to mix MIDI music 
 

3.2. Recurrent Neural Network 
 

Recurrent neural network (RNN) is a variant of neural network that can be used for sequential 

data. Unlike traditional feedforward neural network which only takes a fixed sized input, RNN 
can take input of arbitrary long. By keeping internal hidden states, the output of RNN not only 

depends on the input, but also influenced by what it has learnt from the past.  

The structure of RNN is illustrated in Figure 4. 

 
Figure 4: RNN model for auto music generation system 

 

 
 

Here, the hidden state at time t is h_t. It is a function of the input x_t and hidden state of previous 
time h_(t-1).  W and U are parameters to be learned. ϕ is the activation function, usually chosen 

to be sigmoid or tanh. 
 

3.3. Music Generation with RNN 
 

To generate music with RNN, we first need to train the network. By providing different style of 
training data, the generated music will also be different and conform to the training music. We 

have used Yamaha e-Piano Competition dataset [16], which contains MIDI captures of ~1400 

performances by skilled pianists. Each piece of MIDI is composed of a stream of musical events. 

An event could be 128 MIDI pitches or velocities. One-hot encoding was used to encode the 
music into vectors. The RNN network was trained using gradient descent   [17]. After the training 

was completed, the network can be used to generate music similar but not identical to the training 

music. A starting pitch is needed as the input and RNN will generated subsequent pitches and 
velocities according the Equation 1. 

ℎ𝑡 =  𝜙(𝑊𝑥𝑡 +  𝑈ℎ𝑡−1)     (1) 
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4. RELATED WORK 
 

There have been persistent efforts for human to develop method to compose music automatically. 
These efforts can be categorized into different types: some use rule-based system. Some use 

mathematical models such as fractal, cellular automata or L-system. Boenn [18] used grammars 

such as harmonics to generate music. Leach et al. [19] analyzed the relationship between fractal 
and repetitive pattern in music and how to compose music with fractal mathematics. Worth [20] 

use L-system to generate music. These systems were able to produce reasonable music but the 

generated music in general lacks variety and novelty. 
 

Recurrent neural networks (RNNs) was first proposed by David [21]. RNNs are able to capture 

temporal behavior and sequential information. With the increased computational power and 

algorithm improvement in recent years, RNNs have received great success in many domains such 

as machine translation [22], speech recognition [23], robot control [24], etc. Also, RNNs have 
shown surprisingly capability in text generation, such as review generation [25], poetry 

generation [26]. 
 

5. CONCLUSIONS 
 

In this project, we set up a platform where generating music can be done and retrieved directly 

online, which uses recurrent neural network model to learn the patterns from existing music 

pieces and convert them to a possibility map. Based on this platform, users can conveniently 

create their music using proper options for genre and length. Bootstrap is used to develop front 
page and Google’s open source machine learning library magenta is applied to implement RNN 

model and train it with hundreds of sample music online categorized into several genres. 
 

As for the future work, we will investigate more music genres to update the auto music generation 

system and make it cover cases as many as possible. Therefore, it can serve users’ needs better.  
 

In addition, one limitation related with the auto music generation system is that it does not have 
enough users in test. we plan to add more features to the system in the next version and collect 

more feedback from users. 
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