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ABSTRACT 
 

Sales forecasts are essential to every business strategic plans and can both save the business 

money and increase its competitive advantage. However, many current businesses 

underestimate the opportunities accurate forecasts provide and rely on judgemental forecasts 

from experts within the business. Machine learning and statistical forecasting methods are used 

by both academics and practitioners to increase the accuracy of these forecasting methods and 

can be further improved by applying the newly developed dynamic cluster based Markov model, 

presented in this work. This approach gathers global sales pipeline data to build a short-term 

sales forecast. The prediction of future sales for the next three months is improved over a 

regular Markov transition model. The new model can support short-term planning, thereby 

supporting regional and product-specific forecasting to steer business activities to their given 

targets and remain profitable.  
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1. INTRODUCTION 
 

Artificial Intelligence, or AI, has become increasingly important in everyday life and is 

implemented in more daily applications, such as online searches, voice recognition, face 

detection, and traffic sign detection [1]. Recently, machine learning (ML) algorithms have 

managed to beat the world champions in the game GO, which is considered the most difficult 

game for a computer to beat as the possible moves are nearly unlimited [2]. ML is one of the most 

prominent tools of AI and carries out tasks in a way humans consider smart. In ML machines are 

given specific data and learn for themselves [3]. Recently, self-driving cars have become not only 

a highly discussed topic, in which ML algorithms decide on the car’s actions without a physical 

driver acting, but they are also a highly researched area [4, 5, 6]. However, self-driving cars are 

not the only application of ML for manufacturers. Current research in that area does not only 

focus on autonomous driving, it also expands to all areas of every businesses value chain. As 

more data and computational power becomes available, ML is used in many parts of a 

manufacturers value chain, such as development, procurement, logistics, production, marketing, 

sales, and after-sales, followed by a connected customer after the purchase [7]. Analysing past 

and current data to improve business is an important task, but predicting the future is even more 

important as several of a company’s decision-making processes are based on forecasts. Important 

decisions such as strategic planning, production planning, sales budgeting, marketing planning or 
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new product launches are influenced by forecasts. Therefore, many practitioners and researchers 

have focused on new forecasting methods and improved forecasting accuracy as money can be 

saved and a business’s competitive advantage could be improved [8, 9]. Emerging ML models 

have shown increasing accuracy but they have challenges and shortcomings from a practical 

aspect as they typically have a dense black box structure which often make them difficult to 

explain them within a business environment. It is important for businesses to not only increase the 

accuracy of a forecast, but also to focus on explainability for the wider business network. 

Understanding the main features that drive the prediction is not only important for forecasting but 

also essential for other departments to affect the important features and thereby increase future 

sales [10]. Forecasting the buying process of a potential future customer supports short term 

planning on a regional as well as product specific basis. Various techniques are able to model this 

process but suffer from drawbacks being applied on real-world problems. To overcome these 

problems a new approach was developed based on a Markov model. So far Markov models have 

not been combined with a classification that has moving boundaries based on seasonal patterns 

for increased sales forecasting accuracy as well as easier business interpretability. Such problems 

are faced by many companies in the automotive industry and a case study is provided in this 

paper. 
  

2. RELATED WORK 
 

This section provides an overview of techniques used for forecasting. Although different 

academics and practitioners use these techniques to improve forecasting, this work identifies a 

new approach that improves forecasting accuracy based on the methods presented. The 

forecasting methods introduced range from classification algorithms to time series methods, like 

ARIMA models. The classification, using neural networks, is used in this research to separate 

different customer groups to separate a single time series into different ones which share similar 

buying behaviour. Since they are appropriate for forecasting time series, ARIMA models are 

introduced and used to separate clusters. These new findings support sales and demand 

forecasting for a variety of different businesses. 
  

2.1. Stage Transitions 
 

Modelling transitions between stages and individuals transitions within a given framework, like 

patients moving from the stage Alive to the stage Death is a widely applied research topic. Patient 

transitions in a medical environment is the most common research topic within the multi-state 

modelling research, but other fields are researched within similar frameworks [11, 12, 13, 14]. 

For example [15] used a Markov model to forecast educational enrolments over time. [16] used 

multivariate Markov chain models for demand prediction, focusing on customers who already 

had a large individual sales history within a company’s database. The transition between the two 

states can be measured with a hazard rate [11]. By adding more stages to the two-stage model, 

such as Unwell, the standard survival model needs to be extended with a multi-state model 

(MSM). An MSM is a time stochastic process, which allows individuals to move between finite 

numbers of states [17]. The different stages can be transient or absorbing, depending on whether a 

transition could emerge from the state. The transition between the stages will often be incomplete 

due to left-or right-censored observation times, where the event occurred before the study started 

or for right-censored when the study ends before an event occurs. Incomplete data occurs when 

the process is not observed from the origin or, for the right-censored case, if the individual is not 

in an absorbing stage when the data was captured. 
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2.2. Markov Models 

 

Markov models are frequently used because of their simplicity. A Markov chain is a sequence of 

random variables (𝑋1, 𝑋2, 𝑋3) where the probability from moving from one state to the other only 

depends on the previous state, the so called Markov property. The Markov property is formulated 

as [18] 
 

𝑝( 𝑋𝑡+1 = 𝑠 ∣∣ 𝑋𝑡 = 𝑠𝑡, 𝑋𝑡−1 =  𝑠𝑡−1, … , 𝑋0 =  𝑠0 ) =  𝑝( 𝑋𝑡+1 = 𝑠 ∣∣ 𝑋𝑡 = 𝑠𝑡 ) 
 

for all times 𝑡 =  1,2,3, … and for all states 𝑠0, 𝑠1, … , 𝑠𝑡, 𝑠. In Markov models, the transition 

probabilities can be calculated from the intensities by solving the forward Kolmogorov 

differential equation [19]. Markov models can be differentiated into time-homogeneous models 

and non-time homogeneous models. In time homogeneous Markov models, all transition 

intensities are assumed to be constant functions of time. There are applications, where the 

hypothesis of homogeneity may be unrealistic, and a non-homogeneous model is required [20]. 
  

2.3. Clustering 
 

Clustering is an unsupervised learning problem, which aims to segment a heterogeneous dataset 

into homogeneous clusters. As clusters are usually unknown before, it is different to the 

supervised learning problem classification. The data clustering problem has been addressed by 

different researchers in many contexts and is an important task in exploratory data analysis [21, 

22, 23, 24]. To assign data points to a cluster, it is important to measure their distance to other 

data points. Different similarity measures, like the Euclidean distance, are used in the literature 

[25, 26]. Different clusters are formed so the distances between data points in the same cluster are 

minimal and distances between data points of different clusters are maximal. Clustering sales data 

was done by [27, 28, 29] where they tried to segment customers with similar buying behaviour 

into different groups in order to forecast their sales. All of the approaches are using data where 

every data point already has a selling history and is known to the seller. In this case not all new 

customers are known to the brand so the challenge lies in determining if they will buy in the 

future without having a history of purchasing. For that reason, clustering comes into place in 

combination with a Markov model that adapts the transition probabilities based on the cluster 

individuals are in. Clustering sales forecasting literature makes use of cluster algorithms such as 

k-means [30, 28]. As the main goal in this work is to cluster individuals by their buying 

behaviour the clustering was done in a new way based on the prediction of the individuals buying 

prediction. In comparison to related research that focuses on existing customers for one sales 

outlet [27, 28], the approach in this work focuses on forecasting the demand globally, broken 

down per model on a monthly basis. 
 

2.4. ARIMA Models 
 

To maximize the available data, the new model includes seasonal change in sales, which can be 

forecasted by a time series of sales conversion over month. This forecast is accomplished using 

auto regressive integrated moving average ARIMA models. The ARIMA model originated from 

the auto regressive moving average models. Auto regressive refers to the use of past values in the 

regression equation for the series; moving average specifies the error of the model as a linear 

combination of error terms that occurred at various times in the past [31]. An ARIMA model is 

described by its values (𝑝, 𝑑, 𝑞), where 𝑝 and 𝑞 are integers referring to the order of the auto 
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regressive and moving average models and 𝑑 isan integer that refers to the order of differencing 

[32]. The equation for an 𝐴𝑅𝐼𝑀𝐴(1, 1, 1) model is given by [31] 
 

(1 − 𝜙1𝐵)(1 − 𝐵)𝑌𝑡  =  (1 −  𝜃1𝐵) 𝜖𝑡 

 

Where 𝜑1 is the first order auto regressive coefficient and 𝐵 is a backward shift operator given by 

𝐵𝑌𝑡 =  𝑌(𝑡−1) The time series at time 𝑡 is 𝑌𝑡 , 𝜃1 is the first order moving average coefficient and 

𝜀𝑡 is the random noise at time 𝑡 [33]. Requirements for the ARIMA model is, that the time series 

is stationary and there is no missing data within the time series. In the ARIMA analysis, an 

identified underlying process is generated based on observations of a time series to create an 

accurate model that precisely illustrates the process-generating mechanism [34]. An extension of 

this model is the seasonal auto regressive integrated moving average model (SARIMA), which 

relies on seasonal lags and differences to fit the seasonal pattern [35] and is used in the following 

dynamic cluster based Markov (DCBM) model. 

 

2.5. Artificial Neural Networks 
 

The new model introduced in the next section includes a new way of clustering data, where an 

artificial neural network classification is used. For this reason, a short introduction to artificial 

neural networks is given in the following section. 

 

One of the most commonly used methods in ML is artificial neural networks (ANNs), which try 

to mimic the biological brain [36]. The equation for each layer of a simple neural network, the 

multilayer perceptron, is given by [36] 
 

𝑦 =  (𝑤𝑇𝑥 + 𝑏). 
 

where 𝑤 is vector of weights, 𝑥 denotes the input vector, 𝑏 the bias and 𝜑 is a non-linear 

activation function. An ANN consists of several connected nodes, called neurons, which receive 

input from other neurons and send their output to the next neurons. The larger the network, the 

more input every neuron receives and the more neurons in the next layer receive their output [36]. 

An important feature of ANNs are that they are nonlinear models as well as universal 

approximators that provide competitive results by using effective training algorithms. Different 

training algorithms were used and developed over time: from back-propagation by [37] to newer 

methods that aim to accelerate the convergence of the algorithm. Although ANNs do not need 

any prior assumption to build models, as a model is mainly determined by the characteristics of 

the data, the architecture of the network needs to be predefined [38]. Over time, many suitable 

extensions have been developed, especially for time series forecasting, such as recurrent neural 

networks, which are designed to learn time varying patterns by using feedback loops [39]. 

 

2.6. Discussion 
 

Thus far, research has not applied multi-stage models to forecast demand for unknown 

individuals in the database, possibly because the process of sales is usually shorter than the 

prediction time frame, and thus, this method cannot be used. Depending on the type of product, 

individuals can be included in the data months before they actually buy. This data can be used to 

model their process through the various stages to forecast the demand. For products like real 

estate, boats, or luxury goods the buying process can take weeks to several months. During this 
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time, the collected data can be used for forecasting. The new DCBM approach can be used to 

predict the sales pipeline for the future, and it adds time of conversion to the predictions cluster. 

This added information can be used to improve the forecasting. With the prediction it is possible 

for a company to break the forecast down on a model as well as regional specific level which 

supports short term sales and marketing activities in order to sell more products. Furthermore, the 

proposed approach scores sales opportunities in different clusters, which can be used to influence 

the conversion by incorporating the resulting clusters into the marketing activities of the business. 

The methodology of the DCBM model will be introduced in the next section and the case study 

of a real car manufacturers sales pipeline is described in Section 4, followed by the results and 

discussion in Section 5. 
 

3. METHODOLOGY 
 

A possible solution to the problem of applying a Markov process onto new unknown individuals, 

is to compare new unknown customers with existing customers who share similarities. When 

information can be gained about the individual during the buying process, this information can be 

used to forecast, for example, buying or building a house or selecting features of a car or a boat. 

Here, the potential customer is usually known in the customer relationship management system 

before he or she actually buys. All the information retrieved in this process could be used to 

forecast on an individual level if the individual will buy or not and thereby support the demand 

forecasting on an individual level. 

 

Thus far, sales and demand forecasting approaches have been mainly based on time series 

forecasting approaches, like ARIMA models, if only historic sales numbers are available. 

Machine learning was used to predict the outcome of the sales pipeline in the past but without an 

estimated time frame of when the sales opportunities convert [40]. In their research, [40] assumed 

that the opportunities within the pipeline are more likely to convert by the end of the quarter 

following targets from the business and only predicted the conversion for a two-week future 

period using a profile-specific two-dimensional Hawkes processes model. 

 

In survival analysis, an occurrence of an event can be seen as a transition from one state to 

another, for example, from enquiry to retailed in a sales funnel. Within this research, MSMs are 

used to forecast sales out of the manufacturers sales pipeline. The different stages individuals go 

through in their buying process can be modelled as described in Section 2. The new DCBM is 

suggested: instead of modelling a covariate Z for every individual, the approach here is to cluster 

the new incoming opportunities in the sales pipeline, described further in Stage 3 of the DCBM 

Algorithm. This approach was developed because many individuals in the pipeline have no sales, 

or even stage, history but their features can be used to cluster them according to features from 

people who already went through the pipeline. To better explain the final model within a business 

environment and to reduce the curse of dimensionality, a problem occurring by too many 

covariates, the DCBM is proposed [41]. Each cluster is then modelled with a non-time 

homogenous Markov model to forecast the number of opportunities which convert over different 

time frames. The time of conversion information can be gained by calculating the transition 

matrix for different time frames. For a monthly forecast, the transition matrix for every cluster is 

broken down on a monthly basis for the next months, depending on the chosen time frame. 

 

All clustering approaches mentioned in Section 2 require the number of clusters to be pre-

defined. This requirement leads to the question of how many clusters are suitable for the proposed 
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approach. Since this question can be a whole research topic itself, it will not be discussed in full 

detail. Clustering the data based on similarity is possible with approaches like k-means, 

mentioned in Section 2. As the purpose of every transition matrix is to represent similar buying 

probability, the clusters should be related to customer groups, which are similar in their buying 

behaviour. Therefore, the main difference between every cluster should be the sale probability 

instead of pure similarities in the raw data. Thus, a new approach for dividing data into different 

clusters is proposed, which starts by estimating the sales probability, which is described further in 

Stage 2 of the DCBM Algorithm. Afterwards the data is clustered by their sales probability. This 

approach has the same problem with number of clusters, compared to other clustering 

approaches, but can improve the prediction of the Markov-based transition model. 

 

Another approach to splitting the data based on sales probability is binary classification, which 

naturally results in two clusters. To improve the two cluster system and the accuracy in a sales 

forecast, it is possible to split the first cluster that is likely to sell by using a forecast of the 

conversion number out of opportunities and split it into two clusters, which is described further in 

Stage 1 of the DCBM Algorithm. The motivation for the second split is that most sales teams 

have targets by month, quarter, and year which drive their sales, and there is no additional bonus 

for selling more than the target, sales teams tend to move potential sales to the next month, 

quarter, or year if they are close to or have fulfilled their targets [42]. Splitting the first cluster 

supports the seasonal aspect of conversion and adds that information to the forecast. Therefore, 

the first group is split into two clusters. One is the size of the prediction from the historic 

conversion, and the other is defined by the rest of the first cluster, potential sales that are moved 

to the future to fulfil next month’s target or are not treated at all. Figure 1 describes the three 

clusters and their relation to car sales per month. The blue line represents opportunities created by 

month as well as their conversion to a sold car on a rolling three months basis after the 

opportunity was created shown in yellow. The orange line represents the classification boundary 

where everything above it represents a total number of opportunities that are likely to not convert 

and the number of opportunities below the orange line represent a total number of opportunities 

that are likely to convert to a sale. The new idea here is to split the opportunities below the orange 

line to create two further groups, divided by the yellow line. Everything below the yellow line 

represents opportunities that are highly likely to convert even more than the ones between orange 

and yellow. 

 
 

Figure 1: Opportunities, sales and conversions for cluster boundaries 

 

The size of the first cluster is defined by a time series forecast of historic opportunity conversion 

within a pre-defined time frame of three months as this is the chosen forecasting time span. The 

number of historic conversions can be forecasted by classical time series approaches, like 

seasonal ARIMA models, which also contain information about seasonal driven sales by targets. 
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The calculations between the above explanation is given in the following DCBM Algorithm 

consisting of three different stages as shown in Figure 2. This diagram shows the data used for 

training and the flow of information passing between each stage. 
 

 
 

Figure 2: Opportunity stage transitions 

 

Stage 1 describes a seasonal ARIMA model used for forecasting the future conversion of created 

opportunities per month within the next three months. The model selection is based on Akaike-

Information-Criterion of parameters between 0 and 2. The output of Stage 1 is a forecast of 

opportunities that will converted within three months for the next month. This output will be used 

in Stage 2 to split the opportunities predicted to convert into two separate groups. 
 

 
 

Stage 2 of DCBM describes a neural network-based clustering which gives every opportunity a 

probability to convert. Opportunities with a probability over 0.5 are predicted to convert and 

opportunities below 0.5 are predicted not to convert. The first group of the new DCBM model is 

defined by opportunities with a probability up to 0.5. The new DCBM approach groups the group 

likely to convert another time with the output of Stage 1. Ordering the opportunities by their 

probability with the highest first, the third group consists of the top 𝛾 opportunities and the 

second group consists of opportunities greater than or equal to 0.5 and probabilities lower than 

from the third group. All three groups are used in Stage 3 of the DCBM Algorithm as for every 

single group a Markov transition model is applied. 

 

All three groups from DCBM Algorithm Stage 2 are now used to create a Markov transition 

model for all various stages of the opportunities. Stage 1 and 2 are applied on opportunities older 

then 12 months as they will not convert anymore in order to get 𝑂𝑆ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑐  and on all new 

incoming opportunities to get 𝑂𝑆𝑐𝑢𝑟𝑟𝑒𝑛𝑡. The final goal here is calculating the outcome of 

𝑦𝑠,𝑐𝑢𝑟𝑟𝑒𝑛𝑡, representing in which stages the opportunities will be in the next three months. 
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If the number of opportunities classified as a sale in the binary classification is lower than the 

forecasted number of conversion, the target of the next period likely cannot be achieved from 

pure demand. 
 

As there is a difference between the demand and actual sales, one can use the demand 

information to improve the sales forecast. An ARIMA artificial neural network (ANN) [32] can 

be used to model the residual errors of the ARIMA model with the demand information given 

above. This solution can also address the potential problem of information asymmetry between 

dealer and manufacturer, as there can be delayed or missing information within the data. The 

transition from demand to sales forecast was not applied in the proposed approach but will be 

researched in the future. The result of the different approaches is compared in the next section 

using a real dataset. 
  

4. CASE STUDY 
 

The dataset obtained for this study was provided by a luxury car manufacturer in the UK. The 

main focus of this case study is to predict the opportunity conversions in the automotive industry 

and thereby improving the sales and demand forecasting on a regional as well as model specific 

level. This gives the sales and marketing teams worldwide a chance to steer sales by using 

marketing tools to reach their sales targets. This company’s cars are sold exclusively through a 

dealer network of over 100 dealers worldwide. To sell a car, a dealer needs to create an 

opportunity in the system, either through converting a lead or manually creating a new 
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opportunity. Therefore, before selling a car, there needs to be an opportunity in the system. If the 

dealer only creates the opportunity to directly sell the car or the individual walks into the 

showroom and directly orders the car, the conversion time from an opportunity to an order is 

under one month. About 40% of opportunities are created within the same month of the orders. In 

this case, using opportunities to model an individual transition is difficult as they are created 

within the last stage. Because every opportunity is created by a human, the quality of the 

opportunity is much better than online generated leads, which are not pre-qualified. However, if 

the manufacturer creates opportunities as intended, then it is possible to model the transition 

between the stages from enquiry (En), qualification (Qu), configure (Co), test drive (TD), 

negotiate (Ne), commitment (Co), ordered (Or) to closed (Close), which can either be a sold car 

or a lost opportunity and can transit from stage to stage. Figure 3 illustrates this concept but does 

not depict all possible transitions, only including the transitions from the first enquiry stage and 

all possible stage transitions into the last (Close) stage for an easier understanding. 
 

 
 

Figure 3: Opportunity stage transitions 
 

Based on all possible transitions, the stages proceed as illustrated in the following transitions 

matrix in Table 1 between opportunity stages created in two consecutive years in which every 

value above a diagonal between the top left corner and the bottom right corner displays 

transitions forward and every value below transitions backwards. The darker the cell, the more 

transitions happened from and to that stage. The company has sold cars for over a decade, but the 

stages of the opportunities changed over time as a new CRM system was introduced. Thus, for 

this study, only data from the two consecutive years onward is used. Data used for training was 

gathered on a monthly basis for 24 months of total data. In total, the forward transitions for the 

two years add up to over 100,000, whereas the transitions backward, under the diagonal, total 

around 3,500. These transitions and those from and to the same stage occurred because of a 

problem within the system that has since been fixed. Thus, they were not included in the training 

data as they would introduce bias. 
  

Table 1: Density matrix of transitions between opportunity stages 
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This matrix is not time dependent, and the transitions from and to the same stage reflect a 

problem within the system, which has since been fixed. The stages moving backwards were 

excluded because the system rules prevent them from occurring. Therefore, these transitions were 

not included. As the CRM system changed over time, over 62,000 opportunities could be used out 

of approximately 170,000 created so far. This reduction in usable opportunities is due to the 

changes within the CRM system occurring before the time of the two consecutive years. Also, 

around one percent of the opportunities are after-sales related and are not used as they are not 

related to new car sales. Approximately five percent of opportunities could not be used due to a 

problem within the system as every opportunity should go from one stage to the next stage and 

not back to the stage at which the opportunity originated. This mistake happened for around five 

percent of the opportunities, because users sometimes used the system incorrectly and no rule 

within the system blocked opportunities moving backward. With new rule implementations 

within the system, this error can no longer happen. Therefore, the opportunities moving backward 

were excluded. Of the 62,000 opportunities, around 13,000 converted to a sale. The first three 

months of the following year were used as a test set, and the results were compared on a monthly 

basis. 

 

Giving the transitions from Table 1 a temporal aspect for the transitions, it takes on average 57 

days to change from one stage to another stage. As many opportunities are located in a stage but 

are in reality lost, every opportunity that did not retail or was cancelled is assumed to be lost after 

six months. The goal of modelling the transitions is to improve forecasting on a short-term basis, 

within the next three months, on both a regional and a product level. 

 

The dataset consisted of the features displayed in Table 2 for all opportunities, which were pre-

processed as described in the following section before being used in the DCBM algorithm. The 

categorical variables Region, Model and Lead Source were pre-processed by using one hot 

encoding, where the categorical variable is replaced with a new binary variable added for each 

unique categorical value. Related Contact Type was converted to either a 0 for individual or a 1 

for already existing customers. Description, Primary Campaign Source, and Secondary Campaign 

Source were converted to a 0 if they were blank and a 1 if they were filled in. As Sale Probability 

had missing values, these values were replaced with either the average of probabilities for retailed 

opportunities or the average probability of lost opportunities. This approach makes best use of 

Sale Probability compared to leaving it out completely or replacing it with zero. Stage was 

converted from a categorical variable to a numerical variable between 0 and 1 with similar 

distributed steps, starting from enquiry and ending with sold with a value of (1) as this is the 

natural ordering of the stages. An additional feature, Days known, was created to replace Created 

Date and Contact Created Date, which is calculated by using the difference in days between the 

day the opportunity was created and the day the contact behind the opportunity was created. This 

new feature was created in order to see whether the person behind the opportunity was known to 

the business before and, if so, for how long. 
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Table 2: Feature overview 

 

 
 

5. RESULTS AND DISCUSSION 
 

The prediction aims to discover how many cars out of the opportunities will sell on a monthly 

basis in the following three months. This prediction can support the sales team on a short-term 

basis and reflects a live view of sales on a regional as well as model level. Given that information, 

the sales team can allocate their budget to the regions and models that struggle with future sales, 

helping them to achieve their targets. 

 

Table 3 compares the results of the proposed approach with a normal Markov transition model 

throughout all stages. The numbers in the table represent sold cars out of opportunities for the 

months of January, February, and March and the respective conversion in the first, second, and 

third months after the opportunity was entered in the system. As the total number of conversions 

is more important from a business point of view, only this total over the following three months is 

compared here; however, the comparison for each month indicates advantages in some cases over 

a traditional Markov model. Comparing the total conversions for the following three months, the 

proposed approach is closer tothe real conversions than the traditional Markov model. In Table 3 

the error is calculated by 𝑒𝑟𝑟𝑜𝑟 =  
𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛−𝑟𝑒𝑎𝑙 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛

𝑟𝑒𝑎𝑙 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛
. 

 
Table 3: Opportunity conversion prediction comparison 

 

 
 

A drawback of the DCBM is that the time conversion is not completed at the opportunity level. 

Because it is completed on a cluster level, the approach cannot track when each opportunity will 

convert. However, the DCBM supports the regions and models potentially at risk and can be 

supported by marketing activities. Clustering the pipeline as proposed can also be beneficial for 
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marketing purposes, especially the proposed model that splits the binary classified opportunities 

based on a time series forecast. For example, one could immediately approach the second stage of 

the cluster and wait on the first cluster for two months if the opportunities did not convert by 

then. As the first cluster has the highest probability to convert to a sale, no immediate additional 

action is required since the customer is predicted to buy. In contrast, in the second cluster, while 

the probability for a sale is still over the cut off of 0.5, the realistic chances for a sale are lower 

and could benefit from marketing activities toward the individuals to increase the chance of a 

sale. The effect of such clusters for marketing could be a future research question related to the 

marketing department. 

 

On a field trip to different countries, the live sales data was analysed with the help of different 

dealers in the countries, which supported previous assumptions made from the data and provided 

new insights into how the companies data is collected. The three clusters were found useful 

within this framework. Splitting opportunities into three groups was appreciated by sales 

personnel as this approach made targets and promotions easier to understand and manage on a 

monthly basis. The findings demonstrate, in theory as well as to the business, that the forecasting 

was improved and support the company’s planning for upcoming months. 

 

As the proposed approach is using opportunities it does not cover all sales as some of them 

happen before the opportunity is created in the system. To cover this a new approach 

offorecasting a total sales number will be proposed in the future, where a SARIMA-ANN is used. 

This approach was chosen as it is more straight forward from a technical point of view to first 

forecast the opportunities and afterwards use them to forecast overall sales numbers. 

 

6. CONCLUSION 
 

For a company selling its products globally, gaining accurate live forecasts from all countries for 

all different products is difficult, but it is important to reach its business targets. Using sales 

pipeline data, which includes stage transitions reflecting the buying process, the DCBM 

performed better than a common Markov transition approach. Within this approach, a new way of 

clustering sales data was proposed, which creates three clusters, each differentiated by the 

customers likelihood to buy a product. The novelty of this approach is that the boundary between 

the first and second cluster varies based on a time series forecast of conversion, which includes 

seasonal variations in buying behaviour present in most sales businesses as of given sales targets 

from the top of the business. 
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