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ABSTRACT 
 
The multi agent agriculture system is a new application in AI to solve the problem of food 

shortage in the world and to decrease the gap between agriculture production and the need of 
people. In this paper we explorer the modeling and simulation of the new trend of the agriculture 

using AI with Markov processes. Simulation is used to check the performance of the proposed 

model. Steady state analysis of the proposed model is given. The steady state performance 

indicates that, the agriculture automation can close the gap between the actual production and the 

need of people. The main goal of using the multi-agents technology is to achieve high precision 

agriculture.  

 

KEYWORDS 
 
Markov processes, Steady state, Multi-agent system, Transition probability matrix, Complex real 

world systems. 

 

1. INTRODUCTION 
 

Hungry theory was developed by Thomas Robert Malthus. When he published this theory in 
1798, he stated that the population increased in geometric series. The geometric series is a 

sequence of numbers where each successive term can be obtained by multiplying the previous 

term by a fixed number and Thomas Robert Malthus theorized that the food production [1,2,3] 

grew in arithmetic series that is the sum of a sequence, in which each term is calculated, from the 
previous one by adding a constant. Thomas Robert mentioned that the growth of the population 

would eventually diminish the ability of the world to feed itself. 

 
 From 200 years ago, there were less than one billion living on the earth. Today, the UN 

calculations stated that there are over 7 billion of people. The growth of population was 

increasing slowly but it has been increased exponentially between 1900 and 2000. The growth of 
the population grew three times greater than during the entire previous history of humanity. From 

100 years ago, the growth of the population has been jumped dramatically from 1.5 to 6.1 billion. 

It is important to focus on managing how to increase the food production more than the 

population growth. 
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Figure 1. Increasing of gap between the need and production of food 

 

1.1. As the FAO states that there are five systems which aspects the food losses  
 

Agriculture production [4]: - During harvesting operation, the mechanical damage or spillage 

may cause losses and crops sorted out post-harvest, etc. 
 

1.1.1 Post—harvesting handling and storage 
 
 The storage and transportation may cause losses due to spillage and degradation during handling 

between farm and distribution. 

 

1.1.2 The Processing 
 

The industrial or domestic processing may cause losses due to spillage and degradation. 
 

1.1.3 Distribution 
 

The market system may cause losses and waste of the resources during consumption. 

 

1.1.4 Consumption  
 

The household level may cause losses and waste of the resources during consumption. 

 

2. PRODUCTIONS 
 

The growing of the land is increasing in an arithmetic series, the gap has been increased between 

the growth of the population and the growth of productivity as shown in Figure 1. The 
components of our agriculture were started by eating from forest and the animal & plant grows by 

nature. Then the people started to farm plant using seeds, land, sun, water …..Then they add of 

the fertilizing (organic or nonorganic). Then, changing the methodology of agriculture has 

changed   to green agriculture ….... Then using the machines to increase the productivity and then 
Genetic, Engineers discovered hormones for plants, aquaponic farms [5] (due to shortage of fresh 

water, shortage of land, green houses. Improving the irrigation methodologies and improving of 

soil land have become a must. Aquaponic is a good solution to increase the productivity of the 
food [6,7] that is the way to grow your own fish and vegetables at the same time, that there is no 

need for soil. The plants take it as a feed from the waste of the fish instead of throwing it in the 

ocean. The sustainable organic crop production and consumption water is the main goal for the 
future and it will be achieved by aquaponics [8]. We can consider the fact that aquaponics is a 

good way for feeding the billions of populations on the earth that anyone could do it in his small 

house to have his own food. It tends to produce a higher food yield in minimal space. As the fish 
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are living in the water and the plants are feed from the nutrients from the water. Then, the plants 
are cleaning the water which can be cycled back to the fish. There is another way to increase the 

productivity of food by greenhouse [9] in a structure with walls and roof made of glass or traces 

of iron with covering by transparent plastic, such that each type of plants needs a special climatic 
condition which could be achieved so many green houses are associated with equipment 

including heater, cooling. Lighting and may be controlled by a computer to optimize condition for 

plant growth, Netherlands and then England in the 17th century used the greenhouse concept. 

Today, the many largest greenhouses in the world are in Netherlands and they can produce 
millions of tons of vegetables every year. The greenhouse [10] has their unique environment that 

manage their requirements, the pests and diseases and extremes of heat and humidity must be 

controlled, another gap of productivity, for controlling of pests (warms, insects…more). In this 
paper, we improve the methodology of food production in the world using AI automation of 

farming to maximize the productivity.  

 

3. MODELLING OF THE MULTI-AGENT FOR AGRICULTURE 
 
Markov process using multi-agent is a new method for modelling complex real-world systems 

agriculture. This paper focuses on multi-agent model for agriculture, This model will describe the 

three states that are represented by three actors, smart sensors, the machine and the farmer, The 
first actor is the smart sensors using Internet of things (IOT) [11,12,13] that detect the diseases of 

the plant and also detect if the plants needs water and also detect whether the climate is suitable 

for the plant respect to the degree of the temperature. IoT can be used in agricultural sectors to 
sense the humidity, temperature, pressure in an area. There are different sensors used for different 

purposes, temperature sensors, humidity sensors, pressure sensors etc. The second actor is the 

machine that recognizes the problem for suitable decision making. The first step is that the 

machine takes the data from the smart sensors [14,15] then the machine makes data interpretation 
or data analysis which is the process of organizing, manipulating, querying and summarizing. It is 

difficult to the farmer to recognize the large number of data, we can use tools to identify the data 

and get the relationships between the variables to be easy to the farmer to take decision depending 
on the machine results. Also noted it will be difficult to automate the decision for this case, the 

farmer must take decision personally. Sometimes wrong data from the smart sensors 

[16,17,18,19] might give a false alarm. While the data analysis is doing the processes may 

identify these errors but sometimes the machine can not recognize these errors, which resulted in 
taking a wrong decision by the farmer. The third actor is the farmer who takes the decision 

depending on the data analysis that means recognizing the adjustment of the important parameter 

and taking the action that is needed for knowing the right decision for using it in practice. 
Sometimes, the farmer strategies may be wrong regarding missing knowledge and information 

related to the agriculture methods and the farmer is restricted by the rules of their countries and 

their policies he should do it. There is a risk regarding the change of the government policies. 
Many factors affect the decision of the farmer. As the farmer should have risk management skills 

to better anticipate problems. There is no formal definition of the multi-agent [20], but the most 

common features that were agreed on. Multiple agents should be acting in one environment that 

this requirement should be taken into consideration that the multiple agents should have the same 
type of the input and the actions that have been taken should be affected some part or all the 

common environment state of the multiple agents [21]. 

 

4. MARKOV STATE PROCESS 
 

The modelling and simulation is one of the tools to achieve this goal. We used Markov state 

diagram to measure the performance of the new AI multi agent system to achieve this goal. We 
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used Markov state diagram as shown in Figure 2. We generated the Transition probability matrix 
as shown in equation (1) 

 

 
 

Figure 2.  Markov state diagram 

 
Table 1 Parameters in Markov state diagram. 

 

Parameter Description 
S0 Represents the probability of sensing of the sensors. 

S1 
Represents the probability of success of processing such as recognition, 

filtration….etc. 

S2 Represents the probability of action taken due to sensing. 

p1 Probability of transition from sensor state S0 to the processes state S1. 

q1 Probability of transition from processes state S1 to the sensor state S0. 

q2 Probability of transition from processes state S1 to the sensor state S0. 

k1 Probability of the transition from actions state S2 to the processes state S1. 

k2 Probability of the transition from actions state S2 to the sensor state S0. 

p2 Probability of the transition from sensor state S0 to the actions state S2. 

1-p1-p2 Probability of the transition from sensor state S0 return to the same state. 

1-q1-q2 Probability of the transition from processes state S1 return to the same state. 

1-k1-k2 Probability of the transition from processes state S2 return to the same state. 

 
The transition from sensing state S0 to the processes state S1 has probability p1, if the sensors 

didn’t detect change of temperature or disease affected the plants in state S0 after a period, the 

transition will have probability 1-p1-p2. In case, when the machine received the data from the 

sensor and has been interpreted by the machines which have the transition from processes state 
S1 to action state S2 should be placed, the transition will have probability q2. If there is no 

change in the data and it is the same process state S1, the transition will have probability     1-q1-

q2. If there is no action, S2 state should be return to same state which will have probability of 
transition 1-k1-k2, if actions of state S2 already have been taken and the solution solved the 

problem by killing the insects with the pesticides or if the sensor detects that the plant is effected 

by high temperature which will take an decision to irrigate the crops, it has to return back to the 

sensors S0 state to detect if there is anything else affected the plants, the transition probability 
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will be k2. If the transition from sensors state S0 to the actions S2 state the transition will have 
probability p2 and if the transition from actions state S2 to the processes S1 state, the transition 

will have probability k1. The transition from state S1 processes to the sensors state S0 the 

transition will have probability q1 as shown in Figure 2, which represents Markov state diagram 
of this model.Markov state diagram depends on the states and transitions [22,23,24,25]. The state 

diagram in Figure 2 is normal. 

 

Transition probability matrix P = [TPM] 

 

                            𝑆0                    𝑆1                   𝑆2      

[TPM] = 

𝑆0

𝑆1

𝑆2

 [
1 − 𝑝1 − 𝑝2 𝑞1 𝑘2

𝑝1 1 − 𝑞1 − 𝑞2 𝑘1

𝑝2 𝑞2 1 − 𝑘1 − 𝑘2

]                                           (1) 

 

4.1  Steady State Models 
 

4.1.1 Local Balance Equations  

 
From Figure 2 we can deduce the local balance equations with the rule that the flow in is equal to 

flow out of each state at balance. 

 

πn+1 = P. πn            (2) 

 

 [
𝑆0

𝑆1

𝑆2

] =  [
1 − 𝑝1 − 𝑝2 𝑞1 𝑘2

𝑝1 1 − 𝑞1 − 𝑞2 𝑘1

𝑝2 𝑞2 1 − 𝑘1 − 𝑘2

] [
𝑆0

𝑆1

𝑆2

]    (3) 

               
S0(p1+ p2)= q1S1+k2S2                                                                                                 (4)                 

S1(q1+ q2)=S0p1+ S2k1                                                      (5) 
S0+S1+S2=1                                                                     (6) 

When p1=k1=q1, p2 = q2 = k2, we consider them equal opportunity probability of transitions and 

their range of values are between 0 and 1. 
From (6) S0 = 1-S1-S2                                                                              (7) 

From (4), (7) 

(1-S1-S2)(p1+p2)=q1S1+k2S2                                                                            (8) 

(p1+p2) = (q1+p1+p2) S1 + (k2 +p1+p2) S2                                                              (9) 
From (5), (6) 

S1 (q1+q2) = (1-S1-S2) (p1+S2k1)                                                                                       (10) 

S1 (q1+q2+p1) = p1 + (k1 – p1) S2                                                                                    (11) 
S1 = ((p1+ (k1+p1) S2) / (q1+q2+p1))                                                    (12) 

From (9), (12) 

(p1+p2) = ((((p1+ (k1-p1)) (q1+p1+p2)) / (q1+q2+p1)) + (k2 + p1 + p2)) S2                                 (13) 

S2 = (((p1+p2) (q1+q2+p1)) / (p1+ (k1-p1) (q1+p1+p2) + (k2 + p1 + p2))                       (14) 
Drawing S0 S2 under condition p1=0, p2 =1 and p1=1, p2=0 

If p1=k1=q1, p2=q2=k2 

S2 = ((p1+p2) (2p1+p2) / (3p1+p2))                                                                            (15) 
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Figure 3.  Represent the values of S2 

 

From Figure 3 for the probability of existing in action state is very small when p1, p2 are very 

small and the probability of existing in feedback state is decreased linearly as p1 , p2 increased to 
the maximum of S2=0.7 and minimum of S2=0.0 then we have to optimize between the transition 

of p1,p2  to make the system to be very fast to take design as fast of taking action as fast of 

productivity of food. i.e. as fast of killing the pests will result of keeping the crops   
 

If p1=k1 

 

q1 = ((p1) / (2p1+p2))                                                                                        (16) 
 

From (6), (15), (16) 

 
S0 = 1-((p1) / (2p1+p2)) – (((p1+p2) (2p1+p2)) / (3p1+p2))                        (17) 

 

By plotting the equation (16) for S0 which represents the probability of existing in sensing mode, 
if all states have equal probability, then the system will reach the maximum productivity but if 

not it means that the system will be biased and the productivity will be less. 

p2 

p1 S2 
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Figure 4. Represent the values of S0 

 

Similarly, Figure 4 shows the probability in existing of sensing state growing linearly to 3.7 

regardless of the values of p1 or p2, by means if the probability of existing in sensing is very 

high, the probity of production will decrease. I.e. if we take a long time for detecting of pests, the 
pests will destroy the production of crops, also, if we take long time to detect the need of 

irrigation, the crop may be destroyed, then we have to make it quickly to avoid the drawbacks 

 

5. ANALYSIS OF THE MARKOV PROCESS 
 

The probability of the time taken to decide [26] which method we should use to solve the 

problem. The use of the graph of each state help us to estimate the time that is taken in each state 

to focus on which states takes longer time that will cause failure of the system. The time is very 
important in taking any decision. If the decision was late, it can destroy everything, as example if 

the smart sensors detect that the insects are eating the crops and then the decision of using the 

pesticides was late, here the decision is not affected by the fact that all crops are already eaten by 
the insects. For that the process to identify which method should be used and taken an action will 

not be affected. 

 

6. CONCLUSIONS 
 
In this paper, we explored the hungry problem and lower productivity of the farmers. We 

proposed the multi agent AI to cover the gap between production of food and the requirements of 

people (protesters). We evaluated the performance of the new technology to recover the gap 
which indicates that we can recover the gap using AI, we modelled this problem by Markov state 

diagram in discrete model, deduced transition probability matrix of our model and we derived the 

local balance equations. The conclusion proves that using the 1st order Markov processes by 

p2 

S0 
p1 
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solving the local balance equations helps in finding the points of recovery from the figures and 
equations. 
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