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ABSTRACT

Software Cost Estimation (SCE) is considered one of the most important sections in software engineering that results in capabilities and well-deserved influence on the processes of cost and effort. Two factors of cost and effort in software projects determine the success and failure of projects. The project that will be completed in a certain time and manpower is a successful one and will have good profit to project managers. In most of the SCE techniques, algorithmic models such as COCOMO algorithm models have been used. COCOMO model is not capable of estimating the close approximations to the actual cost, because it runs in the form of linear. So, the models should be adapted that simultaneously with the number of Lines of Code (LOC) has the ability to estimate in a fair and accurate fashion for effort factors. Meta-heuristic algorithms can be a good model for SCE due to the ability of local and global search. In this paper, we have used the hybrid of Particle Swarm Optimization (PSO) and Differential Evolution (DE) for the SCE. Test results on NASA60 software dataset show that the rate of Mean Magnitude of Relative Error (MMRE) error on hybrid model, in comparison with COCOMO model is reduced to about 9.55%.
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1. INTRODUCTION

The SCE is always a concern for software development professionals and managers of software systems. The SCE which is due to various factors may be the result of the economic consequences of failure and disproportionate distribution of time between software teams due to the incorrect efforts and costs [1]. Managers of software development companies required to communicate with each other for determining of manpower and cost and to distinguish clear criteria with respect to previous projects [2, 3, and 4]. In the current projects we should consider new software tools and architecture for development teams. In new architectures to reduce the coding and software development, object-oriented patterns have been used [5]. In object-oriented programming model, software development teams can be linked together to avoid duplication of code [6]. This causes that less effort and cost has been done on projects. In general, estimation methods are divided into two main groups of quantitative methods and qualitative methods [7, 8]. To estimate the cost with qualitative method, generally the views and opinions of experts of software projects have been used. Usually, when the software projects' data in the past is not available, qualitative estimation methods are used. Qualitative estimation methods can be done on the basis of intuitive by applying subjective judgment, direct perception and relevant information. The quantitative estimation methods used the time that the last data will be available. Quantitative estimation methods estimate the relations between project factors and a desired future value factors.
All estimation methods help managers to estimate estimations closer to reality. In some projects, no mathematical approach can be used to estimate, and the estimator performs the estimation based on criteria such as size, complexity, familiarity and team's experience. Another technique is the use of basic activities. In this method, a time has been regarded for determining the activity and the size of estimation and other criteria can be done based on it. Another method is the use of models of FP [9] and algorithmic COCOMO models [10, 11]. There are also some things that are indirectly related to the software projects, they include [12]

- Marketing and advertising costs
- Cost of meetings
- Costs of running of research and development

Estimating LOC in software projects are from the earlier measurement technique for effort and cost. Estimation with planning and simple controlling cannot be effective and reliable. The estimated accuracy of the estimate depends on the experience of estimator.

Initial estimation is an effort trying to inform staffing from the time and effort and also entering the structure and discipline on the process of the project in the case that can developed the project with the gained results [13]. In general, two methods that can be regarded for SCE include [14]

- Down-Up: In this approach, each component of the software system separately estimated and the results can be used to obtain estimates of the overall system. In this way the system is decomposed into different components evenly.
- Top-Down: This approach estimates the total cost for a system can be achieved with respect to environmental factor and by using algorithmic and non-algorithmic techniques.

Poorly managed projects, probably cannot gain good success. To reduce the budget and the overall schedule and the advancement of contract parameters of projects' development should be utilized intelligent models for SCE. So, in this article we attempt to use the hybrid algorithms of PSO [15] and DE [16] for more detail and closer to the actual value of estimate. In the hybrid model has been tried to have less MMRE error value than the COCOMO model.

The overall structure of the present paper is organized as follows: in Section 2, we discuss the related works have been done in the field of SCE; In Section 3, we will discuss the meta-heuristic algorithms of PSO and DE; in Section 4, we will present a proposed model however, in Section 5, we will evaluate and results and finally in Section 6 we will consider conclusions and future work.

2. RELATED WORKS

SCE is one of the greatest challenges in software engineering. SCE is said to the logical prediction of required effort's process to develop or maintain software based on incomplete and ambiguous inputs. Several models have been proposed by researchers to calculate the effort. But it cannot be said with complete certainty that none of these models are careful.

PSO-Chaos hybrid models is proposed for SCE effort and cost [17]. PSO algorithm combined with chaos model and compared with COCOMO model is able to reduce the amount of error MARE. Evaluation was performed on NASA60 dataset. Results indicated that the PSO model in comparison with COCOMO model whose value is equals 0.2952 is reduced MARE error to 0.1506. Also the hybrid model of PSO-Chaos shows that the MARE is reduced to 0.1153. It can be concluded that the hybrid model is more accurate than the COCOMO model.
Software Effort Estimation (SEE) is regarded one of the main activities in software development. Therefore, the effective use of models to estimate the effort has a significant impact on the development of software projects. A new model to SEE was proposed using PSO algorithm [18]. The effective parameters to estimate effort have been reviewed using the PSO algorithm. Evaluation has been conducted on KEMERER dataset with 15 projects. Test results have shown that the value of MMRE error in the model is the 56.57 and in the COCOMO model is 245.39. Using PSO hybrid, the hybrid models of PSO-FCM and PSO-LA proposed for SCE [19]. Evaluation was performed on NASA60 dataset. In the hybrid model of PSO-FCM, the minimum of distance between the cluster and the sum of distance within clusters and the number of clusters as fitness parameters and improve the PSO algorithm is used. Using of Fuzzy C-Means (FCM) makes it easy that the particles have been collected in the best clusters and the fitness function has many local optimum points. In order to improve the performance of the PSO algorithm, Learning Automata (LA) can be used to regulate the behavior of particles. All particles in the PSO-LA hybrid model locally search within search space, simultaneously. In the hybrid PSO-LA model, the strategy of LA model provides the situation that particles achieve a local optimum according to reward criteria in PSO algorithm. Their experimental results show that the hybrid PSO-FCM model has less MRE error rate than the PSO-LA hybrid models. MMRE error in the PSO-FCM model is 25.36, 24.56, 24.22 and 23.86 and in the PSO-LA model is 26.32. The accuracy of Pred (25) on COCOMO Model is 40 and in the PSO-FCM Model is 61.6, 58.3, 65 and 68.3. Also in the PSO-LA model is equal to 63.3.

The hybrid of GA and Ant Colony Optimization (ACO) is proposed for the SCE [20]. In the hybrid model, effective factors in estimation are tested using the GA and trained with the ACO tests and have been achieved better results in comparison with COCOMO model. Evaluation and assessment has been done on 60 projects of NASA software projects’ dataset. Their experimental results show that the combination of GA and ACO has better performance in comparison with the COCOMO models for software cost estimation and less MRE than the COCOMO model.

The combination of FLANN network and PSO algorithm was used for SCE [21]. Hybrid PSO-FLANN model is a three-layer Feed Forward neural network. PSO algorithm is used to train the weight vector of FLANN. Evaluation has been made on three dataset of COCOMO 81, NASA63 and Maxwell. Test results show that PSO-FLANN model for testing and training data has good performance in MMRE and Pred criteria (25).

Hybrid Model of Function Link Artificial Neural Network (FLANN) and GA were used for SCE [22]. Hybrid GA-FLANN model is a three-layer Feed Forward Network. GA algorithm is used for the hybrid model of OFWFLANN and OCFWFLANN. OFWFLANN model is used for optimizing of factors affecting the cost and OCFWFLANN model is used for training the FLANN’s weight vectors. Evaluation is conducted on NASA93 dataset. Test results show that the hybrid model has good performance in testing and training of data.

The use of Data-mining techniques in the field of SCE is very common nowadays [23]. Software cost estimation is simulated using techniques of Liner Regression (LR), Artificial Neural Network (ANN), Support Vector Regression (SVR) and K-Nearest-Neighbors (KNN). LR model can be used to determine the dependence of the effective traits in SCE. LR model finds the relationship between the independent factors and independent factors among the data. ANN is trying to do accurate SCE with training and testing of data. SVR models are used for optimization of the factors in SCE. KNN is a data mining technique that is used for data classification in sum of the data previously specified and their properties have been determined. The effective weight of attributes in SCE has been determined using KNN. Their experimental results show that the SVR model has less MRE than the other models.
ANN-MLP model is the common methods in SCE [24]. In order to show the performance of ANN, 11 projects from 60 projects existed in NASA software dataset have been tested and trained using ANNs and have been compared with COCOMO model. It has been shown that the error of COCOMO is more than ANN error. The results show that at more than 90% of the time, ANN has much better estimation than COCOMO model. Thus, we can conclude that AI based techniques as a complementary are good alternative to the algorithmic methods.

3. Meta-Heuristic Algorithms

In recent years, due to the limitations of existing mathematical methods, many studies in the field of optimization issues is done using meta-heuristic algorithms [25, 26, and 27]. Meta-heuristic algorithms are the algorithms that have been inspired of animals’ group behavior in nature that moved together as a group. Decision in these algorithms influenced based on the decisions of each member of the group the best status of the group.

3.1 Particle Swarm Optimization

PSO algorithm was introduced in 1995 that inspired by social behavior of birds that live in large and small groups [15]. PSO algorithm is a population algorithm in which the numbers of particles that are solutions of a function with one problem form a swarm (population). Population of particles moving in space and based on their individual experience and the collective experience is trying to find the optimal solution in the search space. PSO algorithm as an optimization algorithm provides a population-based search, where each particle changes its position with time occurs. In the PSO algorithm, the particles move in a multi-dimensional search space of possible problem-solution. In this space, an assessment criterion defined and estimating the quality of solutions of the problem has been done by it. Change of the state of each particle in a group impresses by its experience and its neighbors’ knowledge and search behavior of a particle is influenced by other particles. This simple behavior causes to find optimized area of the search spaces. Therefore, in the PSO algorithm, each particle upon finding an optimal positioning appropriately informed other particles, and each particle makes decision for a cost function with one determined probability based on the obtained values in order to obey from other particles and search is done n problem space using prior knowledge of the particles. This makes all the particles are not too close to each other and to effectively cope with the continuous optimization problems.

In PSO algorithms, at first, individuals in group created randomly in the problem space and search can be started to find optimal solutions. In the overall structure, each person adheres of the other one that has the best fitness function, while not forgetting his own experience and obeys from the state that connected with the best fitness function.

Thus, in each iteration of the algorithm, each person changes his next position according to the two values, one is the best situation that a person ever has the best (pbest) and the other is the best position that has been created by the total population. In fact it is the best pbest in the total population (gbest). Conceptually, pbest for each person is placed in a biological memory. Gbest is the basic knowledge of the population. When people change their position based on their gbest, in fact they are trying to move their knowledge's level to the population's level of knowledge. Conceptually, the best bit of all of the particles is connected all of the particles to each other. Determining the next position for each particle is done by Eq. (1) and (2).
Informatics Engineering, an International Journal (IEIJ), Vol.4, No.1, March 2016

\[ v_{i+1} = wv_i + c_1 r_1 (P_{best} - x_i) + c_2 r_2 (g_{best} - x_i), \]  \hspace{1cm} (1)

\[ x_{i+1} = x_i + v_{i+1} \]  \hspace{1cm} (2)

In Eq. (1) c1 and c2 are learning factors. Rand () is a function to generate random numbers in the range [0, 1]. \( X_i \) is the current position and \( v_i \) is the speed of moving the subjects. \( W \) is a controlling parameter that controls the speed of the current \( v_i \) with the impact of the next speed and it creates a balance between the ability of the algorithm in global search and local search and thus we reach on average response in less time. Thus, for the optimal performance of the algorithm in the search space, the parameter of \( W \) defined according to the Eq. (3).

\[ W = W_{Max} - \left( \frac{(W_{Max} - W_{Min}) \times i}{i_{Max}} \right) \]  \hspace{1cm} (3)

In Eq. (3) \( i_{Max} \) represents the maximum number of iterations in the algorithm and parameter \( i \) is a counter of iteration of finding of an optimal solution. In equation (3) parameters of \( W_{Max} \) and \( W_{Min} \) are initial value and final value of inertia weight respectively during the execution of the algorithm. Inertia weight linearly altered from 0.9 to 0.4 during performance of the program. Large values of \( W \) lead to global search and small amounts can lead to local search. To create a balance between local and global search, the inertia weight is evenly reduced over the implementation of the algorithm. Thus, by reducing the amount of \( W \), search has been done more locally and around the optimal solution.

3.2 Differential Evolution

DE algorithm which is an algorithm based on population were introduced in 1995 [16]. DE algorithm is a probabilistic search algorithm that solves the problems based on population. The algorithm using the distance and direction information carries out search operations from the current population. The advantages of this algorithm are speed, adjustment of parameters, its efficiency in finding the optimal solution, being parallel, high accuracy and lack of need to sorting or matrix multiplication. Algorithm of DE has the ability of searching the optimization variables and the change in direction of the coordinate in the right direction in order to find the best solutions.

Algorithm of DE starts the evolutionary search process from a random initial population. Three parameters of mutation, selection and integration and three parameter of control including the number of population, scale factor and the possible integration in the DE algorithm are the most important. The steps of the process of DE algorithm are as follows:

**Initial Population:** In the DE algorithm, the initial population or solution vectors randomly pick from the selection problem. The position vector of solutions is defined according to the Eq. (4).

\[ X_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,D}) \]  \hspace{1cm} (4)

\[ x_{ik} = x_{k}^{\text{max}} + \text{rand}(0,1).(x_{k}^{\text{max}} - x_{k}^{\text{min}}) \]

\[ \text{with} \quad i \in [1,Np], k \in [1,D] \]  \hspace{1cm} (5)

Selection of the random numbers \( x_{ik} \) from the domain of problem is done using equation (5). In Eq. (5), \( D \) is equal to the size of the solutions. \( Np \) is the number of initial population. Rand \((0,1)\) is the function which creates random number function (with uniform distribution) in the interval
of (0, 1). Obviously in the case of using the Eq. (5) obtained values for \( x_{ik} \) will be put in the range of \([x_{i}^{\text{max}}, x_{i}^{\text{min}}]\) and the position vector of each of the solutions is a potential response for the optimization problem.

**Mutation Operator:** In the Mutation phase, three vectors randomly choose pairwise and differently. For any vector \( X \) in the population, a new solution is generated in each iteration according to Eq. (6).

\[
v_{i,G+1} = x_{i,G} + F_3 (x_{i,2,G} - x_{i,3,G})
\]  

(6)

In Eq. (6), \( r_1, r_2, r_3 \) are three inequality random numbers in the range of \([1,Np]\). \( G \) is the number of generated generation and the factor of \( F \) is a constant true positive rate that often is considered 0.5.

**Crossover Operator:** Crossover operator increases diversity in the population. This operator is the same as merging operator in GA [28]. In the crossover operator, new vectors created with the combination of \( x \) and \( v \) according to Eq. (7).

\[
u_{ji,G+1} = \begin{cases} 
  v_{ji,G+1} & \text{if } (r_j \leq \text{CR}) \text{ or } j = j_{\text{rand}} \\
  x_{ji,G+1} & \text{otherwise}
\end{cases}
\]  

(7)

In Eq. (7), the parameter of CR is in the range \([0, 1]\). Parameter of \( r \) randomly generated in the range of \([0, 1]\). Also the value of \( j = 1, 2, ..., D_r \).

**Selection Operator:** To select the best fitness vectors, vectors that have been generated by the operators of mutation and merge are compared together and whichever is fit to be transferred to the next generation. The selection operator has been done according to the Eq. (8).

\[
x_{i,G+1} = \text{Fitness \ Value}(u_{i,G+1}, x_{i,G})
\]  

(8)

Stopping criteria: the search process continues until a stopping criterion is met. Stopping criterion usually can be the best answer or the iteration of the algorithms based on the constancy of the fitness changes.

**4. PROPOSED MODEL**

Accuracy of estimation and effort for software projects is very important to achieve success or error. Some of the factors of Effort Multipliers (EMs) like the complexity of the project, the experience of the team, project’s time delivery, network equipment, etc., are very influential in the timely completion and budget cuts of the project [29]. SCE refers to estimate of staffing effort (Persona/Month) and the time required for development of software production. With a suitable model for SCE, project managers can make informed decisions about resource management, control, planning, on time delivery and precise timing [29]. Hence, modeling and data analysis are important in estimating costs. Software projects always encountered a problem called time limit. This restriction is quite tangible at all stages of production and development of projects. Therefore, managers' efforts have focused on that gain maximum results with minimum resources and acquired factors. Also persistence of software companies provides added value. For achieving this goal only having adequate resources is not enough, rather, the composition and use of resources has important role that this importance affect the cost and effort. In this paper, a hybrid model based on PSO and DE on NASA60 dataset software projects has been developed to estimate the cost and effort [29] that help manufacturing commercial software companies to
assess and analyze software criteria in terms of size, complexity, time, effort and cost. In Figure (1) the flowchart of the hybrid model is shown
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Given that heuristic methods are powerless for solving scientific problems such as the number of non-linearity of the target function, and because the software companies affected by factors such as operating costs, production costs, production time and delivery time, estimating of the cost and effort is very difficult. Hence, to solve the aforementioned problems and enhance the strengths of speed and flexibility, hybrid algorithms of PSO and DE are used for SCE. In the hybrid model used in this paper, the mechanism of PSO algorithm can be used in order to find an initial solution and from its resulting solution is used as the initial solution for DE algorithm so that through this we quickly reach to the desired response. Convergence in the structure of used hybrid model is done globally. Because PSO Algorithm searches the limits of solution spaces for finding response that result in searching of points of solution space that has been attended less. That increases the chances of finding the right answers. Then in continue, PSO algorithm gives obtained responses to the DE algorithm so with taking advantage of producing neighbors responses and checking the around area can further move towards the optimal solutions.

In the hybrid model, MMRE has been considered as the fitness function [30]. The objective of fitness function in the hybrid model is minimizing the amount of MMRE in comparison with COCOMO model. The hybrid model is repeated until the value of MMRE reduced to the desired amount. Fitness function for the hybrid model is defined in Eq. (10).
\[ MRE_i = \left| \frac{act_i - est_i}{act_i} \right| \times 100 \]  

(9)

\[ MMRE = \frac{1}{n} \sum_{i=1}^{n} MRE_i, \ i = 1, 2, \ldots, n \]  

(10)

Using Eq. (10) we can compare the obtained error from the estimated models. PRED is also considered an important criterion in the precision of the estimates. MMRE and PRED are the most common methods to evaluate the accuracy of prediction. PRED \((x)\) defined according to Eq. (11) [30].

\[ PRED(x) = \frac{1}{n} \sum_{i=1}^{n} \begin{cases} 1, & \text{if} MRE \leq x \\ 0, & \text{otherwise} \end{cases} \]  

(11)

Criterion PRED \((x)\) that is defined by MRE mostly applied in accuracy of the estimation and provides good illustrations of how the models work. In the evaluation of estimate criteria, the model that has less MRE is better than the model that has high MRE and the model that has less MMRE is better than the model that has high MMRE. Also, the model that has a higher PRED is better than the model that has high PRED.

5. Evaluation and Results

In this section, the hybrid model has been tested on NASA60 dataset software projects and the results were compared with COCOMO models. Evaluation was conducted in programming context of VC #.NET 2013. Affective parameters in the hybrid model based on testing and iteration has been represented in Table (1). Values for each of these parameters can affect the convergence and optimization of the hybrid model. So to the extent that the value of this parameter is accurate and compatible, to that extent the problem will be optimized.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>50</td>
</tr>
<tr>
<td>C1</td>
<td>1.5</td>
</tr>
<tr>
<td>C2</td>
<td>1.5</td>
</tr>
<tr>
<td>W</td>
<td>0.4</td>
</tr>
<tr>
<td>F</td>
<td>0.3</td>
</tr>
<tr>
<td>Pn</td>
<td>10</td>
</tr>
<tr>
<td>Pc</td>
<td>0.3</td>
</tr>
<tr>
<td>Fitness Function</td>
<td>MMRE</td>
</tr>
</tbody>
</table>

Table 1: Values of parameters

In Table (1), \( P \) parameter determines the number of population (particle). The parameter \( W \) is the inertia weight in order to adjust the particle velocity and values of the parameters of \( C1 \) and \( C2 \) help particle learning to find the optimal points. The parameter \( F \) is a real positive constant that used to converge mutation rate. The parameter of \( Pm \) is the mutation rate, \( Pc \) parameter is the rate of integration.
Figure (2) shows a diagram of MRE in NASA60 dataset software project. As you can see, the hybrid model in most of the projects has accurate estimation than the COCOMO model. The results show that the hybrid model is capable of efficiently modeling the effort of simple projects, medium and complex in relationship with cost factors.

![Figure 2: Comparison of MRE Hybrid Model and COCOMO](image)

As it is observed in Table (2), the accuracy of estimation in COCOMO model is the best. MMRE values for the hybrid model is equal to 20.09 and it means that the rate is 9.55 less than the COCOMO model. The accuracy of PRED (25) in the hybrid model is 75% that show its accuracy is 1.87 times higher than COCOMO model.

<table>
<thead>
<tr>
<th>Models</th>
<th>MMRE</th>
<th>PRED(25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COCOMO</td>
<td>29.64</td>
<td>%40</td>
</tr>
<tr>
<td>Hybrid Model</td>
<td>20.09</td>
<td>%75</td>
</tr>
</tbody>
</table>

Table 2: Comparison of MMRE and PRED Models

A comparison between the hybrid model and COCOMO model showed that the use of meta-heuristic algorithms based on the cost factors has better results. Usually this promotion of efficiency and applicability of meta-heuristic algorithms can be a good alternative to algorithmic models. Also, with better training and testing of the data, the accuracy of meta-heuristic algorithms will be usually improved.

6. Conclusions and Future Works

Detailed estimation in software's development and industry is important and assists software companies to better analyze the feasibility of projects and also efficient management of development process. There are several different methods for estimating the cost of software projects that one of which is the COCOMO model. SCE algorithmic models are incapable of combining vague or incomplete information and these defects make the extraction of important information face with fault. In this paper, we present a hybrid model based on PSO and DE algorithms to provide more detailed and efficient estimate. The hybrid model works well with the incomplete and ambiguous input data and it can operate reliably in SCE. The results showed that the accuracy of PRED (25) in the hybrid model has been increased by about 1.34 times. We hope that with presenting this paper to present more efficient and detail models for SCE using the combination of the other meta-heuristic models and can maximize the present of success in finishing of the projects.
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