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\textbf{ABSTRACT}

Recent development of generative pretrained language models has been proven very successful on a wide range of NLP tasks, such as text classification, question answering, textual entailment and so on. In this work, we present a two-phase encoder decoder architecture based on Bidirectional Encoding Representation from Transformers (BERT) for extractive summarization task. We evaluated our model by both automatic metrics and human annotators, and demonstrated that the architecture achieves the state-of-the-art comparable result on large scale corpus - CNN/Daily Mail\textsuperscript{1}. As the best of our knowledge, this is the first work that applies BERT based architecture to a text summarization task and achieved the state-of-the-art comparable result.
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1. INTRODUCTION

Document summarization is a widely investigated problem in natural language processing, and mainly classified into two categories: extractive summarization and abstractive summarization. Extractive approaches work in the way of extracting existing words or sentences from the original text and organizing into the summary, while abstractive approaches focus more on generating the inherently same summary that is closer to the way human expresses. We will focus on extractive summarization in this paper.


\begin{footnotesize}
\textsuperscript{1}https://github.com/deepmind/rc-data\textsuperscript{2}https://www-nlpir.nist.gov/projects/duc/
\end{footnotesize}
encoder and an attention-based extractor, and achieved results comparable to the state of the art on CNN/Daily Mail corpus [8] without linguistic annotation.

Recent development of GPT [9] and BERT [10] has proven the effectiveness of a generative pre-trained language model on a wide range of different tasks, such as text classification, question answering, textual entailment, etc., but neither of these approaches has been tested on the text summarization task.

In this paper, we introduced a two-phase encoder decoder architecture based on BERT. We fine-tuned this model on the CNN/Daily Mail corpus for single document summarization task. The result demonstrated that our model has the state-of-the-art comparable performance by both automatic metrics (in terms of ROUGE [11]) and human assessors. As the best of our knowledge, this is the first work that applies BERT based architecture to a text summarization task.

2. Training Dataset

CNN/Daily Mail [8] dataset is the most widely used large scale dataset for summarization and reading comprehension. The training set contains 287226 samples. The validation set contains 13368 samples. The test set contains 11490 samples. Each sample contains an article and a referenced summary. After tokenization, an article contains 800 tokens on average, and a corresponding summary contains 56 tokens on average.

3. Summarization Model

In this section, we propose the summarization model that efficiently utilizes BERT [10] as the text encoder. The architecture is shown in Figure 1 and consists of two main modules, BERT encoder and sentence classification.

![Figure 1: Architecture of the Summarization Model](image)

The sentences of the original document will be feed into the BERT encoder sequentially, and be classified as if or not to be included in the summary. BERT is essentially a multi-layer bidirectional Transformer [19] encoder. Each layer consists of a multi-head self-attention sub-layer and a following linear affine sub-layer with the residual connection. The BERT encoding process utilizes query matrix $W^q$, key matrix $W^k$ of dimension $d_k$, and value matrix $W^v$ of dimension $d_v$, and it can be expressed as Eq. (1).

$$BERT(W^q, W^k, W^v) = \text{Softmax}(\frac{W^q(W^k)^T}{\sqrt{d_k}})W^v$$  

(1)
Given the input document as $X = \{x_1, \ldots, x_m\}$ where $x_i$ denotes one source token. The BERT encoder’s output can be expressed as Eq. (2).

$$H = BERT(W^q, W^K, W^v)(x_1, \ldots, x_m)$$  \hspace{1cm} (2)

In CNN/Daily Mail dataset, the ground truth is the referenced summaries without sentence labels, so we follow Nallapati et al. [20] to convert the abstractive referenced summaries to extractive labels. The idea is to add one sentence each time incrementally to the candidate summary, so that the Rouge score of the current set of selected sentences is increasing in regard to the referenced summary. We stopped when the remaining candidate sentences cannot promote the Rouge score with respect to the referenced summary. With this approach, we convert a text summarization task to a sentence classification task.

Our BERT encoder is based on Google’s TensorFlow$^3$ implementation (TensorFlow version $\geq$ 1.11.0). We used the BERT-Base model (uncased, 12-layer, 768-hidden, 12-heads, 110M parameters) and then fine tune the model on training set of CNN/Daily Mail corpus. All inputs to the reader are padded to 384 tokens; the learning rate is set to 3x10-5, and other settings are by default.

4. Experiment Result

We evaluate ROUGE-1, ROUGE-2, and ROUGE-L [11] of our proposed model on CNN/Daily Mail test dataset. This automatic metric measures the overlap of 1-gram (R-1), bigrams (R-2) and the longest common subsequence between the model generated summaries and the reference summaries. We also listed the previously reported ROUGE scores on CNN/Daily Mail in Table 1 for comparison. As Table 1 shows, the ROUGE score of BERT summarization is comparable to the start-of-the-art models.

Table 1: Comparative evaluation of BERT Summarization with recently reported summarization systems

<table>
<thead>
<tr>
<th>Models</th>
<th>ROUGE-1</th>
<th>ROUGE-2</th>
<th>ROUGE-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pointer Generator [12]</td>
<td>36.44</td>
<td>15.66</td>
<td>33.42</td>
</tr>
<tr>
<td>ML + Intra-Attention [13]</td>
<td>38.30</td>
<td>14.81</td>
<td>35.49</td>
</tr>
<tr>
<td>Saliency + Entailment reward [14]</td>
<td>40.43</td>
<td>18.00</td>
<td>37.10</td>
</tr>
<tr>
<td>Key information guide network [15]</td>
<td>38.95</td>
<td>17.12</td>
<td>35.68</td>
</tr>
<tr>
<td>Inconsistency loss [16]</td>
<td>40.68</td>
<td>17.97</td>
<td>37.13</td>
</tr>
<tr>
<td>Sentence Rewriting [17]</td>
<td>40.88</td>
<td>17.80</td>
<td>38.54</td>
</tr>
<tr>
<td>Bottom-Up Summarization [18]</td>
<td>41.22</td>
<td>18.68</td>
<td>38.34</td>
</tr>
<tr>
<td>BERT Summarization (Ours)</td>
<td>37.30</td>
<td>17.05</td>
<td>34.76</td>
</tr>
</tbody>
</table>

As per Schluter [21], extractive summarization performance tends to be undervalued with respect to ROUGE standard, so we also conduct human assessment on Amazon Mechanical Turk (MTurk)$^4$ for the relevance and readability between Bottom-Up Summarization model (best

---

$^3$https://github.com/google-research/bert

$^4$https://www.mturk.com/
reported score on CNN/Daily Mail) and our BERT Summarization model. We selected 3 human annotators who had an approval rate over than 95% (at least 1000 HITs), and showed them 100 samples from the test dataset of CNN/Daily Mail, including the input article, the reference summary, and the outputs of the two candidate models. We asked them to choose the better one between the two candidate models’ outputs, or choose “tie” if both outputs were equally good or bad. The relevance score is mainly based on if the output summary is informative and redundancy free. The Readability score is mainly based on if the output summary is coherent and grammatically correct. As shown in Table 2, our BERT Summarization model achieves higher scores than the best reported Bottom-Up Summarization model by human assessment.

Table 2: Human assessment: pairwise comparison of relevance and readability between Bottom-Up Summarization [18] and BERT Summarization

<table>
<thead>
<tr>
<th>Models</th>
<th>Relevance</th>
<th>Readability</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom-Up Summarization</td>
<td>42</td>
<td>38</td>
<td>80</td>
</tr>
<tr>
<td>BERT Summarization (Ours)</td>
<td>49</td>
<td>46</td>
<td>95</td>
</tr>
<tr>
<td>Tie</td>
<td>9</td>
<td>16</td>
<td>25</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In this paper, we present a two-phase encoder decoder architecture based on BERT for extractive summarization task. We demonstrated that our model has the state-of-the-art comparable performance on CNN/Daily Mail dataset by both automatic metrics and human assessors. As the best of our knowledge, this is the first work that applies BERT based architecture to a text summarization task. In the future, we will test employing better decoding and reinforcement learning approaches to extend it to abstractive summarization task.
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