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ABSTRACT  

 
This paper presents a model of an algorithmic framework and a system for the discovery of non sequitur 

fallacies in legal argumentation. The model functions on formalised legal text implemented in Prolog. 

Different parts of the formalised legal text for legal decision-making processes such as, claim of a plaintiff, 

the piece of law applied to the case, and the decision of judge, will be assessed by the algorithm, for 

detecting fallacies in an argument. We provide a mechanism designed to assess the coherence of every 

premise of a claim, their logic structure and legal consistency, with their corresponding piece of law at 

each stage of the argumentation. The modelled system checks for validity and soundness of a claim, as well 

as sufficiency and necessity of the premise of arguments. We assert that, dealing with the challenges of 
validity, soundness, sufficiency and necessity resolves fallacies in argumentation.  
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1. INTRODUCTION 
 

Researchers from different disciplines in Computer Science, especially Natural Language 

Processing (NLP), have attempted to fit different theories of human reasoning into machine 

computations, for resolving some important semantic challenges. Various computational tools 
have been developed through NLP, a discipline that is focused on the translation of human 

languages into formalised machine language [1][2]. Some of the NLP tools are developed to 

synthesise reasoning and logics of human expressions, which target different semantic challenges 
or errors generated in discourse [3][4]. 

 

One of the important errors generated from human discourse is fallacies. Even though fallacies 
form part of the natural way humans communicate, it is essentially the error of it. Fallacies 

generally are presented as logical faults of statements, or faulty reasoning, or both, in an argument 

[5][6]. Aristotle was one of the earliest philosophers who started the discussion of fallacies in a 

more profound way[7]. Several other classical as well as contemporary discussions have helped 
us to understand the nature, and to some extent the variance of expression of human thoughts that 

generates different types of fallacies [8][9][10].  
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However, It is still apparent that, the more the semantic gaps in natural language appears to be 
bridged, the more generatively complex the errors in natural reasoning and expression of 

language become even outward. There has been various forms of critiques [11][12] and counter 

critiques [13] on how fallacies have been expressed, understood, classified and applied  by 
various researchers; it becomes quite revealing and yet interesting, that the form of fallacy itself is 

not simply straightforward for experts to clearly classify with  compelling consistency as to what 

constitutes a fallacy as well as its types, and this makes it challenging for Computer Scientists to 
design computational systems that have the capacity to capture the complete behaviour of 

fallacies as a structured formalism. 

 

Even though philosophers and argumentation theorists have provided some manual varied forms 
of identifying fallacies, generally in natural language and in legal language, which partly depends 

on sound reasoning [14], the process sometimes becomes puzzling and deserves more robust 

computational approaches.  
 

2. RELATED WORKS  
 

The application of NLP tools has offered diverse solutions for different challenges in legal 

practice. The efficiency of legal practice is largely hinged on the understanding and appropriate 
use of legal language; a practice that requires legal research, the access to information and the use 

of knowledge for legal decision-making. The Information and knowledge that governs legal 

practice are usually composed into statutes, regulations, procedures and so forth, which can be on 
different themes, but sometimes converge on account of their application on some specific issues. 

The understanding and use (especially in divergent legal subject issues) of legal knowledge can 

sometime be very tricky for the practitioners. These important challenges have attracted 

technologies that focus on the efficient access, understanding and use of legal information for 
decision-making, while NLP tools specifically target the textual structure, knowledge extraction, 

semantics and retrieval systems for legal language.  

 
Callistus Ireneous Nakpih in his work “Citizenship Act (591) of Ghana as a logic Theorem and Its 

Semantic Implications” [15] presents legal text in a formalism that allows for computational 

reasoning and deduction of meaning from the text. The theorems developed guides, or rather 
compels a pattern of reasoning through the legal text to conform to domain specific decision-

making processes. We recognise in that research that, ambiguities in the linguistic structure of the 

legal text is reduced and therefore offers a good knowledgebase system for the analysis and 

discovery of fallacies in legal systems. Following this idea, we provide in our model, a repository 
that will contain such formalism of knowledgebase of legal text that can be made accessible to a 

fallacy analysing mechanism.  

 
Hiroaki Yamada, Simone Teufel and Takenobu Tokunaga developed an annotated model with 

algorithms for automatic extraction of argument structure based on Supervised Learning [16]. 

Their research work offers mechanisms that provide summaries or extracts from legal documents 
on individual issue topics. They evaluated the need for legal practitioners to consistently follow 

principles of legal arguments, an activity which can however be cumbersome in the midst of the 

realities of information overload for practitioners. They provided a mechanism that makes readily 

available, the right piece of information for a particular legal application. Our research highlights 
the importance for the coherence of the use and application of legal information in decision-

making, and thus considers several indications and concepts provided in their work. Our model in 

this paper requires the evaluation of a piece of law employed for decision-making, to ascertain 
whether it forms part of a legal premise or otherwise. The concept of having access and using the  
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right legal information or knowledge, as forming part of the process of efficient legal decision-
making is thus implemented for the analysis of fallacies in our research.  

 

There are other several impressive systems that have been modelled for decision-making, using 
different kinds of theories as well as drawing from other technologies which brings about 

improvement in the automated world. One of such impressive development is Detore and 

Suever’s “Automated Decision-Making Arrangement” [17]. Their system executes several levels 
of decision operations, by receiving input data which is analysed by comparing with 

knowledgebase data in the system. Data that matches the system’s knowledgebase is used to 

execute a decision operation, whereas data that do not match the knowledgebase is analysed for 

degree of divergence, and a decision operation is executed based on the nature of the input data. 
The system is generally composed of input, output, processing and storage functions. We take 

inspiration from the composition and function of this system, which led us to model our system to 

receive formalised text as input which will be transmitted into an analyser, we hold in a 
repository, a knowledgebase data of existing law or regulations, which will be applied to the input 

data in the analyser in different ways at different levels for fallacy discovery. We provide a 

pattern that will indicate the state of an argument being analysed in terms of soundness, validity 
and sufficiency.  

 

Computational mechanisms targeting the processing of natural language for knowledge and 

decision-making is becoming even more impressive by the years. The IBM’s Project Debater is 
one of the state of the art inventions that unveils a very practical feel of how machines can be 

made to process discourse as humans do. From this invention, we see the first Artificial 

Intelligent (AI) machine debate on complex topics without prior training on the topics. It has the 
capacity to listen to its opponent debater and give a rebuttal. The system combines complex 

mechanisms such as text segmentation, modelling human dilemma, listening comprehension, 

data-driven speech writing and delivery among others. The results of Project Debater is quite 

remarkable, just like several other systems that have yielded practical usefulness in various ways 
for resolving natural language problems.  

 

While AI is growing and gaining the capacity to resolve various complex human problems, 
especially in NLP, we are yet to see robust computational mechanisms that are engineered to 

directly target the discovery of fallacies in natural language expressions. We therefore in this 

research, focus narrowly on the challenges of identifying fallacies in legal argumentation, 
drawing from the existing reasoning theories and mechanisms.   

 

3. FALLACIES IN LEGAL ARGUMENTATION  
 

In legal argumentation, legal practitioners try to assess the validity and soundness of the 
reasoning employed in the argumentation with the facts of a piece of law [18][19]. This exercise 

can sometimes be difficult, as legal language expression itself can be very confusing [20]. When 

there is a fault in the logic structure or reasoning pattern of a legal argumentation, fallacies may 
occur. Argumentation theorists have tried several means to classify these fallacies to capture their 

varied structure and complexities for identification. By these classifications, there are some form 

of fallacies which are being referred to as logical fallacies, where the logic rules are particularly 

said to be ignored in the course of making deductive conclusions [21].  
 
 

Legal argumentation has been one domain of life that depends much on the use and interpretation 

of text for processing decisions. The interpretation of text is however subject to the complexity of 
legal expressions and reasoning, whereas legal expressions are mostly done with different levels  

 



International Journal of Artificial Intelligence and Applications (IJAIA), Vol.11, No.2, March 2020 

                     40 

 

of ambiguities which sometimes lead to unsound reasoning [22][23], and may as well result in the 
introduction of fallacies in decisions that are taken through the process [24]. 

 

The discovery of fallacies in the course of legal discourse or argumentation is a difficult task, and 
mostly eluding. This is because, the analysis of logical implication of legal expressions at the 

level of discourse is not robust enough to reveal faulty reasoning that lead to fallacies. Even 

though some researchers have attempted to use some computational means to support legal 
processes, they have not directly dealt with the problem of fallacies in legal argumentation to the 

best of our knowledge. 
 

There are over hundred types of fallacies that have been classified by their nature and how they 
are presented in language. We do admit that it is quite challenging to have one computational 

system that can adequately process all the types of fallacies; we therefore only focus on logical 

fallacies that occur in legal language and have used some of the basic rules for defining non 

sequitur fallacies, which is a type of logical fallacy for our model.  
 

3.1. Non Sequitur Fallacies and Legal Argumentation 
 

Non sequitur fallacies are generally discussed as fallacies that have their conclusions not 

following their premise, however, this opinion has been disagreed by other researchers who opine 

that the use of non sequitur in relation to fallacies is more complex and spans beyond the 
definition ascribed to it [25]. In a broader sense, non sequitur fallacies occur when the logical 

structure of an argumentation is undermined; when the validity, soundness and sufficiency of 

statements are faulty [26][27] [28].  
 

Example 1; 

 All birds can fly 

 A penguin is a bird 
 Therefor a penguin can fly 

 

Example 2: 
 If 2020 is divisible by 5  

then 2020 is a leap year 

 
Example 3: 

 A leap year is exactly divisible by 4 

1900 is divisible 4  

Therefore 1900 is a leap year 
 

Example 1 appears to be a valid argument, that is, if in our real world it is really the case that all 

birds can fly, then the conclusion would be correct. This is because the conclusion relates directly 
to the two premise, so this is not an error of validity of the argument. However, we do recognise 

two dissimilar premise which are synthesised but weakens the continuity of reasoning of the 

argument, resulting into a false conclusion [29]. In our real world, not all birds can fly, and one of 

such birds is a penguin; so in the assertion, the first premise which we know is factually false is  
 

related to a factually true premise in the statement for the deduction of our conclusion. Even 
though there is a semantic connection between them for the deduction process, the wrong 

assumption or premise of all birds can fly, poses an error of sound reasoning, since in real life not 

all birds can fly, which unfortunately leads to the logically correct deduction of a penguin can fly. 
The deductive structure followed a false premise and hence resulted into a fallacious conclusion.  
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In Example 2, we do realise that the year 2020 is indeed divisible by 5 and satisfies the condition 
of the premise, and therefore superficially makes the conclusion true, because 2020 is a leap year. 

However, 2020 being a leap year has nothing to do with it being divisible by 5. In other words, 

2020 being divisible by 5 is not a criteria for determining whether it is a leap year or not, so the 
premise is irrelevant to the argument; even though the premise and the derived conclusion both 

happen to be true, the premise does not form part of the deduction and is not necessary for the 

conclusion.  
 

In Example 3, we also realise that, we have two true premise for deducing the conclusion; it is 

true that a leap year is divisible by 4, and it is also true that 1900 is divisible by 4, however, the 

conclusion that 1900 is a leap year is false. This is because, the premise given in the argument are 
not sufficient to deduce the conclusion even though they are true, there are other factors which 

are needed in addition to the stated premise to correctly arrive at the conclusion that a year is a 

leap year or otherwise. These examples typifies the general form and structure of logical 
fallacies, which are generated by the different types of errors as shown. 

 

Non sequitur fallacies are common in legal argumentation, in the sense that, some claims made 
usually do not have sufficient or relevant premise to justify alleged conclusions made by the 

claimer, or, the reasoning employed to state an allegation is either faulty or not valid; the laws of 

the court requires that, any person making an allegation against an opponent has the onus to 

tender in evidence of their claim to the court for examination and decision-making.  
 

The exercise of assessing and deciding whether a claim is true or false typically follows the 

pattern of asserting a non sequitur fallacy in legal argumentation; in both instances of the 
processes, we are generally interested in whether the conclusion made follows its corresponding 

premise; this close relation of the processes allows us to narrow our solution to identify non 

sequitur fallacies in legal argumentation which are logical and deductive errors in nature, by 

establishing the disconnect between a premise and a conclusion. We are also interested in 
ensuring that, claims made are done with legal certainty [30].  

 

4. FINDINGS 
 
In this study, we generally provide a modelled system that examines all aspects of a legal 

statement using rules that establish validity, soundness, sufficiency and necessity, for the 

automated discovery of fallacies; we assert from the finding of this study, that, an argument that 

is valid, sound and has sufficient and necessary propositions avoids fallacies. The computational 
mechanism provided by this study therefore requires that an argument is assessed in all these 

aspects.   

 
Logical fallacies occur in the process of reasoning where the logics of an argument is 

undermined. We have only maintained the generic structure of Non Sequitur fallacies for their 

deductions in legal text, and not really considering all specific forms and complexities of it. The  
 

generic structure maintained here is sufficient for the purpose and delimitation of this study. Non 

sequitur fallacies in legal argumentation can occur generally in the following;  
 

1. A claim made against an opponent or a respondent.  

2. Facts presented to a court by a respondent against a claim. 
 

 

 



International Journal of Artificial Intelligence and Applications (IJAIA), Vol.11, No.2, March 2020 

                     42 

 

3. The law or legislative instrument employed for judgement or decision-
making of the court.  

 

4. The conclusion or decision of a judge on a case. 
 

The modelled system considers the enlisted areas above for assessment and the discovery of 

fallacies.  Usually, in a court case, a claim follows a logic structure of antecedent and consequent 
to challenge real facts of a respondent based on a legal backing [31]. In our model, a claim Cl has 

a set of premise Pc, where Pc holds a list of statements Pc1, Pc2,…,Pcn.  and Cl is implied by Pc. 

 

Therefore, Cl:-Pc.  
Where, Pc= [Pc1, Pc2, Pc3, …, Pcn]. 

 

Claims are truth-functional which are usually asserted using corresponding or appropriate laws. 
We denote an existing piece of law that would be employed to assert a claim as Lw. The law is 

also an argument composed with antecedent-consequent logic structure, and sometimes as 

axiomatic facts. We denote the premise of a piece of law as PL, with atomic statements PL1, 
PL2… PLn. 

 

Therefore, Lw:-PL.  

Where, PL=[PL1, PL2, ..., PLn]. 
 

We denote the decision of the judge or the court as D with a list of premise PD, with atomic 

statements PD1, PD2,…,PDn. Which are based on legal provision. 
 

Therefore, D:-PD. 

Where, PD=[PD1, PD2,PD3,…,PDn]. 

 
The defined premise and implied conclusions are variables that hold atomic statements defined in 

the law and the claim, which are all truth-functional. Generally, the mechanism for assessing legal 

and logic requirements of an argument is provided for in the model. 
 

4.1. Algorithmic Model for Automated Fallacy Discovery 
 
The algorithm is designed to assess any claim, as well as associated legislative instrument 

employed by a court. It also uses facts established by the court and performs a deductive reasoning 

through the text for the discovery of logical fallacies that may occur in the process.  
 

The Algorithm 

Fetch Cl. 
Fetch Lw. 

DO Validity(Cl). 

 If FALSE PRINT “Fallacy Alert - invalid Claim” else GOTO NEXT 

 
DO Lw =@= Cl. 

 If FALSE PRINT “Fallacy Alert - legal inconsistency” else GOTO 

NEXT 
DO same_length(Pc, PL). 

 If FALSE PRINT “Fallacy Alert - insufficient Premise” else GOTO 

NEXT. 

DO subset(Pc, PL). 
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 If FALSE PRINT “Fallacy Alert – Not Necessary Premise” else 
DO ?-CL.  

STOP. 

 
 

Prolog code for establishing a fallacy;  

 

Fallacy(S):-    
Validity(Cl); 

Lw \=@=CL;  

\+ same_length(Pc, PL);  
\+ subset(Pc, PL);  

([Validity(Cl), Lw \=@=CL, \+ same_length(Pc, PL), \+ subset(Pc, 

PL)]). 
 

We propose for our system, an input mechanism that can transmit a claim generated in Prolog to a 

fallacy analyser, that will receive the claim and as well receive the corresponding piece of law in 

Prolog programme from a Knowledgebase. The analyser will use the pattern provided in the 
algorithm to assess the validity, soundness, sufficiency and necessity as well as the legal backing 

of an argument. The analyser after these assessments can then process facts of a respondent, 

against whom a claim is made to ascertain the truth values of the whole argument.  
     

 
 

Figure 1. Nakpih’s Model of Automated Fallacy Discovery System  
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4.2. Validity and Soundness  
 

Some researchers argue that validity of logics, especially of the First Order, is undecidable and 
also semi-decidable [32][33]; however, the general rules for establishing validity suffices for the 

process in our model, that is, an argument is said to be valid if and only if the conclusion cannot 

be false whiles all premise of the argument are true [34], which can be proven through various 

means including contrapositive [35][36]. The model below ensures validity of a claim;  
 

If  Validity(Cl):- 

( 
  Pc= [Pc1, Pc2, Pc3, …, Pcn], 

  Pc->T  

)  
Then Cl:- T. 

AND  

If Pc:-T 

And Cl:-F */invalid 
 

For a claim to be in a valid logic form, all atomic statements of the premise Pc1 to Pcn if ANDed 

together evaluates a True value (T), then the conclusion of the claim must resolve True. However, 
if the ANDed atomic values of Pc resolves True and the conclusion of the claim resolves False 

(F), then the argument or claim is invalid.  
 

One other step in the decision-making process on a court case, is to examine evidence of claims 

against the real facts of a respondent [37]. This is where the truth-functionality of propositions is 
tested. The model therefore allows for the evaluation of truth values of propositions of claims 

against the certified real facts of a respondent, and thus maintains the soundness of an argument. 

 
A sound argument must first be valid and must have premise which are really true [38]. While 

validity maintains that the structural composition of a claim guarantees that a conclusion should 

be true as long as its premise are true, the soundness of a claim further enforces that the given 

premise are actually true [39]. The component of the model enforcing soundness also evaluates 
the content of a claim against established facts of the court to ascertain truth values of the claim 

(after its logic form is satisfied). This will allow for evidence or facts of a claim to be evaluated 

through deductive reasoning; the important facts established by court will be given as input to the 
system for the evaluation process. The objective here is to ensure that, claims are not only valid 

but sound, and this is because, sound arguments to a good extend resolves fallacies.   

 

4.3. Sufficiency and Necessity  
 

On the account of sufficiency for the avoidance of fallacy [40], we ensure that the minimal 
premise required to establish a conclusion of an argument is enforced. By this evaluation, claims 

made without adequate required premise to deduce a conclusion will be detected. The sufficiency 

of the premise of a claim is evaluated based on legal provision; every piece of law usually has a 

set of premise, or, axiomatic facts that are used to establish legal conclusions. The premise of a 
claim therefore should not be anything less than what is required by a corresponding piece of law 

for the deductive process. Thus, the obvious minimal premise for a legal conclusion must always 

be maintained. We therefor generate same_length(Pc, PL) where the premise of the claim is 
matched with the required premise of piece of law, for ensuring sufficiency of an argumentation. 
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On the account of necessity [41], evaluation of a claim and its associated law is also made; the 
evaluation is done to ascertain whether the claim is made on valid legal grounds or otherwise, 

even before the process of fact-finding is engaged. Claims generated must correspond to some 

legal provision to allow for legal reasoning. The atomic statements made in a claim should have 
some coherence with atomic statements made in the declaration of its associated law; we generate 

Lw=@=Cl to assess the structural equivalence of a piece of law corresponded to a claim. We as 

well generate subset(Pc, PL) to ensure that the premise of a claim relates to the premise of an 
existing law. This is to warrant that the premise of a claim made is a legal premise and is relevant 

or necessary for the reasoning and deduction of a legal consequent in a claim. By this evaluation, 

a premise which is found in a claim but not relevant or necessary for the deduction process per 

legal provision will be detected.  
 

The various aspects of the model ensures that different logical and legal requirements of an 

argument are asserted, and their combined process guarantees the detection of fallacies.  
 

5. FUTURE WORK 
 

The system we have provided analyses formalised text for fallacies, however, the processes of 

formalism of natural text is not automatic. For future works and for the improvement of our 
system, it will be interesting to provide a mechanism that can extract natural text and formalise it 

automatically into a knowledgebase where it can be further be retrieved for the fallacy analysis.  
 

We also look forward to a mechanism that can automatically retrieve a piece of law related to a 

claim. The ability to identify a piece of law that is appropriate for assessing the legal consistency 
of a claim is a human activity in our system. An intelligent mechanism for retrieving a piece of 

law automatically based on a claim will augment the efficiency of our model. There are several 

information retrieval systems for legal practice, which generally retrieve documents required with 
content for use, such retrieval mechanisms can be modelled to focus on understanding formalised 

claims and then retrieve the corresponding legislative instrument from a knowledgebase for 

fallacy analysis. Formalism of fallacies is a grey area in NLP, other researchers can take the 
leverage of using theories and technologies that exist already to target this complex problem of 

natural language.   

 

6. CONCLUSION  
 
The quest to resolve fallacies in argumentation is not a simple task; fallacies have been 

controversial since the discussions of it begun, and still remains controversial, so, we do not claim 

to offer a computational solution that captures all the complexities of logical fallacies. 
Meanwhile, various research discussions have given credible insight to the general structure and 

form of fallacies. The main concern for language users in general, especially legal practitioners, is 

how to be able to identify these fallacies when they occur, or rather, how to avoid them all 

together. Through NLP, which is a branch of AI, researchers have provided various tools for 
addressing different semantic challenges; we therefore follow the insight on fallacies and the 

technologies of NLP available to us for providing a system that discovers logical fallacies in legal 

argumentation automatically.  
 

In this paper we provided a computational mechanism for assessing legal argumentations, for the 

discovery of logical fallacies, particularly non sequitur; we consider the problem of validity, 
soundness, sufficiency and necessity among other factors as underpinning the generation of 

logical fallacies in legal argumentation, we therefore provided a model that allows these aspects 

of any legal claim or argument made to be evaluated. At each step of evaluation by the modelled  
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system, we ensure that any error realised in a statement that amounts to a non sequitur fallacy can 
be detected. We generated an algorithm in Prolog, and then a conceptual model of how the whole 

system is intended to work for the discovery of fallacy. We thus assert by this research, that 

dealing with the problem of validity, soundness, sufficiency and necessity resolves fallacies in 
argumentation.  
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