AN INTELLIGENT MODEL FOR DETECTION OF POST-OPERATIVE INFECTIONS
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ABSTRACT

An effective intelligent diagnosis model is aiming to provide a comprehensive ANALYSIS to form optimal partitioning REPRESENTATION of patient data, and extracts the most significant features for each partition which raise the accuracy of diagnosis process. Optimal Clustering for support feature machine (OCSFM) is proposed to improve the feature selection in medical data classification comprises clustering, feature selection, and classification concepts which is based on fuzzy C-means, max-min, and support feature machine (SFM) models. Experiments have been conducted on database of surgical patients to detect post-operative infections. The performance of the method is evaluated using classification sensitivity, specificity, overall accuracy, and Matthew’s correlation coefficient. The results show that the highest classification performance is obtained for the OCSFM model, and this is very promising compared to NaïveBayes, Linear Support Vector Machine (Linear SVM), Polykernal SVM, artificial neural network (ANN), and SFM models.
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1. INTRODUCTION

Many patients are admitted to hospital for surgery. During the intervention, they did not show any problem. However, the patients were discomfort from infections that they do not suffer from previously. Infection occurs for various reasons; the most frequent one is that of micro organisms which are found naturally in the skin of the patient when the wound is done during the surgical procedure; however it is minimal to cause inflammation. At present the phenomenon of primary bacteremia occurs when bacteria are presented in blood emerging the leading causes of nosocomial infections related to intravenous therapy. National institute of medical sciences and nutrition, Salvador has recorded between 10 to 15 million nosocomial infections, which are related to about one hundred thousand people of deaths each year. Some people may have infection but they have few or no symptoms, as a result a serious infection has been developed as contraceptive for woman or death. So, the early detection of infection and finding out its reason is important to increase the chance of successful treatment. Analyzing data for clinical decision support is a task that has a great importance to help saving time of both patients and doctors and to minimize the risk of making wrong diagnoses.
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Machine learning and data mining techniques have been successfully applied to various biomedical domains, for example the detection of tumors, the diagnosis and prognosis of cancers, liver diseases, diabetes, heart disease and other complex diseases [1-4]. One of the core issues in biomedical is data analysis and mining. The goal of predictive data mining in clinical medicine is to derive models that can use patient specific information to predict the outcome of interest and to support clinical decision making. Classification and clustering are an important data mining tasks which are widely used in numerous real world applications. Classification aims at exploring through data objects to find a set of rules which determine the class of each object according to its attributes. These rules are later used to build a classifier to predict the class or missing attribute value of unseen objects whose class might not be known. Clustering is a process aiming at grouping a set of objects into classes according to the characteristics of data so that objects within a class can have high mutual similarity while objects in different classes are dissimilar. SFM gives very good classification results, uses far fewer features to make the decision than support vector machine (SVM) classification and Logical Data Analysis (LAD) [5]. SFM model ignores the variations (pathological types) of diseases, and it uses a union dataset of two disjoint sets, one represents the positive group (patients do not have disease) and the other represents the negative group (patients have disease). Negative and positive groups may have a various reasons to cause them. In other words, diseases may have number of different pathological types.

In this paper we present a new hybrid approach based on SFM that employs advances in classification disease and fuzzy clustering that has less sensitive to class’s noisy data. We call this hybrid approach an optimal clustering for Support Feature Machine (OCSFM). The goal of OCSFM is to classify the disease into optimal classes that have a various effected features of disease symptoms. The advantage of OCSFM, it has classes with less sensitive to noise since noise data points will have very low degrees in all classes and selection of features is based on features that have high classifiability. We evaluated the performance of OCSFM on database warehoused from more than one server contained data of surgical patients. This database can be used to determine post-operative infections, and to find out organism names that cause these organisms.

In section 2, related works will be explained. In section 3, classification criteria's will be described. In section 4, each step of our proposed OCSFM will be detailed. In section 5, the results and the performance characteristics of the proposed approach will be discussed. The concluding remarks will be offered in section 6.

2. RELATED WORKS

OCSFM model is an integration of both characteristics of supervised and unsupervised models and is based on clustering, feature selection, and classification concepts, which uses fuzzy clustering, max-min, and SFM models that employ advances in classification of medical data.

2.1. Fuzzy Clustering

Clustering is a process that brings a set of objects together into classes according to data characteristics, so that objects within a class can have high mutual similarity, while objects in different classes are dissimilar. Existing clustering models could be classified into three subcategories hierarchical, density based, and partition-based approaches. Hierarchical algorithms organize objects into a hierarchy of nested clusters; hierarchical clustering can be further divided into agglomerative (bottom-up) and divisive (top-down) methods [6-9]. Density based algorithms describe the density of a data which are set by the density of its objects; the clustering involves the search for dense areas in the object space [10-12]. The core idea of Partition based algorithms is to partition data directly into disjoint classes. This subcategory includes several algorithms as k-means, fuzzy c-means,
P3M, SOM, graph theoretical approaches, and model based approaches [9] and [13-18]. These approaches assume a predefined number of clusters. In addition, these approaches (except the fuzzy/possibilistic ones) always make brute force decisions on the class borders and thus, it may be easily biased by noisy data. This fact makes these fuzzy/possibilistic approaches less sensitive to noisy data. Fuzzy c-means algorithm (FCM) is an iterative partitioning method [19]. It partitions data samples into c fuzzy classes, where each sample \( x_j \) belongs to a class k with a degree of belief which is specified by a membership value \( u_{kj} \) between zero and one such that the generalized least squared error function \( J \) is minimized.

\[
J = \sum_{j=1}^{n} \sum_{k=1}^{c} (u_{kj})^m d(x_j, y_k)
\]  \hspace{1cm} (1)

Where \( m \) is a parameter of fuzziness, \( c \) is the number of classes, \( y_k \) is the center of class \( k \), and \( d(x_j, y_k) \) expresses the similarity between the sample \( x_j \) and the center \( y_k \). The summation of the membership values for each sample is equal to one, and

\[
0 < \sum_{k=1}^{c} u_{kj} \quad \text{and} \quad \sum_{k=1}^{c} u_{kj} = 1 \quad \forall j = 1, \ldots, n
\]  \hspace{1cm} (2)

this guarantees that no class is empty. This approach is called probabilistic clustering, since that the membership degrees for a given data point formally resemble the probabilities of being a member of the corresponding class. This makes the possibilistic clustering less sensitive to noise since noise data points will have very low degrees in all classes. The minimizations of \( J \) are resulted in the following membership function and class center.

\[
u_{kj} = \frac{1}{\sum_{i=1}^{c} \left( \frac{d(x_j, y_i)}{d(x_j, y_k)} \right)^{m-1}}
\]  \hspace{1cm} (3)

\( u_{kj} \) is a possibility degree that measures how much typical is data point \( x_j \) to class \( k \). The membership degree of \( x_j \) to a cluster not only depends on the distance between \( x_j \) and that class, but also the distances between \( x_j \) and the other classes. The partitioning property of a probabilistic clustering algorithm, which distributes the weight of \( x_j \) on the different classes, is due to this equation. Although it is often desirable, the relative character of the membership degrees in a probabilistic clustering approach can lead to counterintuitive results.

\[
y_k = \frac{\sum_{j=1}^{c} (u_{kj})^m x_j}{\sum_{j=1}^{c} (u_{kj})^m}
\]  \hspace{1cm} (4)

This choice makes \( y_k \) proportional to the average intra class distance of \( k \), and is related to the overall size and shape of the class.
2.2. Max-Min Median Initialized Fuzzy C-means

Fuzzy c-means algorithms (FCM) are sensitive to the initial center choices, especially for noisy data, since the classes are separated groups in a feature space. The basic max-min approach was first proposed by Tou and Gonzalez in Ref. [20]. It is desirable to select the initial centers which are well separated. The next sample is chosen such that the minimum distance between it and all previously selected samples is a maximum. Specifically, to select the third sample, the first two elements of rows r and w are compared, the minimum is chosen; the minimum of the second elements in rows r and w is chosen, etc. This gives the minimum distance between sample 1 and samples r and w, between sample 2 and samples r and w, etc. A new n element vector (for all n samples) of minima results; the maximum of this vector determines the third sample to retain (max min distance). This procedure is repeated until c samples are selected. Each selected sample is then replaced by the median point of its p nearest neighbors.

2.3. Support Feature Machine Algorithm

The selection feature of voting scheme based on one matrix $A = (a_{ij})$ is an $n \times m$, $i = 1, \ldots, n$, $j = 1, \ldots, m$, where $n$ is the number of samples and $m$ is the number of features. The classification is correct when the average distances from sample $i$ to all other samples in the same class at feature $j$ (intra class distance) is smaller than the average distances to all samples in different class at the same feature (inter class distance). Therefore, the entry $a_{ij} = 1$ indicates that the nearest neighbor rule is correctly classified sample $i$ at feature $j$, 0 otherwise. The best subset of features is selected, which gives the majority correct votes (value 1’s) that have the maximum number of correct classified samples [5].

2.3.1. Voting Scheme (V-SFM)

The selection feature of voting scheme based on one matrix $A = (a_{ij})$ is an $n \times m$, $i = 1, \ldots, n$, $j = 1, \ldots, m$, where $n$ is the number of samples and $m$ is the number of features. The classification is correct when the average distances from sample $i$ to all other samples in the same class at feature $j$ (intra class distance) is smaller than the average distances to all samples in different class at the same feature (inter class distance). Therefore, the entry $a_{ij} = 1$ indicates that the nearest neighbor rule is correctly classified sample $i$ at feature $j$, 0 otherwise. The best subset of features is selected, which gives the majority correct votes (value 1’s) that have the maximum number of correct classified samples [5].

2.3.2. Averaging Scheme (A-SFM)

The selection feature of averaging scheme is based on two matrices. The first is an $n \times m$ intra class distance matrix $D = (d_{ij})$, and the other is an $n \times m$ inter class distance matrix $\overline{D} = (\overline{d}_{ij})$. The entry of the intra class matrix $d_{ij}$ is the intra class distance, the entry of the inter class matrix $\overline{d}_{ij}$ is the inter class distance. After the two matrix are constructed, the selection of features is derived from the sum of intra class average distances ($d_{ij}$) are smaller than the sum of inter class average distances ($\overline{d}_{ij}$) in the selected features [5].

3. Classification Criterion

The performance of data classification is commonly presented in terms of sensitivity and specificity. Sensitivity measures the fraction of positive test samples that are correctly classified as positive, then we define

$$\text{Sensitivity} = \frac{TP}{TP + FN} \quad (5)$$
where TP and FN denote the number of true positives and false negatives, respectively. Specificity measures the fraction of negative test samples that are correctly classified as negative. Let FP and TN denote the number of false positives and true negatives, respectively, then we define

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

An overall accuracy is defined as

\[
\text{Accuracy} = \frac{TN + TP}{TP + FP + TN + FN}
\]

The Matthew's correlation coefficient (MCC) is a powerful accuracy evaluation criterion of machine learning methods. Especially, when the number of negative samples and positive samples are obviously unbalanced; MCC gives a better evaluation than overall accuracy with a lot of machine learning methods, such as SVM, ANN and BNN [1]. MCC should be used as an additional evaluation criterion.

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

4. Proposed Model

We propose a new hybrid algorithm based on fuzzy C-means, max-min, and support feature machine approaches is called OCSFM. The goal of OCSFM is to classify the data points into optimal number of representative classes that have smallest average distance (intra class distance), and greatest average distance to all different class (inter class distance). This makes OCSFM has classes less sensitive to noise since lowest noise degree data point's in all classes, and maximize classification accuracy. The flowchart of our proposed algorithm is shown in Figure 1.

Our model is composed of six main steps. In the first step (Clustering), cluster data points in order to form optimal partitioning representative of classes with smallest intra class distance and greatest inter class distance, considering in the clustering process the maximization of classification accuracy. In the second step (Selected Features), find the optimal subset of features in order to have the maximum number of samples correctly classified into those partitioning classes. In the third step (Classification) training samples are classified according to those selected features, and compute the performance of data classification which is presented in terms of TP, TN, FP, and FN to obtain MCC.

In the fourth step (Classes representatives points), we use max-min method to select classes representatives, it chooses a median of one class from those partitioning classes as a start point to select another classes representatives points as separate as possible from start point. In the fifth step (Multi step max-min algorithm), find an optimal representative partitioning for a fixed number of classes, each iteration of the optimization process is based on clustering, selected features, and classification is obtained by the max-min method but it changes start point with another class median. Iteration is stopped when each of classes medians is selected as a start point, therefore number of iteration for multi step max-min algorithm are equal to classes medians (number of classes). In the sixth step (Optimal classes number), compute an optimal classes number of partitioning classes by highest classification accuracy. For this, multi step max-min algorithm is repeated with increasing the number of partitioning classes from \(c_{\text{min}}\) to \(c_{\text{max}}\),
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using MCC as a validity measure in Equation (8), the optimal number that is produced the highest MCC.

4.1. OCSFM Algorithm

In our proposed approach (OCSFM) in algorithm 1 for a given number of classes \( c(c_{\min} \leq c \leq c_{\max}) \), \( c_{\min} \) and \( c_{\max} \) are user specified parameters, and represents respectively, the lower and upper bounds of the expected optimal number of classes. We find the optimal partitioning \( c_{\nu} \) using the modified multi step max-min algorithm, and use MCC as a validity measure in Equation(8), the optimal number of classes is producing the highest MCC.
4.2. Multi Step Max-Min Algorithm

The multi step max-min algorithm is used to find an optimal representation of partitioning classes for a fixed number of classes. In the multi step max-min algorithm, each iteration of the process is based on the partition obtained by the max-min method.

**Algorithm 1: OCSFM algorithm**

**Input:** Data Set $D = \{d_0, d_1, \ldots, d_n\}$, $c_{\text{min}}$ and $c_{\text{max}}$ the minimal and the maximal numbers of expected clusters, respectively.

**Output:** $c_o$ An optimal cluster scheme.

**Algorithm 2: Multi step Max-Min approach with MCC as an optimization criterion**

**Input:** Data set $D = \{d_0, d_1, \ldots, d_n\}$, number of clusters $C$, starting point $m$.

**Output:** Optimal partitioning $c_o = \{C_1, \ldots, C_c\}$ for a fixed number of classes.

**begin**

1. Compute the cluster representative for $c_o$ using Algorithm 4
2. For $i \leftarrow 2$ to $C$
   3.1. Recompute Cluster medians with $m_i$ as a start point using Algorithm 3.
   3.2. Recompute the cluster representative for $c_o$ using Algorithm 4
   3.3. Perform selected features algorithm (Algorithm 5 for V-SFM or Algorithm 6 for A-SFM) to find optimal separability features $F = \{f_1, \ldots, f_n\}$ for $c_o$ and $\overline{c}_o$.
   3.4. Perform nearest neighbor classification algorithm (Algorithm 7) to find TP, TN, FP, and FN for $c_o$ and $\overline{c}_o$.
   3.5. Compute the MCC of both cluster schemes $c_o$ and $\overline{c}_o$ using Eq. (9).
   3.6. If $(\text{MCC}(\overline{c}_o) > \text{MCC}(c_o))$ then Let $c_o \leftarrow \overline{c}_o$

**end**
The max-min method tries to select class representatives by making classes as separate as possible. The basic max-min approach was first proposed in [20] and is summarized in Algorithm 3. Our approach is summarized in Algorithm 2. Initially, we compute a class scheme using the max-min method starting from the given initial point \( m \). Thereafter, a refinement of this scheme is performed using the same max-min method but with the computed object medians as new starting points.

4.3. Classes Representatives

After obtaining the new set of representatives using algorithm 2, in algorithm 4 each data point is assigned to the cluster that has the nearest representative (median). The whole process is repeated until the set of representatives becomes stable, or a maximal number of iterations are reached.
4.4. Selected features

The classification accuracy of every feature can be evaluated by applying A-SFM or V-SFM that gives the accuracy information for all features, those formulated to incorporate all the classification decisions made by each feature and select the best subset of features which maximizes the classification accuracy. In Algorithm 5, the voting scheme with the SFM. In Algorithm 6, the averaging scheme with the SFM.

**Algorithm 5: Selected features V-SFM approach**

**Input:** Optimal partitioning \( c_o = \{ C_1, \ldots, C_c \} \) that have \( j = 1, \ldots, m \) features, positive and negative point declaration.

**Output:** optimal separability features \( F = \{ f_1, \ldots, f_n \} \)

begin
1. Let POS set is empty.
2. for \( i \leftarrow 1 \) to \( c \) do
   2.1. if (number of positive data points for \( c_i \) > number of negative data points for \( c_i \)) then \( \text{POS} = \text{POS} \cup c_i \). end if
   end for
3. for \( i \leftarrow 1 \) to \( c \) do
   3.1. if (number of negative data points for \( c_i \) > number of positive data points for \( c_i \)) then begin
   4.1. \( f_i \leftarrow \text{empty} \).
   4.1.2. for \( j \leftarrow 1 \) to \( m \) do
   4.1.2.1 if (\( \sum a_{ij} \) is high e.g. (greater than a half number of \( c_i \) data points)) then \( f_i = f_i \cup j \). end if
   end for
   4.1.3. \( F = F \cup f_i \).
end if
end for
return \( (F) \)
end

**Algorithm 6: Selected features A-SFM approach**

**Input:** Optimal partitioning \( c_o = \{ C_1, \ldots, C_c \} \) that have \( j = 1, \ldots, m \) features, positive and negative point declaration.

**Output:** optimal separability features \( F = \{ f_1, \ldots, f_n \} \)

begin
1. Let POS set is empty.
2. for \( i \leftarrow 1 \) to \( c \) do
   2.1. if (number of positive data points for \( c_i \) > number of negative data points for \( c_i \)) then begin
   4.1. \( f_i \leftarrow \text{empty} \).
   4.1.2. for \( j \leftarrow 1 \) to \( m \) do
   4.1.2.1 if (number of negative data points for \( c_i \) > number of positive data points for \( c_i \)) then begin
   4.1.3. \( F = F \cup f_i \).
end if
end for
end for
return \( (F) \)
4.5. Classification

After obtaining the optimally selected features, in algorithm 7 dataset is classified according to those selected features F. V-SFM classifies an unlabeled class sample to the class with majority voting from all selected whose baseline training samples are more similar to the sample based on the dimension of selected features. After each data point is labeled by SFM schemes, accuracies of SFM schemes can be calculated by comparing the labeled class with the actual class of each sample [5].

Algorithm 7: Nearest neighbor classification approach

**Input:** Data set $D = \{d_0, d_1, \ldots, d_n\}$, Optimal partitioning $c_o = \{C_1, \ldots, C_c\}$, optimal separability features $F = \{f_1, \ldots, f_n\}$.

**Output:** TP, TN, FP, and FN the true positive, true negative, false positive, and false negative, respectively.

**begin**

1. for each $d_j \in D$ do

   begin

   1.1. choose the nearest neighbor according to features $F$ for each class, say $c_i$.

   1.2. if number of negative data points for $c_i >$ number of positive data points for $c_i$) then if ($d_j$ is negative data point) then $TN=TN+1$ else $FN=FN+1$ end if else if ($d_j$ is positive data point) then $TP=TP+1$ else $FP=FP+1$ end if

   end if

end for

2. for $i \leftarrow 1$ to $c$ do

   begin

   3. if number of negative data points for $c_i <$ number of positive data points for $c_i$) then begin

   3.1. Compute intra class matrix $D = (d_{ij})$ (average distance between each data point $i$ in $c_i$ and all other data points in the same class for each feature $j$).

   3.2. Compute inter class matrix $\overline{D} = (\overline{d}_{ij})$ (average distance between each data point $i$ in $c_i$ and all data points in POS set for each feature $j$). end if

end for

2. for $i \leftarrow 1$ to $c$ do

   begin

   3.1. $f_i \leftarrow$ empty.

   3.2. for $j \leftarrow 1$ to $m$ do

   3.2.1. if ($\sum d_{ij} < \sum \overline{d}_{ij}$) then $f_i = f_i \cup j$. end if

end for

3. $F = F \cup f_i$.

end if

end for

return ($F$)

end

then $POS = POS \cup c_i$. end if

end for

3. for $i \leftarrow 1$ to $c$ do

   begin

   3.1. if number of negative data points for $c_i >$ number of positive data points for $c_i$) then begin

   3.1.1. Compute intra class matrix $D = (d_{ij})$ (average distance between each data point $i$ in $c_i$ and all other data points in the same class for each feature $j$).

   3.1.2. Compute inter class matrix $\overline{D} = (\overline{d}_{ij})$ (average distance between each data point $i$ in $c_i$ and all data points in POS set for each feature $j$). end if

end for

end
5. EXPERIMENTS AND DISCUSSION

In this study, database of surgical patients was used and analyzed. They have been collected from more than one server of Egyptian hospitals. There are 446 records in this database. Each record in the database has 15 features which are believed to be a good indicator for the infections. These features include age, gender, clinical department name, operation name, operation risk index, health degree of patient (from 1 to 5), actual duration for operation, duration ideal for operation, wound class (none, mild, moderate, severe) of inflammation, length of stay sick before and after the operation, the period between first dose of antibiotic and starting operation, patient temperature during the operation, infection index (non-infected, infected), and name of organism that cause infection. In this database, 101 records (patients) have infection and 345 records (patients) have no infection.

All the experiments were implemented and performed on AMD Phenom 9550 Quad Core 2.2 GHz workstation with 4 gigabytes of memory running on Windows Server 2003. All calculations and algorithms were implemented and run on ORACLE 10G. All programs were written by Java language. We divided the data into training and testing phases, in test stage, 5-fold cross validation method was applied and the top performances are tabulated. The classification performance in the training phase was used to identify the best parameter setting and test it into the testing phase. We evaluated the classification performance of OCSFM with NaïveBayes, Linear SVM, Polykernal SVM, ANN, and SFM approaches; we supported those approaches with two different selected features models, A-SFM that has a good performance than V-SFM [5] and genetic model. We used these models to know the best selection feature model and the classification approach that can be used to hit the highest performance. We propose two distinct experiments.

First experiment, NaïveBayes, Linear SVM, Polykernal SVM, ANN, and SFM approaches are used a union dataset of two disjoint sets; one represents the positive group (patients do not have infections) and the other the negative group (patients have infections). In other words training data is divided into two classes one represent the positive data points and the other the negative data points, ANN is built with two hidden layer, and twelve features are selected by A-SFM model. Sensitivity, specificity, overall accuracy and MCC for each of training data and testing data of those approaches with OCSFM approach that are based on the subset of selected features from A-SFM model in the classification data are summarized in table 1.

Table 1. Training and Testing Performance in % sensitivity, specificity, overall accuracy and MCC of NaïveBayes, Linear SVM, Polykernal SVM, ANN, SFM, OCSFM approaches using A-SFM approach to select features.

<table>
<thead>
<tr>
<th>Classification algorithm</th>
<th>Training Data</th>
<th>Testing Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaïveBayes</td>
<td>92.72</td>
<td>72.13</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>99.74</td>
<td>26.22</td>
</tr>
<tr>
<td>Polykernal SVM</td>
<td>99.74</td>
<td>24.59</td>
</tr>
<tr>
<td>ANN</td>
<td>100</td>
<td>39.34</td>
</tr>
<tr>
<td>SFM</td>
<td>90.75</td>
<td>39.62</td>
</tr>
<tr>
<td>OCSFM</td>
<td>95.08</td>
<td>71.69</td>
</tr>
</tbody>
</table>
Second experiment, the classification approaches classified data based on the subset of selected features from genetic model, five features are selected. The performance criteria's of training data and testing data classification are summarized in table 2. In this experiment, Linear SVM, Polykernal SVM, and SFM models can not calculated MCC as TN and FN are equaled zero.

Table 2. Training and Testing Performance in % sensitivity, specificity, overall accuracy and MCC of NaïveBayes, Linear SVM, Polykernal SVM, ANN, SFM, OCSFM approaches using Genetic approach to select features.

<table>
<thead>
<tr>
<th>Classification algorithm</th>
<th>Training Data</th>
<th>Testing Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaïveBayes</td>
<td>94.81</td>
<td>19.69</td>
</tr>
<tr>
<td>Linear SVM</td>
<td>100</td>
<td>00.00</td>
</tr>
<tr>
<td>Polykernal SVM</td>
<td>100</td>
<td>00.00</td>
</tr>
<tr>
<td>ANN</td>
<td>99.14</td>
<td>17.31</td>
</tr>
<tr>
<td>SFM</td>
<td>100</td>
<td>00.00</td>
</tr>
<tr>
<td>OCSFM</td>
<td>97.40</td>
<td>33.96</td>
</tr>
</tbody>
</table>

The results are shown in table 1 that our proposed model OCSFM enhances the behavior of classification models by clustering a dataset into optimal partitioning which improved overall accuracy and MCC in both training and testing data by sensitive rates. A-SFM model selected the best effective features in the classification data rather than genetic model, which appeared on the results of Tables 1 and 2. OCSFM hits the highest rate of classification accuracy with A-SFM model. The improvement of classification accuracy is very crucial in the infection identification process; the improvement of sensitivity can reduce the rate of false detection of non-infection. Similarly, the improvement of specificity can reduce the rate of false detection of infection; avoidance of infection complication can increase the chance of successful treatment. The improvement can be appeared clearly on using OCSFM model, and it is considered as the important purpose that can help physicians to better detect the infection, and the name of organism that cause it.

6. Conclusions

New hybrid model has been proposed and applied to detect post-operative infections. This approach is a combination of clustering, selected features and classification approaches. Results have indicated that our proposed approach can minimize noise data points, smallest intra class distance, greatest inter class distance in all classes, optimal selection of features in order to have the maximum number of samples correctly classified, and highest classification accuracy. Here, after applying our intelligent model, the overall accuracy, and the Matthew’s correlation coefficient have been improved comparing with NaïveBayes, Linear SVM, Polykernal SVM, ANN, and SFM approaches using A-SFM and Genetic approaches to select features. Results showed that A-SFM selected features provided good classification performance than genetic approach which showed the significant improvement in both accuracy and robustness, and the optimal selected features can be used as the reference for making decision in hospital and provide the reference for the researchers.
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