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ABSTRACT

In this work, a hierarchical population-based memetic algorithm for solving the satisfiability problem is
presented. The approach suggests looking at the evolution as a hierarchical process evolving from a coarse
population where the basic unit of a gene is composed of cluster of variables that represent the problem to
a fine population where each gene represents a single variable. The optimization process is carried out by
letting the converged population at a child level serve as the initial population to the parent level. A
benchmark composed of industrial instances is used to compare the effectiveness of the hierarchical
approach against its single-level counterpart.

KEYWORDS

Satisfiability problem, Memetic algorithm, Hierarchical algorithm,

1. INTRODUCTION

Complex optimization problems arise in several areas of artificial intelligence and computer
science. In their full generality, these problems are NP-complete and consequently
algorithmically intractable. With the growing popularity of artificial intelligence (AI), several
researchers have applied AI techniques in extensive various fields such as expert systems, neural
network, genetic algorithms, supervised learning methods, Multi-agent systems, and fuzzy set
theory to various problems. AI methods have been applied in the field of high energy physics
where the goal is to discover the fundamental properties of the physical universe [62], predicting
hard drive failures to allow users to back up their data [40]. The field of software engineering
turns out to be a fertile ground where many software development tasks could be formulated as
learning problems and approached in terms of AI learning algorithms [66]. AI methods have
proven to provide better accuracy than statistical methods for the prediction of tumour behaviour
[45]. AI techniques have shown their superiority compared to logistic regression when predicting
the childhood obesity [65] by over 10%. In the field of logistics, travel-time information is
essential to reduce the delivery costs, increase the reliability of delivery, and improve the service
quality. Many research studies revealed the good capacity of AI techniques to estimate and
predict travel-time. The expected travel time prediction error with AI methods is approximately
4% of practical travel time [36]. Predicting energy production and consumption is an elusive task
since it has a major impact to policy and high-stakes decision making. Artificial neural networks
were used for the first time to build a predictive model to forecast United States natural gas
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production [38]. In recent years, artificial intelligence, in its many integrated flavors from
artificial neural networks to memetic algorithms to fuzzy logic, has been making solid steps
toward becoming more and more accepted in the field of oil and gas industry such as reservoir
characterization [13], production engineering issues [1], and drilling [3].

Memetic algorithms (MAs) algorithms like other metaheuristics offer the advantage of being
flexible. They can be applied to any problem (discrete or continuous) whenever there is a
possibility for encoding a candidate solution to the problem, and a mean of computing the quality
of any candidate solution through the so-called objective function. MAs are among the most
successful hybrid approaches that were proposed to improve the performance of genetic
algorithms. While the combination of a population of solutions and genetic operators constitutes
the main component of MAs that act as diversification factor on the search space, the use of local
search methods helps to quickly identify better solutions in a localized region of the search space.
Nevertheless, even MAs may still suffer from either slow or premature convergence [52]. The
performance of MAs as well as other available optimization techniques deteriorates very rapidly
mostly due to two reasons. First, the complexity of the problem usually increases with its size,
and second, the solution space of the problem increases exponentially with the problem size.
Because of these two issues, optimization search techniques tend to spend most of the time
exploring a restricted area of the search space preventing the search to visit more promising areas,
and thus leading to solutions of poor quality.

In this paper, we present a hierarchical population-based memetic algorithm for SAT encoded
industrial problems. The concept suggests looking at the evolution of the population as a
multilevel process operating in a coarse-to-fine strategy (evolving from a coarse population where
each gene is composed of a cluster of variables to a fine population where each gene represents a
single variable). The experimental results are provided to demonstrate the efficiency of the
hierarchical paradigm at improving the asymptotic convergence of the single level memetic
algorithm.

The paper is organized as follows. Section 2 describes the satisfiability problem. Section 3
reviews some of the metaheuristics used with the hierarchical paradigm. Section 4 describes the
hierarchical memetic algorithm. In Section 5 we report the experimental results. Finally Section 6
discusses the main conclusions and provides some guidelines for future work.

2. THE SATISFIABILITY PROBLEM

The Satisfiability (SAT) problem which is known to be NP-complete [11] plays a central problem
in many applications in the fields of Very Large Scale Integration (VLSI) Computer-Aided
design, Computing Theory, and Artificial Intelligence. Generally, an instance of the SAT problem
is defined by a set of Boolean variables V = {v1, ... , vn} and a Boolean formula Φ : {0, 1}n → {0,
1}. The formula Φ is in conjunctive normal form (CNF) if it is a conjunction of clauses. Each
clause in turn is a disjunction of literals and a literal is a variable or its negation. The task is to
determine whether there exists an assignment of values to the variables under which Φ evaluates
to True. Such an assignment, if it exists, is called a satisfying assignment for Φ, and Φ is called
satisfiable. Otherwise, Φ is said to be unsatisfiable.

Since we have two choices for each of the n Boolean variables, the size of the search space S
becomes |S| = 2n. That is, the size of the search space grows exponentially with the number of
variables. Since most known combinatorial optimization problems can be reduced to SAT [14],
the design of special methods for SAT can lead to general approaches for solving combinatorial
optimization problems. Most SAT solvers use a Conjunctive Normal Form (CNF) representation
of the formula Φ. In CNF, the formula is represented as a conjunction of clauses, with each clause
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being a disjunction of literals, and a literal being a Boolean variable or its negation. For example,
P ˅ Q is a clause containing the two literals P and Q. The clause P ˅ Q is satisfied if either P is
True or Q is True. When each clause in Φ contains exactly k literals, the resulting SAT problem
is called k-SAT.

3. A SHORT SURVEY OF HIERARCHICAL APPROACHES

Hierarchical approaches are special techniques that aim at producing produce smaller and smaller
problems that are easier to solve than the original one. These techniques were first introduced
when dealing with the graph partitioning problem (GPP) [4][20][24][30] [31][58] and have
proved to be effective in producing high quality solutions at a lower cost than single level
techniques. Recently, a memetic algorithm integrating a new hierarchical crossover operator and
a perturbation-based tabu algorithm has been introduced in [5] for GPP. Experimental studies
showed that the proposed approach performs far better than any of the existing graph partitioning
algorithms in terms of solution quality. The traveling salesman problem (TSP) was the second
combinatorial optimization problem to which the hierarchical paradigm was applied [59][60] and
has shown a clear improvement in the asymptotic convergence of the solution quality. When the
hierarchical paradigm was applied to the graph coloring problem [46], the results did not seem to
be in line with the general trend observed in GPP and TSP as its ability to enhance the
convergence behavior of the local search algorithms was rather restricted to some class of
problems. Graph drawing is another area where such techniques gave a better global quality to the
drawing and is suggested to both accelerate and enhance force drawing placement algorithms
[57]. A tabu search operating in a hierarchical context has been developed for the feature
selection problem in biomedical data [41]. The empirical results showed that the approach
obtained more accurate and stable classification than those obtained by using the other feature
selection techniques. The hierarchical paradigm has been combined with the greedy GSAT
algorithm [9] for the satisfiability problem and the broad conclusions drawn from this work was
that the multilevel context can either speed up GSAT or improve its asymptotic convergence. A
recent survey over existing hierarchical techniques can be found in [61][6][43].

4. THE HIERARCHICAL APPROACH

4.1. General Strategy

The hierarchical strategy involves recursive coarsening to create a hierarchy of increasingly
smaller and coarser versions of the original problem. The reduction phase works by grouping the
variables representing the problem into clusters. This phase is repeated until the size of the
smallest problem falls below a specified reduction threshold. Then, a solution for the problem at
the coarsest level is generated, and then successively projected back onto each of the intermediate
levels in reverse order. The solution at each child level is improved before moving to the parent
level. The hierarchical memetic algorithm is described in Algorithm 1.

4.2. Reduction Phase

Let P0 (the subscript represents the level of problem scale) be the set of literals. The next coarser
level P1 is constructed from P0 by merging literals. The merging is computed using a randomized
algorithm similar to [24]. The literals are visited in a random order. If a literal li has not been
matched yet, then a randomly unmatched literal lj is selected, and a new literal lk (a cluster)
consisting of the two literals li and lj is created. Unmerged literals are simply copied to the next
level. The new-formed literals are used to define a new and smaller problem and recursively
iterate the reduction process until the size of the problem reaches some desired threshold (lines 3-
5 of Alg.1).
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Algorithm 1: The Hierarchical Memetic Algorithm
input:   Problem P0

output: Solution Sfinal(P0)
1 Begin
2 level := 0 ;
3 while Not reached the desired number of levels do
4 Plevel+1:= Reduce (Plevel) ;
5 level := level + 1 ;
6 /* Proceed with Memetic algorithm */ ;
7 Sstart(Plevel) = Initial-Assignment (Plevel) ;
8 Sfinal(Plevel) = MA-Refinement (Plevel);
9 while (level > 0) do

10 Sstart(Plevel-1): = Project (Sfinal (Plevel)) ;
11 Sfinal (Plevel-1) := MA-Refinement (Sstart (Plevel-1)) ;
12 level := level - 1 ;
13 End

4.3. Initial Solution

The reduction phase ceases when the problem size shrinks to a desired threshold. Initialization is
then trivial and consists of generating an initial solution for the population of the problem (Pm)
using a random procedure. The clusters of every individual in the population are assigned the
value of true or false in a random manner (line 7 of Alg. 1).

4.4. Projection Phase

The Projection phase refers to the inverse process followed during the reduction phase. Having
improved the assignment on levelm+1, the assignment must be extended on is parent levelm. The
extension algorithm is simple; if a cluster ci ∈ Sm+1 is assigned the value of true then the merged
pair of clusters that it represents, cj, ck ∈ Sm are also assigned the true value (line 10 of Alg.1).

4.5. Improvement Phase

The idea behind the improvement phase is to use the projected population at levelm+1 as the initial
population for levelm for further refinement using MA described in the next subsections. Even
though the population at the levelm+1 is at a local minimum, the projected population may not be
at a local optimum with respect to levelm. The projected population is already a good solution and
contains individuals with high fitness value, MA will converge quicker within a few generation to
a better assignment (line 8,11 of Alg.1). As soon as the population tends to lose its diversity,
premature convergence occurs and all individuals in the population tend to be identical with
almost the same fitness value. During each level, the memetic algorithm is assumed to reach
convergence when no further improvement of the best solution has been made during five
consecutive generations.

4.5.1 Memetic Algorithms (MAs)

Memetic algorithms (MAs) represent the set of hybrid algorithms that combine Genetic
algorithms (GAs) and local search. In general the genetic algorithm improves the solution while
the local search fine-tunes the solution. They are adaptive based search optimizations algorithms
that take their inspiration from genetics and evolution process. Memetic algorithms
simultaneously examine and manipulate a set of possible solution. Given a specific problem to
solve, the input MAs is an initial population of solutions called individuals or chromosomes. A
gene is part of a chromosome, which is the smallest unit of genetic information. Every gene is
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able to assume different values called allele. All genes of an organism form a genome that affects
the appearance of an organism called phenotype. The chromosomes are encoded using a chosen
representation and each can be thought of as a point in the search space of candidate solutions.
Each individual is assigned a score (fitness) value that allows assessing its quality. The members
of the initial population may be randomly generated or by using sophisticated mechanisms by
means of which an initial population of high quality chromosomes is produced. The reproduction
operator selects (randomly or based on the individual’s fitness) chromosomes from the population
to be parents and enters them in a mating pool. Parent individuals are drawn from the mating pool
and combined so that information is exchanged and passed to offsprings depending on the
probability of the cross-over operator. The new population is then subjected to mutation and
entered into an intermediate population. The mutation operator acts as an element of diversity into
the population and is generally applied with a low probability to avoid disrupting crossover
results. The individuals from the intermediate population are then enhanced with a local search
and evaluated. Finally, a selection scheme is used to update the population giving rise to a new
generation. The individuals from the set of solutions that is called population will evolve from
generation to generation by repeated applications of an evaluation procedure that is based on
genetic operators and a local search scheme. Over many generations, the population becomes
increasingly uniform until it ultimately converges to optimal or near-optimal solutions.

4.5.2. Implementation Issues

• Fitness function:

The notion of fitness is fundamental to the application of memetic algorithms. It is a
numerical value that expresses the performance of an individual (solution) so that
different individuals can be compared. The fitness function used by our memetic
algorithm is simply the minimization of the number of unsatisfied clauses.

• Representation:

A representation is a mapping from the state space of possible solutions to a state of
encoded solutions within a particular data structure. Given a set Sm at level m and an
integer l, an individual I of length l corresponds to a truth assignment of Sm such that all
the literals that make the cluster Ci, i ∈ {1, …, l} are assigned the same value as Ci. The
values True and False are represented by 1 and 0 respectively. In this representation, an
individual X corresponds to a truth assignment and the search space is the set
S = {0, 1}n.

• Initial population:

The initial population consists of individuals generated randomly in which each gene’s
allele is assigned randomly the value 0 or 1.

• Cross-over:

The task of the cross-over operator is to reach regions of the search space with higher
average quality. New solutions are created by combining pairs of individuals in the
population and then applying a crossover operator to each chosen pair. Combining pairs
of individuals can be viewed as a matching process. The individuals are visited in random
order. An unmatched individual ik is matched randomly with an unmatched individual il.
Thereafter, the two-point crossover operator is applied using a cross-over probability to
each matched pair of individuals. The two-point crossover selects two randomly points
within a chromosome and then interchanges the two parent chromosomes between these
points to generate two new offspring. Recombination can be defined as a process in
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which a set of configurations (solutions referred as parents) undergoes a transformation to
create a set of configurations (referred as offsprings). The creation of these descendants
involves the location and combinations of features extracted from the parents. The reason
behind choosing the two-point crossover, are the results presented in [56] where the
difference between the different crossovers are not significant when the problem to be
solved is hard. The work conducted in [53] shows that the two-point crossover is more
effective when the problem at hand is difficult to solve.

• Mutation:

The purpose of mutation, which is the secondary search operator used in this work, is to
generate modified individuals by introducing new features in the population. By
mutation, the alleles of the produced child individuals have a chance to be modified,
which enables further exploration of the search space. The mutation operator takes a
single parameter pm, which specifies the probability of performing a possible mutation.
Let C = c1, c2,…, cm be a chromosome represented by a binary chain where each of whose
gene ci is either 0 or 1. In our mutation operator, each gene ci is mutated through flipping
this gene’s allele from 0 to 1 or vice versa if the probability test is passed. The mutation
probability ensures that, theoretically, every region of the search space is explored. If on
the other hand, mutation is applied to all genes, the evolutionary process will degenerate
into a random search with no benefits of the information gathered in preceding
generations. The mutation operator prevents the searching process from being trapped
into local optima while adding to the diversity of the population and thereby increasing
the likelihood that the algorithm will generate individuals with better fitness values.

• Selection:

The selection operator acts on individuals in the current population. During this phase,
the search for the global solution gets a clearer direction, whereby the optimization
process is gradually focused on the relevant areas of the search space. Based on each
individual quality, it determines the next population. In the roulette method, the selection
is stochastic and biased towards the best individuals. The first step is to calculate the
cumulative fitness of the whole population through the sum of the fitness of all
individuals. After that, the probability of selection is calculated for each individual as
being PSelectioni = fi/∑1

N fi.

Algorithm 2: local-refinement
input: Chromosomei
output: A possibly improved Chromosomei

1 begin
2 PossFlips ← a randomly selected variable with the largest decrease (or smallestincrease) in unsatisfied clauses ;
3 v ← Pick (PossFlips); Chromosomei ← Chromosomei with v flipped ;
4 if Chromosomei satisfies Φ then
5 return Chromosomei;
6 end

• Local search:

Finally, the last component for MAs is the use of local improvers. Algorithm 2 shows the
pseudo-code of the local search. By introducing local search at this level, the search
within promising areas is intensified. This local search should be able to quickly improve
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the quality of a solution produced by the crossover operator, without diversifying it into
other areas of the search space. In the context of optimization, this rises a number of
questions regarding how best to take advantage of both aspects of the whole algorithm.
With regard to local search there are issues of which individuals will undergo local
improvement and to what degree of intensity. However care should be made in order to
balance the evolution component (exploration) against the local search component
(exploitation). Bearing this thought in mind, the strategy adopted in this regard is to let
each chromosome go through a low rate intensity local improvement. A fast and simple
heuristic is used for one iteration during which it seeks for the new variable-value
assignment which best decreases the numbers of unsatisfied clauses is identified.

5. EXPERIMENTAL RESULT

5.1. Benchmark Instances

We evaluated the performance of the hierarchical memetic algorithm (MLVMA) against its single
variant (MA) using a set of instances taken from real industrial problems. This set is taken from
the SATLIB website (http://www.informatik.tu-darmstadt.de/AI/SATLIB).

Table 1. Benchmark set of the SAT Competition Beijing

Table 1 show the instances used in the experiment. IBM SPSS Statistics version 19 was used for
statistical analysis. Due to the randomization nature of the algorithms, each problem instance was
run 100 times with a cut–off parameter (max–time) set to 15 minute. The 100 runs where chosen
because pilot runs had shown the size of the difference to be so large that 100 runs where enough
for an acceptable statistical power (power > .95), this is in accordance with the suggestions given
in a recent report on statistical testing of randomized algorithms [2].

The tests were carried out on a DELL machine with 800 MHz CPU and 2 GB of memory. The
code was written in C and compiled with the GNU C compiler version 4.6. The following
parameters have been fixed experimentally and are listed below:

http://www.informatik.tu-darmstadt.de/AI/SATLIB
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• Crossover probability = 0.85
• Mutation probability = 0.1
• Population size = 50
• Stopping criteria for the reduction phase: The reduction process stops as soon as the size

of the coarsest problem reaches 100 variables (clusters). At this level, MA generates an
initial population.

• Convergence during the refinement phase: If there is no observable improvement of the
fitness function of the best individual during 10 consecutive generations, MA is assumed
to have reached convergence and moves to a higher level.

6. RESULTS

6.1. Observed Trends

The time development of the hierarchical memetic algorithm against its single variant in solving
the instances is shown in Figs. 1–8. The plots show the 100 runs of both algorithms with a cut-off
at 15 minutes as well as the mean of these runs. The curves suggest that problem solving with the
hierarchical variant happens in two phases. In the first phase, which corresponds to the early part
of the search, MLVMA behaves as a hill-climbing method. The best assignment improves rapidly
at first, and then flattens off as we reach the plateau region, marking the start of the second phase.
The plateau region spans a region in the search space where flips typically leave the best
assignment unchanged, and occurs more specifically once the refinement reaches the finest level.
It is clear from the plots that MLVMA offers a better asymptotic convergence compared to MA
especially for large instances. The instances where both algorithms reach approximately the same
solution quality (with MLVMA being marginally better), the hierarchical variant offers a cost
effective solution strategy considering the amount of time required. In our view, the efficiency of
the hierarchical approach relies on coupling the refinement process across different levels. This
paradigm offers two main advantages which enables the memetic algorithm to become much
more powerful in the hierarchical context. During the refinement phase the memetic algorithm
applies a local transformation (i.e. a move) within the neighbourhood (i.e. the set of solutions that
can be reached from the current one) of the current solution to generate a new one. The
coarsening process offers a better mechanism for performing diversification (i.e. the ability to
visit many and different regions of the search space) and intensification (i.e. the ability to obtain
high quality solutions within those regions). By allowing the gene of each individual representing
a cluster of variables at different levels, the search becomes guided and restricted to only those
configurations in the solution space in which the variables grouped within a cluster are assigned
the same value. As the size of the clusters varies from one level to another, the size of the
neighbourhood becomes adaptive and allows the possibility for both cross-over and mutation
operators of exploring different regions in the search space while intensifying the search by
exploiting the solutions from previous levels in order to reach better solutions.

6.2. Statistical Analysis

The results showing the statistical comparison of the two algorithms are presented in Table 2. We
report the mean (M) and the standard deviation (SD) of unsolved clauses for the MLVMA and
MA algorithms. The range of solutions from each algorithm is also presented in order to show the
overlap between solution spaces for any given instance. Statistical inferential analysis was done
with an independent samples t-test that compares the difference in means between the two groups.
Comparison using the non-parametric Mann-Whitney U-test gave identical results. The non-
parametric effect size measure Â12 [55] was used to evaluate the relative dominance of one
algorithm over the other. The Â12 effect size measure is calculated using the rank sum which
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is a common component in any non-parametric analysis such as the Mann-Whitney U-test [2].
Calculating Â12 is done according to the following formula

Â12 = (R1/m − (m + 1)/2)/n. (1)

where R1 is the rank sum of algorithm MLVMA, m is the number of observations in the first data
sample, and n is the number of observations in the second data sample. Calculating Â12 results in
a number between 0 and 1 that represent the probability that MLVMA will yield a better solution
than MA. If the two algorithms are equivalent then Â12 = .5, while a complete dominance of
algorithm MLVMA over MA would entail Â12 = 1.

Â12 is more easily interpreted than the more common parametric Cohen’s d [10] that represents
the mean difference between two groups in standard deviations for several reasons. First, Cohen’s
d assumes that the observed samples are normally distributed [2]. Second, when dealing with
solutions to optimization problems, a researcher or practitioner would only be interested in the
single best solution given a sample of different solutions from one or more algorithms. Hence,
using an effect size measure that indicates the probability that one algorithm would lead to a
better solution than another (given the same amount of time) would be more informative and
more easily interpretable for an optimization practitioner. The 95% confidence intervals of Â12

shown in Table 2 (where applicable) are calculated using a bootstrapping procedure [39] that is
used to estimate the 95% confidence interval of Â12. The procedure uses a computer intensive
step-by-step process that consists of the following three steps:

1. Random resampling with replacement from the original observations to create new
data sets.

2. Calculation of the rank sum of MLVMA for each new data set.
3. Using the rank sum to calculate Â12 with the equation 1. The three steps are then

repeated 1000 times and the resulting statistic Â12 is saved to create a sampling
distribution of the statistic Â12

The results indicate that MLVMA is always better than MA in 10 out of the 16 instances.
MLVMA dominates MA in three instances (for the 3blocks, 4blocks and 4blocksb-instances, Â12

is .918, .916 and .847 respectively).

For the remaining three problems (2bitadd_10, 2bitadd_11 and 2bitadd_12) there is no
statistically identifiable difference between the two algorithms after 900 seconds run time.
However, when inspecting the time series for these instances it is clear that MLVMA reaches a
solution much faster than MA.

To test possible causes for the difference in solution quality the relationship between the number
of clauses and the quality of solutions provided by the two algorithms was analyzed. The
relationship between the mean percentage of unsolved clauses and the number of clauses in each
instance was estimated using a linear regression. The relationship between the mean percentage
of unsolved clauses and the number of clauses for the MLVMA was much lower (t(15) = 3.059, b =
2.041-8, 95% CI [1.163-8, 2.714-8], p = .008, r = .633) than for the MA (t(15) = 10.067, b = 9.341-7,
95% CI [8.232-7, 1.04-6], p < .001, r = .937) indicating that the hierarchical paradigm is less
affected by the size of the problem than the standard single level memetic algorithm (see Figure 9
for a graphical representation).
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Figure 1:
MLVMA Vs MA: (left) 2bitadd10.cnf, (right) 2bitadd11.cnf - Time development for 100 runs in 15

minutes.

Figure 2:
MLVMA Vs MA: (left) 2bitadd12.cnf,(right) 2bitcomp5.cnf - Time development for 100

runs in 15 minutes.

Figure 3:
MLVMA Vs MA: (left) 2bitmax6.cnf,(right) 3bitadd31.cnf - Time development for 100 runs

in 15 minutes.
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Figure 4:
MLVMA Vs MA: (left) 3bitadd32.cnf, (right) 3block.cnf - Time development for 100 runs

in 15 minutes.

Figure 5:
MLVMA Vs MA: (left) 4blocks.cnf, (right) 4blocksb.cnf - Time development for 100 runs

in 15 minutes.

Figure 6:
MLVMA Vs MA: (left) e0ddr2-10-by-5-1.cnf, (right) e0ddr2-10-by-5-4.cnf - Time

development for 100 runs in 15 minutes.
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Figure 7:
MLVMA Vs MA: (left) enddr2-10-by-5-1.cnf, (right) enddr2-10-by-5-8.cnf- Time

development for 100 runs in 15 minutes.

Figure 8:
MLVMA Vs MA: (left) ewddr2-10-by-5-1.cnf, (right) ewddr2-10-by-5-8.cnf - Time

development for 100 runs in 15 minutes.

7. CONCLUSION

A new approach for solving the satisfiability problem based on a hierarchical memetic algorithm
is presented. The approach permits the population to go through several optimization levels,
where the converged population at the previous level will serve as the starting population for the
next level. A set of industrial instances was used to get a comprehensive picture of the
performance of the new approach. The results obtained ensure that the hierarchical paradigm
greatly improves MA and always returns a better solution for the equivalent runtime compared to
MA. Our future work aims at investigating other reduction schemes and identifying other
parameters that may influence the interaction between the memetic algorithm and the hierarchical
paradigm.
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Figure 9: Scatterplot with regression lines showing the relationship between number of clauses per instance
for the multi-level (MLVMA) and the single-level (MA) algorithms.
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