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ABSTRACT 

 
The economic growth is a consensus in any country. To grow economically, it is necessary to channel the 

revenues for investment. One way of raising is the capital market and the stock exchanges. In this context, 

predicting the behavior of shares in the stock exchange is not a simple task, as itinvolves 
variables not always known and can undergo various influences, from the collective emotion to 
high-profile news. Such volatility can represent considerable financial losses for investors. In 
order to anticipate such changes in the market, it has been proposed various mechanisms trying 
to predict the behavior of an asset in the stock market, based on previously existing information. 
Such mechanisms include statistical data only, without considering the collective feeling. This 
paper is going to use natural language processing algorithms (LPN) to determine the 
collective mood on assets and later with the help of the SVM algorithm to extract patterns in an 
attempt to predict the active behaviour. 
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1. INTRODUCTION 

 
The need for economic growth is a consensus in any country, as it provides more jobs, income 
and revenue. For a country to grow economically, it is necessary that their investments are 
directed to the alternatives that offer the highest returns. The capital market provides economic 
growth, it is made up of mechanism that encourage the formation of savings and are easily 
accessible to those wishing to invest. This market, made up of stock exchanges, is quite efficient 
to capture savings and channel it to the most productive activities [1]. 
 
However, the pricing of a share on the stock exchange has very dynamic behavior, driven often 
by the law of supply and demand for action. This dynamism attracts the attention of investors 
because it provide huge profits when investment are made in the best way at the right time [2]. As 
Rocha and Macedo [3]. Investment in the capital market, the objective is to always buy shares 
when it price is as cheap as possible and sell them when the price is much more expensive. In this 
way, anticipate the behavior of the stock market means generating profits and reduce risk and 
losses. This anticipation that can also be referred to as prediction, can enhance the profitability of 
investments. 
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Nowadays, with the advancement of Information and Communication Technologies, there had 
been developed an enabling environment for widespread use of social networks. Such 
environment is a favourable place for natural exposure of individuals, their desires, preferences 
and manifestations in its various forms, which makes the result of this process, more natural and 
close to reality. In cyberspace, each subject is effectively a potential producer of information [4]. 
We have because of this interaction a source of valuable information and yet barely explored. 
Their use may be the basis for establishing, certain preferences and calculating the mood of 
individuals. Nowadays, one of the most popular social media is the Twitter, with over 200 million 
user who share their opinion through tweets. 
 
Bearing in view the large amount of available information, resulting from this process, this paper 
aims to analyse the content of messages posted on Twitter about certain company in order to 
establish a relationship between the collective mood of publications and their influence on the 
price of an asset in the financial market. 
 
The capacity to anticipate the unpredictability of a market, where there are several elements that 
can influence the value of a stock is desirable on many aspects, especially from a strategic point 
of view aiming the profit. 
 

2. RELATED WORKS 
 
Frequent exposure of users on social networks, leaves a range legacy of express information in 
the way that cover a wide variety of topics. And it is on this valuable trace, resulting from the 
increasingly frantic messages exchange, that many researchers seek to extract valuable 
information about various fields, making use of various techniques to seek the answers to their 
questions. 
 
There are several previous works related to sentiment analysis in textual sources using social 
networks, which goes from predicting the box office revenue for movies [5], consumer opinions 
about products or services [6], political and policy analysis[7] until disease outbreaks [8]. 
One who firstly addressed this issue was Pang &Lee [9], which shows in his work an overview of 
various techniques used for sentiment extraction from the analysis of texts. 
 
Asur and Huberman [10], proposed a model using linear regression, to foresee the box office 
revenue of a certain movie a few weeks after it is released, it so there would be enough opinions 
to good analysis. His data set was obtained using Twitter Search API, collected every hour. As 
research argument they used keywords present in the title of the film, resulting in 2.89 million 
tweets related to different movies over 3 months. At the end of the task the authors point out the 
success of their predictions, where it method was more effective than any other used for this 
domain. 
 
Another highlighted job is from Bollen et al. [11], in it was studied the influence of expressed 
polarity by Twitter users about particular company and their respective impact on the stock 
market. Data collection was obtained through Twitter and sentiment analysis was based on the 
Google-Profile of Mood States (GPOMS). After analyzing the entire volume of data collected, it 
was found that variations of collective mood detected, was also observed in the financial market. 
 

3. SENTIMENT ANALYSIS 
 
Sentiment analysis or opinion mining is a branch of mining texts concerned to classify texts not 
by topic, but by sentiment or opinion contained in a given document. Generally associated with 
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the binary classification between positive and negative sentiments, the term is used more 
embracing to mean the computational treatment of opinion, sentiment and subjectivity in texts 
[12]. 
 
For Liu [13], The Sentiment Analysis or Opinion Mining is the computational study of opinions, 
sentiments and emotions expressed in text. The textual information may be classified into two 
main types: facts and opinions. The facts are objective expressions about entities, events and their 
properties. The opinions are generally expressions that describe the sentiment and evaluations of 
people related to a certain entities, events and their properties. 
 
The sentiment analysis has been one of the most active research areas in the field of Natural 
Language Processing- NLP and aims to obtain and formalize the opinion and subjective 
knowledge in unstructured documents (texts) for further analysis within a specific domain [14].  
The sentimental analysis has been used in different segments, for example: 
 
• Policy - To measure the popularity of a particular candidate for public office 
• Industry - To evaluate the acceptance by consumers to a particular product. 
• Stock Exchange - To measure the collective mood on certain asset traded on the stock exchange. 
• Common people- To Search opinions on public affairs and people. 
 
Extract sentiment in textual sources is a complex task, since the natural language processing often 
comes across expressions which are surrounded by neologisms, irony and other linguistic 
variations that hinder the correct sentiment extraction. 
 
For our particular case we use the feeling of analysis for the financial area, more specifically in 
the field Stock Exchange. 
 

4. METHODOLOGY 
 
The topics below demonstrate the methodology applied in this work 
 
4.1. The Research Environment 

 
The environment used for this research was Twitter, a microblogging service, which uses short 
messages up to 140 characters for information transmission, and can on different platforms [15]. 
Responsible for about 500 million daily posts [16], it has become a propitious place for 
researchers and companies seeking for information about the most different subjects through 
techniques of text mining and natural language processing. 
 
4.2. Data Collection 

 
To access the publications made by users, was used the API from Twitter, provided by the site 
itself. This is a feature that by user credentials as a developer, allows access to messages through 
OAUTH5 protocol. 
 
To collect the data, it was used as a criterion messages that contained at least one mention of a 
word selected, which in our case is represented by the name of the object of our study, Petrobras. 
The choice of the appropriate term is of utmost importance for the result of the collection of 
information, since it is the main criteria for the search. 
 



International Journal of Artificial Intelligence & Applications (IJAIA), Vol. 7, No. 1, January 2016 

62 
 

They were collected daily about 3,000 tweets, totaling approximately 55,000 messages between 
2015-09-01 and 2015-12-11, in a timetable, between 9:00 AM and 17:00 PM (GMT -02:00) time 
when the Market was in full operation. 
 
The data resulting from the information gathering process were stored in a database and properly 
addressed in the pre-processing step in order to remove expressions, unnecessary characters and 
retweets, aiming not interfere with the review process of individual feeling and collective. Figure 
1 illustrates the application process and messages storage. 
 

 
 
 
 

4.3. Used Tool 

 
After testing some tools available for sentiment analysis, we chose to use the lexicon 
Sentiment140 [17], that have shown to be more efficient in the classification of messages with 
twitter features. The table 1 shows the tools used in the testing phase to find the one best suited to 
this work, as well as some of its features. 
 

Tabela 1.  Ferramentas para Análise de Sentimento 

 
Tools Short Description 

PANAS-t Is a psychometric scale for detection of humor that captures the 
fluctuations of humor on Twitter. 

SentiWordNet Lexical dictionary and scores obtained by semi- machine learning 
approaches 

SenticNet Natural language processing approach for inferring the polarity at 
semantic level 

Sentiment140 API that allows classifying tweets to polarity classes positive, negative 
and neutral. 

 
In the testing phase were selected 100 tweets randomly within our research field, to be sorted 
manually and then compared with the results obtained in other tools, as shown in Table 2, where 
best results are evident when messages were subjected to classification by Sentiment140 lexicon, 
considering that the polarization done manually in our sample. 
 
 

  
` 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Application Process and storage 
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Table 2. Hit índex to classify tweets 

 
Manually PANAS-t SenticNet SentiWordNet Sentiment140 

100% 42% 53% 56% 61% 

  
The Sentiment140 is a lexicon designed specifically to analyze tweets, it corpus was created from 
a collection of 1.6 million tweets composed of positive and negative emoticons. In it the tweets 
are labeled in positive or negative according to the respective emoticon. From the auto-labeling 
was found that words which occur most frequently in positive or negative tweets, yielding a 
dictionary with more than 1 million terms, distributed over 62,468 unigrams, bigrams pairs 
677,698 and 480,010 [18]. 
 
The classification of a tweet sentiment "w" is calculated through the value of it score, as shown 
below: 
 

score(w) = PMI(w, positive) - PMI(w, negative)          (1) 
 
Where, PMI represents pointwise mutual information and receive the default occurrences as 
positive and negative from the expression, respectively. A positive score indicates association 
with the positive sentiment, while a negative score indicates association with the negative 
sentiment. 
 
Like the majority of the methods and techniques available for this purpose contents is available 
only in the English language. 
 
4.4. Analyzing Sentiment 

 
In order to obtain the daily collective sentiment, which are commented on Twitter about in our 
dominion that were randomly selected 1,000 tweets per day in Portuguese from Brazil. After the 
preprocessing steps and  data transformation data, the result was arranged as shown in Table 3, 
which demonstrate a period of the fragment under analysis (2015-10-08 to 2015-10-20), where 
there is clearly a prevalence of "negative" mood over "positive". 
 

Table 3 –Daily Collective Sentiment 
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The highest occurrence of "negative" mood especially in larger quantities our sample, can be 
attributed to recent episodes of financial scandals involving Petrobras company which is the 
subject of our study. 
 
4.5. Machine Learning and Sentiment Analysis 

 
Within the process of sentiment analysis and prediction, a major challenge is to find an efficient 
way to classify the texts for analysis. The classification process consists to find, through machine 
learning, a function that expresses the best possible way, data classes involved in the field and 
thereby, making automatic the classification process for new instances, with reference to the 
model for which it was trained. 
 
Traditional machine learning approache to text classification, as Naive Bayes (NB), Maximum 
Entropy (ME) and Support Vector Machines (SVM), are quite effective when applied to 
sentiment analysis problem [20]. 
 
In this article we are going to use a data set previously labeled for the supervised training, these 
data were divided into two groups, one for training, where we are going to use 70% of the 
instances and another to test with 30%. 
 
The tool used for the knowledge process discovery was the WEKA and attributes chosen for  
training and testing were a historical series within the containing period in question: opening 
price, minimum price, maximum price, closing price and closing situation (high / low). We use 
two algorithms classification widely used for this purpose, the Support Vector Machine (SVM) 
and Naive Bayes, in search for the best accuracy for this first stage of our tests. Table 4 shows the 
results obtained for each. 
 

Table 4 - Comparison of Naive Bayes and SVM 
 

Algorithm CorrectlyClassifiedInstances 

NaiveBayes 32.15% 

SVM 44.19% 

 
In a second step, and now using only the SVM, for been shown better results in the first stage, it 
was inserted the attribute "sentiment" that can assume two values: positive or negative, at the 
same set of data and maintaining the same proportionality between training and testing. Table 5 
shows the result of the insertion of this attribute for the accuracy of the chosen classifier. 
 

Table 5 - SVM after inserting the attribute "sentiment" 

 
Algorithm CorrectlyClassifiedInstances 

SVM 82.93% 

 

4.6. Results Obtained 

 
It is noticeable that the insertion of the attribute "sentiment" into the set of data processed by the 
classifier, resulted in a significant gain in the correct classification of instances using the SVM 
algorithm. 
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One of the factors that certainly contributed for this result was not high number of instances that 
was used to train our classifier, specifically 72. In future work we will repeat the same tests for a 
much longer period and to seek to ratify the relationship between the collective mood and the 
financial market. 

 
5. CONCLUSIONS 
 
In this work it was evident that to use the data collected on Twitter requires a great process in step 
of treatment of messages, because it its gross messages exchanged on this platform are rich in 
ironies, neologisms and slang that makes the analysis of feeling contained in tweets. 
 
Another factor worth mentioning is that not always the collective mood is the true sentiment is 
about a particular asset, we take as an example the case study in the Brazilian company Petrobras. 
It is a state-owned joint stock, which in its present time has become entangled in a series of 
political scandals and misuse of public money. Much of comments where it appears the company 
name, has an essentially political connotation, that is, there is a shift of focus in the comments, 
many users write messages containing insults to politicians, for example, which will certainly 
happen in a scenario where politics the country were bad and the company had its valued stocks, 
in other words, companies with these characteristics may not be sensitive to the public mood, 
simply because they have their image associated with the state. The present moment the company 
with its shares rising devaluation also coincides with the unfavorable political moment, which 
may explain the results presented in the studywhich demonstrate that the mood predominantly 
negative in the days study, followed by a devaluation of the shares. 
 
Another approach that can be developed from this work is based on the same methodology 
applied, expand it to companies of different sizes as small caps, which are of low market value 
companies and study their sensitivity to the collective mood, in other words, it is to evaluate 
whether the company's capital size is a factor to be considered for this type of study. 
 
Despite the studies focused on sentiment analysis have evolved significantly in recent years, the 
tools resulted from this process should be seen as something complementary in the decision 
making process, given the complexity of extracting exactly sentiment textual sources in natural 
language.However, have great potential in knowledge for the extraction more different purposes. 
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