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ABSTRACT 

 

Nowadays, planning the process of electricity consumption demand is one of the keys success factors for 

the development of countries. Due to the importance of electricity, countries have greatly paid attention to 

the prediction of electricity consumption. Electricity consumption prediction is a major problem for the 

power sector; an efficient prediction will help electrical companies to take the right decisions and to 

optimize their supply strategies for their work. In this paper, we proposed a model that is used to predict 

the future electricity consumption depending on the previous consumption. This model provides companies 

and authorities to know the future information about the electricity consumption, so they can organize their 

distribution and make suitable plans to maintain the stability in the delivery and distribution of electricity. 

We aim to create a model that will be able to study the previous electricity consumption patterns and use 

this data to predict the future electricity consumption. The system analyzes the collected data of electricity 

consumption of the previous years, then byusing the mean value for each day and the use of Multilayer 

Feed-Forward with Backpropagation Neural Networks (MFFNNBP) as a tool to predict the future 

electricity consumption in Palestine. The data used in this paper depends on data collection of months and 

years. Finally, this proposed model conducts a systematic process with the aim of determining the future 

electricity consumption in Palestine. The proposed application and the result in this paper are developed in 

order to contribute to the improvement of the current energy planning tools in Palestine. The experimental 

results show that the model performs good results of prediction, with low Mean Square Error (MSE). 
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1.INTRODUCTION 
 

Today, demand planning for electricity consumption is a key success factor for the development 

of any country [1]. Electricity power is one of the most important powers in the today's modern 

life and it is effective on the welfare level and also the quality and efficiency of job and 

production [2]. Electricity constitutes one of the main energy sources for our civilization.  Its use 

covers a very large range of activities ranging from purely industrial uses to domestic 

consumption of families [15, 17]. The growing and the globally competitive economy are not 

conceived without the stability of the electricity connection with high-quality, competitively 

priced [19]. The dependence has turned electrical energy into a strategic input that has intense 

effects, not only economic but also social. So we can say that we live in a world that works with 

electricity. We must outline the electricity consumption in the future. Due to the importance of 

electricity power, governments and organizations, related to it in the developed and developing 

countries, have greatly paid attention to the prediction of electricity consumption. Because of 

several years of Israeli occupation of Palestine, Palestine's economy is suffering many of 

underdevelopment in many sectors; the most major one is energy sector that is very important in 
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any country [3]. In Palestine there are no energy supplying resources, all energy resources are 

managed by sectors of Israeli occupation that makes energy price very high also the occupation to 

controlling the amount of energy that will be supplied[4]. Because of this, the Palestinian 

electrical distributing company start thinking about the necessity of forecasting the electrical 

consumption to save the ability of supplying the customer as much possible. In order to manage 

the electricity as much as consumptions, it is necessary to forecast the usage of the future 

electrical power in the distribution network. The pattern of electrical power usage depends on 

many different parameters such as the weekdays, seasons, weather conditions etc. [5]. Forecasting 

can help to determine where saving can be made; the advantage of good forecasting is to get good 

future predictions using history of data. There are two types of load forecasting: short load 

forecasting usually a month to a year, and long load forecasting usually in the long history of data 

[6]. 

 

Today, researchers try to forecast the electrical power using different forecasting methods, some 

of most usage method are autoregressive integrated moving average, multiple linear regression, 

time series method, and artificial neural network [7]. Also, is tried to find out the pattern of 

electrical power usage with the dataset which is prepared by real data. Many of proposed models 

we find in energy load forecasting, in [5] different forecasting methods were utilized to formulate 

prediction models of the electricity demand in Thailand are autoregressive integrated moving 

average (ARIMA) [7,16], artificial neural network (ANN) and multiple linear regression (MLR) 

then compared the performance of these three approaches the results showed that the ANN model 

has better mean absolute percentage error (MAPE) than ARIMA and MLR model respectively 

[7,18]. 

 

In paper [8] the authors forecast the electrical power according to weather data by using the 

artificial neural network in Bushehr. The result of this research shows the high efficiency of the 

neural network (MLP) in estimating the electrical power load. In [1] they proposed a Narx neural 

network to predict Iran electricity consumption, logarithmical Pre-processing over the input data 

is used to improve the performance. Also, ARIMA model and Perceptron neural network were 

used to compare with narx neural network, results showed better electricity consumption using 

the proposed model. In[9] two techniques for modeling electricity consumption of the Jordanian 

industrial sector were presented, multivariate linear regression and neuro-fuzzy models. Different 

variables us as input such as the number of establishments, the number of employees, electricity 

tariff, prevailing fuel prices, The results showed that the neuro-fuzzy model performs better for 

prediction of electricity consumption than the multivariate linear regression model both model, a 

comparison based on the square root average squared error of data.  In [10] they compare ANNs 

approach with ARIMA model on real data for electricity consumption in Gaza Strip, the 

comparison of performance between the two proposed models reveals that ANNs outperform 

most forecasting than the ARIMA model. In [15] the authors used artificial neural networks 

(ANN) to predict Greek long-term energy consumption.  They were testing several possible 

architectures of MLPNN in order to select the one with the best generalizing ability. 

 

In this paper, we proposed an artificial neural networks model which is used to find the best 

fitting to predict the future electricity consumption in Palestine depending on the previous values 

of the last four years.  The data set is collected from the Nablus city from (Northern Electrical 

Distribution Company (NEDCO). The model uses Multilayer Feed-Forward with Back 

propagation Neural Networks (MFFNNBP) as the prediction tool of the future values of the 

electricity consumption [14]. The real output data will be used as the target of the input which has 

the input values from 0-30 for month prediction and 1-365 for year prediction. The MFFNNBP 

start predicts the current output comparing it with the target output to find the mean square error 

and then it increased the number of neurons by one neuron even get the maximum number of 

iteration to the threshold value. In section 2 we will show the ANN architecture and the 
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MFFNNBP architecture, section 3 shows our methodology and data pre-processing, the result are 

discussed in section 4, and finally, theconclusion of the paper will be presented. 

 

2. ARTIFICIAL NEURAL NETWORKS (ANN) 
 

The neural network is designed to work like human brain neurons cell to solve nonlinear 

mathematical process [21]. The NN have the ability to learn patterns from input data also can 

handle large and complex system with many parameters [10]. ANNs are a powerful tool for the 

approximation of linear functions, Its use is especially useful in the modeling complex functions 

[11]. The application of this type of techniques in the field of time series prediction has provided 

interesting results.  In general, there are two types of techniques used for Prediction: those based 

on the classic series analysis or econometric models [22], and those based on the field of artificial 

intelligence [12]. Neural networks were born from the study of brain functionality, the NNs 

parallelism has motivated many researchers to propose a new connection models and new 

learning methods based on the modeling of the brain. The objective is to achieve a generalization 

and robustness similar to that of the brain. An artificial neural network is a parallel processing 

structure of distributed information [10], as shown in the following figure: 

 

 
 

Figure1:MLP Neural Network Architecture. 

 

Artificial neural networks are adaptive structures of information processing, where processing 

takes place through the interconnection of very simple elements that are called neurons. During 

the learning phase, the network is exposed to the information environment so you can adapt your 

weights (parameters that form the transfer functions of their process) and also its structure [10]. 

During the testing process, the network weights are kept fixed and the network is limited to, the 

input information that is provided to you.  Artificial neural networks owe their processing power 

to information to its distributed and parallel structure and to its ability of learning and 

generalization [10].  This makes the networks neurons are able to solve certain types of very 

complexes that had not been solved until now. The consumption of electricity depends on many 

variables through nonlinear and very complex that the use of neural networks for their prediction 

is very adequate. The prediction of the electricity consumption is an element of great Importance 

for the strategy of all market participants. In Palestine, there hasn't been any attempt to make the 

electricity consumption. 

 

Basically, NN architecture consists of three layers, input layers, hidden layers, and output layers 

as shown in figure 1. The input layers represented by X(n) where n the number of input data, each 

of these inputs connected to hidden layer by weights represented by W, and the output represented 

by Y.  The first step is the initialization of the weights normally random then, we can calculate 

with the output function of the neural network which is represented as follows: this process is 

called the forward pass: 
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�� = �(∑ (���	��)�
�                                                                                                  (1) 

 

Where k is the number of neurons, and f is the activation function are used in the network. To 

determine the error each NN output (Yi) will be compared with an observed value (Yob) using 

following equation: 

 

� = �� − ���                                                                                                            (2) 

 

Actually, this equation used as criteria to stop the NN in agood performance as possible as, in this 

paper, we use the mean square error (MSE) as criteria condition which equation is: 

  

��� = �
�∑ (�� − ���)��

���                                                                                      (3)  

 
 

The Backwards Pass start from the goal with back propagation is to update each of the weights in 

the neural network so that they cause the actual output to be closer the goal output, by minimizing 

the error for each output neuron and the network as a whole, this process calculated as in the 

following expression:  

 

1 . .i iw MSE Xα
+

∆ =
                                                                                  (4) 

 

The training process will continue until the MSE reach condition criteria value, and update the 

weights in each iteration using MSE by equation4. 
 

���� = ���� + � ∗ ��� ∗ 	�                                                                            (5) 

 

Where � is learning rate between 0 and 1. In each iteration we checked the stop condition if it 

occurred or not. 

 

The most popular NN type used in load forecasting is multilayer perceptron (MLP) with back 

propagation.  The MLPNN composed of three layers: an input layer, a hidden layer, and output 

layer. With regard to the input layer, we will locate the number of days, 30 for the month 

prediction and 365 days for year prediction. The output layer will only have one unit, which will 

indicate the value of the electrical consumption time associated with each input data presented on 

the neural network.  The hidden layer will have a variable number of neurons. Determination of 

the optimal number of hidden layer neurons has led to through increased process in which we 

start with one neuron increase one in each execution, stop when the model get an admissible 

error. 

 

3. PROPOSED  MODELMETHODOLOGY 

The electricity consumption series depends on particular characteristics such as, demand series 

with strong patterns annual, monthly, weekly, daily Time, electricity consumption varies 

according to the season of the year, days of the week and time of day. Another characteristic is 

the highest consumptions occur during the days at peak hours such as 18:00 pm and 00:00 pm [8]. 

Its evolution in the short, medium and long term is influenced by extreme weather events and 

factors such as economic growth, energy or population growth. The study of the electricity 

consumption in time produces a time series problem. Time series prediction takes a set of current 

data that is used to predict future data. The main goal of time series is to build a model to deduce 

future unknown data from current data with minimizing the error function between input and 

output. Establishing a mapping between inputs and outputs is the first step for time series, the 

mapping is linear and nonlinear. 
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Developing a model to predict the relationship as accurately and precisely as possible. The values 

of future electricity consumption require the knowledge of the previous electricity consumption, 

these values are used as input to the model,  xt =F(xt,…,xt-tw) + εt , where xt is the forecasting 

forward steps with respect to time t, F is the modeling function between the previous and future 

values,  εt is the modeling error.  An efficient method of predicting with the use of neural 

networks, Multilayer feed- forward with back propagation neural networks (MFFNNBP) is an 

MLPNN that passes the inputs and the weights from one layer to the next one through the feed 

forward process and then it performs the weights update to be back-propagated to the previous 

layers in order to recalculate the weights [11, 14] MFFNNBP is built withinput layer, one output 

layer, and many hidden layers. The number of neurons in input layer, output layer is determined 

by the input variables, output variables respectively. But the neurons in hidden layer are 

determined by the complexity of the problem we solved.  In our work we are using neural 

network fitting tool in Matlab to determined our result, The neural network fitting tool (nftool) 

leads us to solve data fitting problem with the two-layer neural network, this network is feed-

forward network type using Leven berg Marquardt algorithm in training [13]. 

 

 
 

Figure 2:Neural network fitting architecture 

 

In MLPNN, the output of a layer will be an input for the next layer passing from the input layer to 

the output layer; the equations used for this procedure are illustrated as follows: 
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Where the output of the first hidden layer out1, which is calculated using the following 

expression:   
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Where f
1 and f2are the activation functions for output layer and hidden layer, which is calculated 

as in the following expressions:   
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Where, x = input vector.   We have data set of Nablus city electricity consumption from 2010 to 

2014 from NEDCO. Using the average value of electrical consumption from 2011 to 2014 in 

Nablus city to predict the next year's electrical consumption amount. Before using the data we 

had done some preprocessing to have better rustle. This processing will be discussed in the next 

section. Then we apply the data to neural network fitting tool, the input in NN was X vector that 

presents day number from [1,365], and the output is electrical consumption predicted. Also in this 

paper, we focus in the higher consumption of a month in summer as well as in winter season 

which are January and July respectively. For each month, we calculated the average for previous 

4 years to predict the consumption in the same month next year. The proposed model passes 

through mean steps and Figure 2 illustrates the proposed MFFNNBP model. 

 

Pre-processing data help networks to have better performance and faster learning. The input 

variables are pre-processed before being used to train the network.  In our work the data have the 

large scale to pre-processing it, we use two types of algorithms, and the first one is smoothing the 

data (data value averaging). The second was used to normalize the data (min-max normalization) 

[15].  In the method data value averaging, data set can be enhanced by taking the average of the 

data, to smoothing the data we replace each point with the average of the neighboring points as in 

equation 6 

 

��(� + � − 1) = (��(�) + ��(� + 1) + ��(� + 2) + ⋯+ ��(� + � − 1))/�               (10) 

 

Where �� is the new data, ��is the original data, k is, the number of neighboring points, and i from 

1 to N where in number of input data.Another method of preprocessing is Min-Max 

Normalization. Min max normalization is used to rescale the data linearly. It transform the input 

data scale to, a new scale in [a,b], but generally used in [0,1]scale ,the equation(7) shows it. 

 

���� = #$%&'()��
)*+()��, (- − .) + .                                                                                 (11) 

 

Where ����are the normalized data, /���the original data, and min; max are the minimum and 

maximum value in the data. Figure 3 show the data before pre-processing, figure 4 show the 

smoothing on data and figure 5 shows the normalization.  

 

 
 

Figure. 2.  Process steps of the proposed  model (MFFNNBP) 
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The process of training the MFFNNBP depends on the backpropagation process, which calculates 

the gradient decent error between the target output and the predicted output considering the new 

weights each time.The Levenberg-Marquardt method involves an iterative improvement of values 

in order to reduce the sum of the squares of the errors. The Levenberg-Marquardt use gradient 

descent method and the Gauss-Newton method to solve problems [20]. In the gradient descent 

method, the sum of the squared errors is reduced by updating the values in the direction of the 

greatest reduction of the least squares objective, and the Gauss-Newton method reduces the sum 

of the square errors to finding the minimum of the quadratic [13]. Levenberg-Marquardt 

algorithm updates value between the gradient descent update and the Gauss-Newton update using 

equation 6. 

0	12	 + 345ℎ�) = 	12(/ − /7)                                                                                (12) 

Where X is the Jacobian matrix,Z is weighting matrix, parameter λ is initialized to be large, small 

values of λ result in a Gauss-Newton update and large values of λ result in a gradient descent 

update, λ is increased if the result in a worse approximation and decreased if the solution 

approach. 

4.RESULT AND DISCUSSION 
 

To execute a real data on the basic architecture of the MFFNNBP model, we collected data from 

the Northern Electrical Distribution Company (NEDCO) for the previous 4 years for the 

electricity consumption on Nablus City. We constructed a basic MLPNN model that is 

sufficiently completed to obtain reliable prediction results. The model allows add several hidden 

neurons but has no recurrences that greatly increase the complexity of the model, to determine in 

some way the goodness of the prediction. This determination will carry out the prediction error. 

In this paper, we use the mean square error as presented in Eq. 3. Before introducing the 

necessary data to the model it is important to perform the pre-processing step as in Eqs.10 and 11. 

 

The model is simulated in MATLAB R2012b under Windows 8 with processor i7.  In this 

section, the data set is 365 sample of one element (time) in year forecasting and a data set of 

31sample of one element(time) in a month forecasting, in this paper, we divide the input data to 

70% of the input data used as a  training set,15% used for  validation and finally the other 15% 

for  testing. We have two part in our work, yearly forecasting, and monthly forecasting, the result 

discussion well be in the next subsection below. 

 

4.1. YEARLY FORECASTING EXPERIMENT  

 

For year forecasting, we used data average for the last four years from (2011-2014) which is 

shown in figure 3, applying the MLPNN model on preprocessing data show in figure 3 starting 

from 10 neurons to 100 neurons,table 1 shows the results. 

 
Table1 : MLPNN prediction results for one year. 
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As can be seen from the results obtained in Table 1, the proposed model reduces the error 

significantly, which means that the MLPNN model is capable of predicting the future electricity 

consumption. As the table shows the best number of neurons is 90 with lowest MSE equal to 

1.78e-03, with a reasonable number of iteration figure3shows the fitting function.  

 
Figure.3. Fitting Result of one Year Prediction.   

 

It is perfectly clear from Figure 3 that as the number of input data increases the model needs a 

suitable number of neurons.The prediction is able to take more complicated forms and better 

adapt to changes in the electricity consumption during 12 months. However, it is also noted that 

so in some input data the prediction is not very efficient, this because in these input data values, 

the electricity consumption changes fast. Therefore, it will be necessary to stop the prediction 

when we use a suitable number of neurons so that the prediction obtained is as accurate as 

possible. 

 

4.2. MONTHLY FORECASTING EXPERIMENT 

For month forecasting, we use data average for last four January and July month from (2011-

2014), the most electrical consumption figure 4 shows the consumption in two months. 

 

 
 

Figure.4. Electrical Consumption for January and July Months 
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Table.2. Neural network result for month forecasting 

 
 

The result of applying the data after pre-processing in network model starting from 2 neurons to 

24 neurons show in the following table. As we see in the table the best number of neurons is 24 in 

both months with lowest MSE equal to 3.20e-14, 1.18e-15 respectively, figure 5shows the fitting 

function for January month and figure 6shows the fitting function for July month. 

 

Figure.5.Fitting Result of January.  

 

 

Figure.6.Fitting Result of July  
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From Figures 4 and 5, which presents the prediction process of January and July, these two 

months proposed to be the maximum 2 months of electricity consumption in Palestine? It’s clear 

that the proposed model predict well this maximum electricity consumption during the year.  It is 

observed that the electricity consumption prediction is well in both months. The difference 

between the two predictions cannot be observed by the graphs and can only measure of the errors 

obtained. 

 

5. CONCLUSION  
 

In this paper, we try to forecast the electrical power consumption according to effective factors by 

using the artificial neural network, also trying to find out the pattern of electrical power 

consumption with the dataset which is prepared by real data collected from Nablus city at the 

north of Palestine. The model which used in this paper can be helpful to manage the distribution 

of electrical power and manage usage of it. The result suggests that MLPNNBP model can be 

used as an important tool to perform a good prediction with least mean square error as short load 

forecasting model.  The predictions, as it has been shown, are very beneficial using neural 

networks with the condition to apply a pre-processing to the real collected data.  The proposed 

model has been able to predict the electricity consumption with an accuracy of more than 95%, 

which appears in the small mean square error.  Finally, the main objective of this project was to 

predict the electricity consumption in Palestine using a neural network model that provides 

accurate predictions on the electricity, which helps the electrical companies and responsible 

authorities to plan for the future of the electricity in Palestine. With regard to future work, there 

are several aspects to be analyzed. The first is the incorporation of MLPNN with optimization 

algorithms like genetic algorithms.  Filtering data algorithms will be used to solve a problem that 

many data in the electricity consumption time series were points atypical due to problems of 

measurement of demand. 
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