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ABSTRACT 
 

Cloud computing is growing in popularity and it has been continuously updated with more improvements. 

Auto scaling is one of such improvements that help to maintain the availability of customer’s subscribed 

cloud system. The appearance of an auto scaling mechanism in the cloud system with many existing system 

mechanisms is an issue that needs to be considered. Because, normally, there is no free drawbacks 

whenever a new part is added to a certain stable system. In this paper, we consider how existing load 

balancing and auto scaling impact on each other. For the purpose, we have modeled a cloud system with 

an auto scaler and a load balancer and implementing simulations based on the constructed model. Also 

based on the results from the computer simulations we proposed about choosing load balancers for 

subscribed cloud system with auto scaling service. 
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1. INTRODUCTION 
 

Cloud computing has become an attractive technology not only for service providers but also for 

a lot of subscribers around the world. The technology is considered as a solution that provides 

many key features such as on-demand self-service, global network access, distributed resource 

pooling, scalable, and measured service [1]. So it facilitates companies to reduce the cost for 

running their information system and to allow service providers to reach their target customers 

much more effectively. Today it is easy to get the great cloud services from brand-name cloud 

computing providers.  
 

In terms of operating system, cloud computing must be implemented some major mechanisms for 

serving more effectively, such as scheduling, load balancing, and migration. The performance of 

cloud quite depends on the manner of these mechanisms. So, it makes these topics to be specially 

concerned by researching community. Traditionally, scheduling is referred to the job of sharing 

executing resources of hosts among virtual machines and allotting executing power of virtual 

machine to among tasks running on. Whilst schedulers are often busy with duty of resource 

allocation, the load balancers focuses on their own function of driving user requests to proper 

virtual machine. The user requests cause to generate items what often called tasks or loads on 

virtual machines. The main goal of a load balancing mechanism is to equitably distribute the 

loads into virtual machines inside a data center. It ensures that there is no virtual machine 

incurring much more load than others. By the way, a load balancer can maximize the throughput 

of clouds and minimizes the delay in serving user requests. Another special mechanism that 

coexists with load balancing is the virtual machine migration mechanism. It is really into energy 

conservation as hosts with few virtual machines will be turned off after the virtual machines 

migrated to proper hosts. Traditionally, the system mechanisms were designed to function in 

cloud habitat with definite resources. It means that definite resources are fixedly assigned to every 

cloud account. In the habitat, when user requests surge up and exceed the assigned executing 
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power, the leased system falls into overload state and the quality of service is degraded 

dramatically. To overcome the situation, today’s cloud service providers have supplied to their 

customers a special service called auto scaling. The new service is implemented by an auto 

scaling mechanism which allows adding temporary resources to the subscribed service packages 

in case of resources being exhausted. Auto scaling mechanism is new technique added to stable 

cloud environment with inherent system mechanisms. The question is whether problems arise or 

not if cloud still runs with current version of the system mechanisms. In fact the kind of load 

balancer is an item which subscribers have to choose in order to configure the auto scaling service 

in the EC2 cloud [14]. This denotes that load balancing has a significant role in providing an auto 

scaling service to cloud subscribers and that there exists work that should be done with traditional 

load balancing for adapting to auto scaling. To clarify the matter, we look for what happen if we 

vary the kind of load balancing with auto scaling and also look for what things make the cloud 

performance to be worse. Firstly, we model the cloud which includes both load balancer and auto 

scaler. The load balancer is implemented by using typical load balancing algorithms such as 

round robin and active monitoring. The auto scaler is applied the state of art auto scaling 

algorithm that is based on thresholds. Then, we simulate various scenarios on the cloud model 

and observe special things. The results from our study help to propose solutions for improving 

load balancing function in auto scaling-enabled cloud environments.   

       

The rest of the paper is organized as follow: Section 2 relates published researches about load 

balancing and auto scaling in cloud computing. A model of cloud system with load balancer and 

auto scaler is presented in section 3. Computer simulations based on the model in section 3 is 

included in section 4. The paper is closed by some key conclusions in section 5.  
 

2. RELATED WORKS 
 

Load balancing has exposed its crucial role and a complex issue in cloud computing. There are 

many challenges for developing an efficient load balancer. Load balancing schemes have to 

control incoming loads so that all processing cores in the system or every host in the cloud 

execute approximately an equal amount of workloads at any instant of time [2]. Many endeavors 

relating to the topic have been made by researchers, as mentioned in [3]. Researches in [4][5] 

proposed active monitoring-based algorithms. The algorithms keep track of the current load on all 

machines in cloud. On arriving of load, it looks for what machine has the lowest load and 

allocates the load to it. Thereby, the stronger machines will be assigned more load than weaker 

machines. Therefore the goal of load balancing may be achieved. However, in cloud environment 

load balancing strategies should be considered in two levels of scheduling, the host level and the 

virtual machine level. They also depend on scheduling policy chosen in each level, which is the 

time-shared scheduling or the space-shared scheduling, as result of estimating the surplus 

capacity of machine is different between the scheduling styles. So as to concern the scheduling 

commodity, the research in [6] proposed a load balancing scheme that treated the scheduling 

cases separately in its calculations. For the sake of improving cloud performance, [7] also 

proposed a novel mechanism to allot tasks to virtual machine and a novel algorithm based on bio-

inspired techniques such as Particle Swarm Optimization (PSO), Cat Swarm Optimization (CSO) 

for allocating resources effectively to tasks.    
 

Similar to load balancing, auto scaling raises many challenges for endeavors of achieving the 

given goals of the function. Therefore, the topic also caught more attention of researchers, as 

reviewed in [8][9]. The first problem of auto scaling is how to lease the right amount of resources 

that cost on pay as you go basic. Moreover, how to return the leased amount of resources 

punctually in order to keep the cost low is the second problem of the function. Up to now, to 

solve both the problems has not been an easy task. In doing with the problems, in [10], authors 

have proposed a new auto scaling mechanism called BATS, which satisfies the limitation of 
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budget while minimizes service delay. Also, research in [11] proposed an auto scaling system 

based on time-series prediction algorithms. So as to achieve the prediction accuracy of the auto 

scaling system, a special key was made called self-adaptive prediction suite which can 

automatically select the most suitable prediction algorithm based on the incoming workload 

pattern. 
 

The relationship between load balancing and auto scaling was mentioned in [12]. It described the 

way how brand-name cloud systems such as EC2, Azure, and RackSpace provide their 

subscribers with auto scaling service. Especially, EC2 uses a monitor called Cloudwatch to emit 

metrics alarm which in turn starts or stop virtual machine instances. Related to both key 

functions, [13] also gave a comparison between various cloud providers on features of the 

functions. However, it also did not clarify how load balancing and auto scaling influence each 

other.  
 

3. MODELING CLOUD DATA CENTER WITH AN AUTO SCALER AND A LOAD 

BALANCER 
 

Let data center (DC) have N virtual machines (VMs), called VM1, VM2,….,VMN.  

DC(VM1, VM2,….,VMN) 
 

Every virtual machine has a processing power of Pi and a workload Li(t) at any time t.  

VM1(L1(t),P1) 

VM2(L2(t), P2) 

…… 

VMN(LN(t), PN) 
 

We assume that the data center applies the time-share scheduling policy for its scheduling levels, 

host level and virtual machine level. Also, it just creates a limited number of VMs on each host in 

order to ensure enough processing power for VMs. Let l(t) be the workload at time t that is 

generated by incoming request to load balancer and the load balancer allotted it to a certain VM 

based on specific load balancing algorithm. So if L’i(t) is the workload of a VMi after the load 

balancer has distributed the load l(t), which is computed by following expression: 
 

L’i(t) = Li(t) + ai(t).l(t) ; iϵ1..N 
 

with ai(t) taking values of 1 or 0, depending of whether VMi matches with the right condition of 

the load balancing algorithm or not. It has value 1 if the condition is true and vice versa. 
 

 
 

If the load balancer implements the round robin algorithm, incoming workloads are assigned to 

each VM in circular order. With the active-monitoring load balancing algorithm, the load 

balancer has to find the VM with the least workload in order to allocate new load to it. In this 

case, ai(t) is as follow: 
 

 
 

The major purpose of load balancers is to allocate fairly workloads among VMs inside a data 

center. It should take a way that there is no VM to incur more loads than others. Therefore, we 

also consider the equitable allotment as one of criterions for comparing between load balancers. A 

load balancer with the smallest workload deviation between among VMs inside a data center is 
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the best load balancer. It also results in minimum delay when the workload deviation gets 

minimal value. In the research, we specially concern the service time left of the VM which means 

necessary amount of time for executing completely current workload in the VM. The service time 

left of VM, called Tleft,i, is calculated by formulation below: 
 

 
 

Let Dev(t) is the difference between the lowest service time left and the highest service time left 

among the VMs inside the considered system. The item will be checked in various simulation 

scenarios later and calculated such as below. 
 

 

 
 

In general, auto scaler frequently monitors a data center and gathers information about the system 

health. When the subscribed system is going to fall into overload situation it orders to supply 

power by adding a new machine to the system. Using preset thresholds for making decisions is 

common method that has been applied in today’s auto scalers. The system metric that is set in 

thresholds could denote the status of system. The metrics are different between various auto 

scaling algorithms. For the research, we use the average of service time left in the leased system 

of subscribers as a metric for auto scaling. Let Tav(t) be the average of the service time left at time 

t, it is calculated as follow: 
 

 
 

If Let N’(t) be the number of machines in the considered system at time t and it is expressed as 

below: 
 

 
 

n(t) is the number of machines that are temporarily suplemented the considered system at time t. 

The auto scaler obeys the following rule: 
 

 

 
 
 

Normally, the load balancer works with a fixed number of machines in a subscribed system but it 

will have to work with altering the number of machines in the system with auto scaller. How to 

keep load balancer knowing right number of machines is an issue in this context. It also raises 
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another issue that the number of machine may rapidly change due to fluctuation of workloads. 

While the issues may take place, the research is inspired to see if there are any impacts of the 

issues on performance of load balancers and efficiency of cloud systems. 

 

4. COMPUTER SIMULATIONS 
 

We developed a cloud simulation program that based on the model in the section 3. The 

simulation program also includes all key components of a cloud system such as host, virtual 

machine, load balancer, auto scaler, etc. In this simulation, we implement two load balancing 

algorithms: round robin and active monitoring. The simulation includes an auto scaler that works 

based on thresholds as mentioned above.   
 

In the simulation, we construct a subscribed cloud system with four VMs which has 500MIPS 

CPU, 2Gbyte RAM and 1Gbps bandwidth. The four VMs are minimum number of VMs in the 

considered system that they belong to customer’s cloud service package. The auto scaler will 

supplement provisional VMs when the cloud system is going to be overloaded and it also 

removes the VMs when the cloud system goes back to normal state. So it will shift the number of 

VMs forth and back in the range of greater than number of four. In the simulation scenario, we set 

the upper threshold equals to 6 seconds and the lower threshold equals to 2 seconds. We submit 

the same workloads, as described in figure 1, to load balancer in both cases of round robin and 

active monitoring algorithm. The workloads have fluctuated more erratically. There were some 

sharp increases in loads, before reaching a peak of approximately 4000MI, but then the workloads 

dropped markedly again the following time.      
 

 
 

Figure 1. Incoming workloads are distributed by load balancer 
 

Firstly, we would like to see how auto scaler supplementing VMs to subscribed cloud system 

with round robin load balancer and with active monitoring load balancer. The results of running 

with round robin load balancer are described in figure 2 and the results from running with active 

monitoring load balancer is described in figure 3.  
 

The figure 2 shows that auto scaler had to supplement VMs to the cloud system several times, 

from 1 to 2 VMs, and the VMs make a long stay in the system. While it is just one time to add 

one VM to the system done by auto scaler in case of using active monitoring load balancer, as 
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showed in figure 3. Moreover, the provisional VM makes no long stay in the subscribed cloud 

system. 

 
 

Figure 2. Number of supplementing VMs in case of using round robin load balancer. 

 

 
 

Figure 3. Number of supplementing VMs in case of using active monitoring load balancer. 
 

Secondly, we focus on how different in deviation Dev(t), as defined in section 3, between round 

robin load balancer and active monitoring load balancer. The results from both cases are depicted 

in figure 4. The figure shows that deviations from round robin (RR) load balancer are always 

greater than those from active monitoring (AM) load balancer. The item can reach value of 25.2 

with round robin algorithm while the greatest value in active monitoring algorithm is about 15.5. 

In addition, the figure also denotes surges in deviations corresponding to every time 

supplementing VMs to the cloud system. It also shows that the surge from AM load balancer is 

not more greater than average value whilst those is quite high and long with RR load balancer. 
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Figure 4. Deviations, Dev(t), from RR load balancer and AM load balancer. 
 

5. CONCLUSIONS 
 

Load balancing in cloud environments with auto scaling has been just considered. There are kinds 

of load balancers that may cause auto scaler adding more provisional VMs to subscribed cloud 

system than others, round robin load balancer, for example. This results in using cloud resources 

ineffectively and subscribers have to paid more money. Our research also denotes that load 

balancers applying algorithms based on current workload of VMs in cloud system have well 

adapted to cloud environment with auto scaling. For instance, active monitoring load balancer 

helps not only to keep unbalance level between VMs in small, but also to use cloud resources 

effectively. So, we should consider choosing load balancers based on workload of VMs in auto 

scaling-enabled cloud environment, especially auto scalers using algorithms based on thresholds. 
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