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ABSTRACT

Automatic text summarization has prime importance in the area of Natural Language Processing. As we
are aware a large quantity of information are there on web, it is very difficult to extract the needed
information from the huge. Text summarization is the process of shorten the document, so that it retains
only the important points of the original document. As the problem of information overload has grown, and
the quantity of data has assumed a greater significance, the need for an instant summarization of the un-
touched language -Malayalam- assumes vital importance. Lots of summarization systems have already
been developed for various languages, there is no such well performing system for Malayalam. In this
paper propose a Malayalam text summarization system which is based on MMR technique with successive
threshold. Here the sentences are selected based on the concept of maximal marginal relevance. The key
idea is to use a unit step function at each step to decide the maximum marginal relevance and the number
of sentences present in the summary would be equal to the number of paragraphs or the average
number of sentences present in the text document, which can be achieved by using successive threshold
approach.

KEYWORDS

Maximum Marginal Relevance, Successive Threshold, Unit step function
1. INTRODUCTION

Automatic text summarization has prime importance in the area of Natural Language Processing.
As we are aware a large quantity of information are there on web, it is very difficult to extract the
needed information from the huge. Text summarization is the process of shorten the document, so
that it retains only the important points of the original document. As the problem of information
overload has grown, and the quantity of data has assumed a greater significance, the need for an
instant summarization of the untouched language - Malayalam assumes vital importance. Lots of
summarization systems have already been developed for various languages, there is no such well
performing system for Malayalam. The existing systems have high computational cost, time and
storage capacity. To address the issues of computational cost time and storage capacity, here

DOI: 10.5121/ijci.2016.5237 349



International Journal on Cybernetics & Informatics (1JCI) Vol. 5, No. 2, April 2016

proposes a text summarization system that works on the concept of maximal marginal relevance
between the sentences or the words. The key idea is to use a unit step function at each step to
decide the maximum marginal relevance and the number of sentences present in the summary
would be equal to the number of paragraphs or the average number of sentences present in
the input text document, which can be achieved by using successive threshold approach.

Malayalam is the official language of Kerala and there are around 33 million people who speak
Malayalam. There is a vast amount of online data available in Malayalam. This warrants creating
a tool that can be used to explore digital information presented in Malayalam and other native
languages. In this concept, we propose the MMR based Malayalam document Summarization
with Successive Thresholds.

Concept is presented in five sections. Section Il reviews the related works. Section Il discusses
the proposed scheme. In section IV, the evaluation of the proposed scheme is presented. Section
V concludes the work and future scope is discussed.

2. RELATED WORK

Attempts to automatically summarize documents started early since 1958. The method based on
word frequencies by Luhn is one of the oldest but still relevant method. This method measures
the importance of a sentence based on the presence of keywords (most frequently occurring
words in a document otherthan the stopwords) in the sentence. Text summarization method by
Ed-mundson used cue words, title words, and sentence location for determining the sentence
weights [4]. Text summarization for Malayalam documents by Rajina Kabeer and Sumam Mary
Idicula [1].

Graph theoretical approaches for summarization represents a document as an undirected graph, in
which the nodes represent the sentences in the document. Two nodes in the graph are connected if
the cosine similarity of the sentences corresponding to the nodes is above some particular
threshold. The sentences corresponding to the nodes with the highest cardinality or in other words
the sentences which are more similar to other sentences in the document are considered important
and are included in the summary [8]. Methods based on Co-reference chains and Lexical chains
are based on the semantic structure of the document.

Semantic graph based approaches extracts semantic triplets (Subject-Object-Predicate triplets)
from each of the sentence in the document. These triplets are used to generate a graph of the
document. A sub-graph of this graph is selected using machine learning techniques and the
sentences in the sub-graph are used to form the summary [2].

Machine Learning approaches to summarization models the summarization process as a
classification problem. Naive Bayes method, Neural networks and Hidden Markov Model
(HMM) are some of the machine learning approaches [4] used for text summarization.

Information extraction by abstractive text summarization for Telugu language [7], summarization
of tamil document using semantic graph method [14], Text extraction for an Agglutinative
Language by Sankar K, VijaySundar Ram R and Sobha Lalitha Devi which was used for
summarizing Tamil documents [8], Bengalitext summarization by sentence extraction by Kamal
Sarkar [6] are some text summarization works done for Indian languages.
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3. PROPOSED SCHEME

In the proposed method, a single-document input is summarized based on the concept of maximal
marginal relevance between the sentences or the words. The key idea is to use a unit step function
at each step to decide the maximum marginal relevance and each word meaning is calculated with
the help of a dictionary, finally the number of sentences present in the summary would be
equal to the number of paragraphs or the average number of sentences present in the input text
document, which can be achieved by using successive threshold approach.

3.1. MAXIMAL MARGINAL RELEVANCE

The key idea in this technique is to use a unit step function at each step to decide the maximum
marginal relevance. The automatic summarization process is explained below:

1. Input a document to be summarized

2. Now the document is traversed and eliminates the words that are not useful (stop word
removal)

3. Starting with the starting position of the sentence until the document finishes

4. ldentify the most important word/sentence (by meaning) with the help of a malayalam
dictionary

5. Using the unit step function we can calculate the relevant information required. The unit
step function used in the algorithm is given as:

uy + 1 = argmax(Sim1(y;, Q) — max(sim2(u;, u;)))

Where
Q : User input document
u; : Most important word/sentence
u; : Remaining sentences in the document
U : Selected list of sentences

6. The process may be terminated once an appropriate number of words or sentences are in
U. Which can be achieved by using successive threshold approach

3.2. SUCCESSIVE THRESHOLD APPROACH

The concept behind this approach is that the number of sentences present in the summary would
be equal to the number of paragraphs or the average number of sentences present in the input text
document. That is initially count the total number of paragraphs and sentences in the given text
document, if the total number of paragraphs in the input text document is meet a threshold value
then take the value of ‘n’ as number of paragraphs otherwise take ‘n’ as average number of
sentences in the input document. After applying all the pre-processing steps and the MMR
technique to select the relevant information or the sentences from the document. Then counts the
total number of sentences say it is ‘m’, if m is equal to ‘n’, then these are the sentences finally
included in the summary. Else, repeat the steps of MMR technique until the ‘m’ value will be
equal to ‘n’.

The proposed system uses the following algorithm. The algorithm consists of two sections; the
first section uses a unit step function that identifies the maximum marginal relevance that is the
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relevant sentences from the input document. Then the next section uses a successive threshold
approach. By using this approach the total number of sentences in the final summary can be
calculated. Process is explained below:

o &

8.

9.

Input: Malayalam document
Output: Summarized document

Input a document to be summarized
Now the document is traversed and eliminates the words that are not useful (stop word
removal).
Identify the most important word (by meaning) with the help of a Malayalam dictionary
from the input document
Starting with the starting position of the sentence until the document finishes.
Using the unit step function and dictionary calculate the first level important sentence
from the document by using the important word identified in step 3
The unit step function used in the algorithm is given as:
uy + 1 = argmax(Sim1(y;, Q) — max(sim2(u;, u;)))
Where
Q : User input document
u; : Most important word/sentence
u; : Remaining sentences in the document
U : Selected list of sentences
Then the second level sentence is identified using the first level sentence and the
dictionary by using the unit step function
The next level sentence is identified using the sentence identified in step 6 and the
dictionary by using the unit step function
Repeat the step 7 until an appropriate number of sentences is in U. Which can be
achieved by using successive threshold approach
Stop

As an example consider the following input text shown in figure 1 and the corresponding output
obtained for the text using proposed method is shown in figure 2.
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Figure 1. Input Text
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Figure 2. Output Text
2. EVALUATION
As shown in the below table is the different parameter evaluation of the existing method. The
method is implemented on 6 different dataset of different sizes and various parameters such as

precision, recall and F-measure is calculated.

Table 1. Parameter evaluation — Existing method

Dataset Precision Recall F- Measure
Dataset1 0.485 0.525 0.530
Dataset?2 0.5309 0.5765 0.5665
Dataset3 0.5807 0.6635 0.5978
Dataset4 0.6679 0.7814 0.7449
Dataset5 0.656 0.7756 0.7645
Dataset6 0.772 0.7901 0.7801
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Table 2 shows parameter evaluation of the proposed method. The method is implemented on 6
different dataset of different sizes and various parameters such as precision, recall and F-measure
is calculated.

Table 2. Parameter evaluation — Proposed method

Dataset Precision Recall F- Measure
Dataset1 0.535 0.565 0.543
Dataset2 0.5407 0.5805 0.5785
Dataset3 0.5917 0.6743 0.6537
Dataset4 0.6779 0.7896 0.7549
Dataset5 0.673 0.7826 0.7775
Dataset6 0.852 0.8910 0.8018

The following chart shows the comparison of proposed MMR method with existing Sentence
scoring method.
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Figure 3. Graphical evaluation

3. CONCLUSIONS AND FUTURE WORK

The text summarization provides the summary of the input document. Here in this concept an
efficient technique of document summarization is proposed. The proposed method is works on
the concept of maximal marginal relevance between the sentences or the words. The key idea is
to use a unit step function at each step to decide the maximum marginal relevance, and the
number of sentences present in the summary would be equal to the number of paragraphs
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or the average number of sentences in the input text document, which can be achieved by using
successive threshold approach. Analysis shows that proposed method is more accurate. More
quality parameters are generated by incorporate another methods is future work
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