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ABSTRACT 

 

In general using several signal acquisition methods are applied to get cardio-impedance signal to analyse 

the cardiac output. The analysis completely based on frequency information obtained after applying 

frequency selection filters and frequency shaping filters. Here proposing a constructive approach involves 

a developed Non-Negative LMS (NNLMS) followed by filtering techniques to measure and overcome the 

limitations of commonly used approaches. The proposed technique performance is analysed by considering 

different types of noise environments like fundamental one white noise and also sum of sinusoidal noise. 

The simulation results are useful to measure the performance and accuracy under different noise 

environments also a comparative analysis is done with the proposed work with existing methods under 

different performance metrics by the help of quantitative analysis of algorithms. Simulation results are 

found to be satisfactory in the analysis of cardiac output. 
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1. INTRODUCTION 

 
To acquire cardiac output many traditional approaches are available out of these methods the 

Impedance Cardio Graphy (ICG) is one acquisition technique. ICG acquisition method [3] 

involves a repetitive and non-invasive procedure on a beat-by beat basis. ICG is also cost 

effective and a very sensitive acquisition system of cardiac output. Out of many advantages of 

ICG methodology the major problem is it was very sensitive to the nose induced by shock or 

ventilation and movement of body while acquiring the cardiac signal. Based on the operation, the 

ICG signal Z = Z0 + ¢Z can be processed and analysed with its differential operator signal is 

processed directly in order to obtain fiducial points [3] like :Opening of aortic valves (B), aortic 

valve closure (X) and the maximum value of dZ/dt following the opening of valves (C) [3] as 

shown in figure 1. So many researchers are working towards the analysis of these methods to 
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model a fine quantitative analysis and improvement in the performance analysis of cardiac output 

under different sensitive noise environments. In this work considered Non-Negativity is one of 

the limitations that can be applied on estimation of parameter [1] due to this physically 

unreasonable solutions can be avoid an can comply the characteristics of natural phenomena. This 

non negativity will also appear even in some processing schemes like audio processing, image 

processing, remote sensing and neuroscience [1]. The non-negativity constraints can be reduced 

by several processing schemes proposed namely NNLMS algorithms and its three different 

approaches like Normalisation, Exponential and Sign-Sign. Also transient behaviour and a 

recursive model analysis which is developed by weights behaviour of adaptive filters [1].    

 

 
Figure 1: Sample ICG waveform taken from Ref [3]. 

 

2. SELECTED METHODOLOGY 

 
2.1. An Artifact Canceller: 
 

Initially impedance sensor is used to collect thoracic impedance signal z(n) which consist of 

respiratory artifact and   Reference signal r(n) is obtained from the respiratory sensor[2]. The 

respiratory sensor to acquire reference signal there has some delay with respect to the respiratory 

artifact due to the movement of thorax cage [2]. To equalize a delay is introduce in the impedance 

signal z(n). As illustrated in  figure 2 an FIR filter and its weights are updated continuously to 

minimize the error e(n) with the help of adaptive algorithm namely Least Mean Square also name 

as statistical gradient search algorithm. Also the output of filter r
^
(n) is subtracted from delayed 

input impedance signal z(n) there after applied continuously error minimization scheme with 

algorithms. 
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Figure 2: Artifact Canceller using Digital FIR 

In this illustration the major purpose of algorithms is only to control or update the filter weights 

of Digital FIR filter in order to minimize the error. 

 

2.2. Impedance Signal Analysis 

 
The impedance sensor output is initially processed through a low pass filter as a part of 

eliminating high frequencies there by using 2-point differentiation we can obtain ICG waveform. 

Even after processing In ICG waveform there will be presence of respiratory artifact especially in 

the post-exercise recordings [2]. So in order to remove the artifact an artifact canceller illustrated 

in figure 2 was applied on impedance signal z(n), by considering µ = 0.0044 for adaptation. The 

results are found to be satisfactory for tap length M ≈ 200 and sample delay ≈70. Because of large 

value of dZ/dt is a useful parameter in the evaluation of stroke volume the same data is processed 

through the filter with specified inputs of filters. The percentage error was then calculated 

between the peaks of the standard waveforms and the filtered data with various cut-off 

frequencies [4]. 

 

The peak of dZ/dt error values are illustrated with respect to different cut-off frequencies. The 

peak dZ/dt error in all environments is less than 2 percent for a cut off frequency of less than 50 

per cent of the heart rate [4]. 

 

Assume a linear model of system with inputs and outputs as illustrated in the following equation  

 

z(n)a(n)T
αR(n) +

∗
= ----------------------------------------------------------(1) 

 

The reference signal R(n) and input signal a(n)  are assumed to be stationary and zero mean. The 

error also assumed to be stationary and minimum variance with zero mean. So based on physical 

constraints non negativity will be presented in the estimated coefficients to minimize that 

adaptive system is proposed with improved algorithms in order to minimize the Mean Squre 

Error with good number filter taps  
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The non-negativity problem can be solve by updating the Digital FIR  filter weights using a 

NNLMS algorithm with the following weight update equation 

 

)(n)e(n)a(n
α

ηDα(n))α(n +=+1 --------------------------------------------(3) 

 

The above weight update equation is further normalised in order to improve the performance of 

weight updating in process of minimisation of mean square error so the modified weight update 

recursive relation is given as  
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So all the above quatitative analysis are very usefull to remove artifacts in ICG waveform threre 

by the analysis of cardiac data is very effective in application aspects. 

 

3. SIMULATION RESULTS 
 

In the following illustration the collected ECG from impedence sensors are given in figure 3 

shows that the recorded z(n) also the processed data using the proposed methodology is displayed 

in figure 4 shows that Mean Square Error analysis under different environments. ICG waveform 

obtained after processed by differentiation of z(n) is shown as first one. The impedance waveform 

after adaptive cancellation of the artifact is shown as second one in Figure 4. ICG obtained by 

differentiating this waveform shows almost no effect of respiration, making it easy to detect the B 

and X points and these are found to be consistent with simultaneously acquired PCG [2]. After 

processed the data through the adaptive filter with algorithms support the performance 

comparison is illustrated in following tabulation which yields the NNLMS will be the optimised 

algorithms in the removal of artifacts in ICG for better analysis of cardiac data also in the 

tabulation given the normalised NNLMS SNR evaluation to compare the existing methods in 

table 1. 
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Figure 3. ICG, ECG,PCG in post exercise condition[2]. 

 

 

 

 

 

 

 

 

 

 

 

Table 1: SNR comparision with different algorithms in (a)ICG, (b)ECG, (c)PCG 

 

 SNR dB (a) (b) (c) 

EA10 -10 -0.03 4.81 5.31 

 -6 3.93 8.26 8.79 

 -3 6.84 10.62 11.93 

 0 9.74 14.15 13.73 

 3 12.42 16.11 16.81 

 6 14.89 17.1 18.06 

 10 17,61 19.71 19.86 
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NN 

LMS-based 

-10 12.43 2.63 1.23 

 -6 16.5 3.32 4.17 

 -3 18.97 6.18 6.92 

 0 21.88 8.67 9.71 

 3 24.51 11.12 12.47 

 6 26.62 13.65 14.87 

 10 29.21 17.32 17.62 

Normalized NN 

LMS-based 

-10 15.19 3.96 5.37 

 -6 19.42 9.91 8.23 

 -3 21.88 12.78 11.43 

 0 25 16.48 14.59 

 3 27.9 19.39 18.03 

 6 29.76 21.62 20.82 

 10 33.35 26.42 23.43 
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Figure 4: Different EMSE evaluation of NNLMS and its Types 

 

4. CONCLUSION 
 

In the proposed constructive approach in addition to the artifacts removal a performance 

comparisons made in the part of analysis of cardiac data under different noise environments. Also 

excesses Mean Square Error is observed on different cardiac data in steady state, transient using 

NNLMS and its variants. The quantitative analysis will provide the performance analysis of 

adaptive algorithms by weight updates under different filter taps environments. Finally the results 

are found to be satisfactory in few aspects like EMSE, filter taps and weight updating models.  
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