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ABSTRACT

The variations of viewing angle and intra-class of human beings have great impact on gait recognition systems. This work represents an Arbitrary View Transformation Model (AVTM) for recognizing the gait. Gait energy image (GEI) based gait authentication is effective approach to address the above problem, the method establishes an AVTM based on principle component analysis (PCA). Feature selection (FS) is performed using Partial least squares (PLS) method. The comparison of the AVTM PLS method with the existing methods shows significant advantages in terms of observing angle variation, carrying and attire changes. Experiments evaluated over CASIA gait database, shows that the proposed method improves the accuracy of recognition compared to the other existing methods.
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1. INTRODUCTION

Human gait is the most important biometric trait for person authentication. The biometric system mainly used to prevent the unauthorized access. Biometric resources such as face recognition, voice recognition, iris, fingerprints, palm prints, shoe prints and hand writing, are a subject of extensive research work, studied and employed in many applications. The advantage of gait as the biometric is that the gait of a human can be captured even from a great distance [1].

There is a need for automation in applications such as security systems, crime investigation department and surveillance. Today, biometric is an effective tool for reliable person authentication. The motion vision’s main purpose is to use surveillance when unexpected occurrences befall us.

The classification of gait recognition is done in various ways. Human motion and vision is one of a kind, recognition based on a wearable sensor, through sensor information from floor of the motion are the other types. Wearable sensor systems require carrying the sensors and floor sensors system around that necessitates setting the sensors on the floor [2, 3]. First kind is further divided, based on appearance and model parameters and appearance method is divided into two categories: they are spatio-temporal and state-space methods. Most researchers used appearance-based method compared to model-based method [4].
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The gait recognition system is capable of identifying humans from a distance beyond human interactions. This characteristic of gait recognition system is suitable for applications in large and controlled environments such as banks, military installations and even airports that are enabled to quickly detect threats.

2. Problem Statement And Concepts

2.1. Objective

The primary objective of this paper is to evaluate the performance of different gait recognition methods selected for person identification.

2.2. Optimum Gait Analysis

This section uses a PLS type of feature selection to find optimum gait analysis. In general human gait occurs in a periodic manner. Detection period helps in preserving the temporal information which reduces computational complexity and cost. Using the methods illustrated in [7, 9] estimate the bounding box changes and the aspect ratio, which depends on the periodic changes in human walk. These methods use GEI as the important gait parameter. PLS method is applied to extract components of gait feature descriptor.

By the periodic estimation of the GEI features gives the gait information in temporal and spatial domain. Silhouettes are obtained through background subtraction and the GEI is obtained. $B_{lt}(p,q)$ is a binary silhouette in which the pixels are located at position (p, q). Each binary silhouette has $l \ (l = 1,2, ......, L)$ gait cycles. Each gait cycle has $t \ (t=1, 2 \ ... T)$ frames. Silhouette normalization is performed along both vertical and horizontal directions for a fixed range. GEI of height $M$ and width $N$ represents is given by

$$f(p,q) = \frac{1}{T} \sum_{t=1}^{T} \sum_{l=1}^{L} B_{lt}(p,q)$$

Here $T$ represents total frames in one gait cycle. $B$ represents the silhouette at $t$, $p$ and $q$ are the coordinates of the image.

The 1-D feature vector is obtained by concatenating the value of each position in $B_{lt}(p,q)$ along all consecutive rows and columns which is represented by $f^m_k$, where $k$ represents the $k^{th}$ observing angle and $m$ represents the $m^{th}$ subject. PLS regression is used as the FS scheme to learn about optimal feature representation and also used to reduce the dimension. The major advantage is reduction in dimension of target will not limit the class number considered in database of training set. Furthermore, on applying PLS and factorization process [7], it is found that optimized GEI is better than original GEI.

Consider the case of two different persons $m$ and $n$ with the same $k^{th}$ observing angle. Then $f^m_k$ and $f^n_k$ are the two sets of gait feature vectors are obtained. The objective function of maximum covariance between two variables is obtained by using PLS, which gives the optimal projection. The objective function is given by

$$\max_{w_k} \{\text{COV}(f^m_k w_k, f^n_k)\}$$

For $k^{th}$ observing angle $w_k$ is the learned matrix of projection. The covariance of original GEI features with different observing angles is calculated using covariance operation. Therefore, from
a given GEI feature vector $f_k^m$ we get the optimal feature vector $A_k^m$ for corresponding the $k^{th}$ angle [11].

\[ A_k^m = f_k^m w_k \quad \ldots \quad (3) \]

### 2.3. AVTM PLS TECHNIQUE

The following representation is regarding procedural steps for the AVTM PLS method for Gait authentication. Figure1. represents the block diagram of AVTM PLS method.

Step1 consider the gait sequence from the CASIA database.

Step2 Extract the frames from the Gait video sequence.

Step3 Perform the Background subtraction to extract the silhouette images [10].

Step4 Feature extraction is performed on silhouette images and gait features are found.

Step5 Estimate the gait period, by using this GEI is computed which is averaging of silhouettes over one gait period.

Step6 Dimensionality Reduction Techniques are used to reduce the higher dimensional feature to a lower dimensional feature. Which results in reduction in time, space and cost.

Step7 The reduced lower dimensional feature vectors are extracted by using singular value decomposition and then apply view transformation model with PLS.

Step8 The Extracted feature vectors are used for matching purpose. L1 norm distance is computed to find similarity of considered simplified gait.

![Figure1. Block diagram of Gait Recognition.](image-url)
3. MODELLING OF THE PROBLEM

This section deals with modelling of Gait Recognition Method. It shows the analysis of the proposed method.

3.1. ARBITRARY VIEW TRANSFORMATION MODEL

The left hand side matrix of equation (4) is called optimized gait representation matrix represented as $A_{k}^{M}$. Every row indicates the gait data under same observing angle from different subjects whereas column represents same subject with different observing angles. Consider a total of M subjects and K observing angles and constructs a View Transformation Model. Singular Value Decomposition is used for factorization [7] as defined below:

$$A_{k}^{M} = \begin{bmatrix} a_{i}^{1} & . & . & a_{i}^{M} \\ . & . & . & . \\ . & . & . & . \\ a_{k}^{1} & . & . & a_{k}^{M} \end{bmatrix} = R[z^{1}.........z^{M}] = XYZ$$  ... (4)

Here X and Z are orthogonal matrices with dimensions of $KN_{f} \times M$, $M \times M$ respectively. $a_{k}^{M}$ has the dimension $N_{f} \times 1$. S is a diagonal matrix with dimension $M \times M$ has the singular values. $R = [R_{1}, ........, R_{K}]^{T}$, $XY$, here $R_{K}$ is sub-matrix of X and $z^{M}$ is column vector.

The vector $z^{M}$ represents the gait feature vector of $m^{th}$ subject for any observing angle. Under a specific observing angle $R_{k}$ represents transforming matrix which is independent of subject. It helps in projecting shared gait feature vector $z$ to gait feature vector under specific angle k. From equation (4), for an optimized gait feature vector $a_{j}^{m}$ from the $m^{th}$ subject with $j^{th}$ observing angle, the learned gait transformation of feature vectors from $j^{th}$ to $i^{th}$ observing angle is obtained as

$$t_{a_{j}^{m}} = R_{j}^{+}a_{j}^{m}$$  ... (5)

Here, $R_{j}^{+}$ represents pseudo inverse matrix.

4. RESULTS

4.1. OBJECTIVE MEASURES AND SIMULATION PLATFORM

The AVTM PLS method is compared with various View Transformation Models for same circumstance. Gait Energy Image features are extracted. Different methods have the variations among the VTM and FS algorithm. Consider the probe feature vector for various observing angles, the methods of AVTM and FS scheme are applied to obtain the shared subspace. Matching is performed using L1-norm distance.

Performance analysis is made by comparing recognition rate of different VTMs and its associate FS algorithm. Recognition rate gives the correctness in matching procedure.
4.2. GAIT SIMILARITY IN GAIT RECOGNITION

A PLS based VTM along with factorization process is presented. The gait similarity measurement is simplified using L1-norm distance and is given by equation (8)

\[ d(a_i^k, a_j^k) = \| a_i^k - a_j^k \| \]  

... (8)

Here \( d \) represents the distance of separation between gait signatures of the two different persons under the same observing angle. The gait feature dimension is represented by \( N \). If the distance of separation is more then the similarity between the gait signatures \( a_i^k \) and \( a_j^k \).

4.3. EXPERIMENTS

Simulations are performed on CASIA gait database [3]. The dataset contains the data is obtained for all 11 degree observation angles from 124 subjects. From each observation angle six sequences are considered with normal walk [12]. Furthermore, this dataset comprises of two sequences indicating respective overcoat attire and bag carrying situation for all 11 observing angles.

4.4. IDENTIFICATION RATE

For a range of varying observing angle from \( 0^\circ \) to \( 180^\circ \) recognition rates of popular gait recognition methods are compared for various probe angles. From the figures 1, 2 and 3 represents the simulation results of the person with overcoat, with a bag and normal walk respectively.

Figure 2. Simulation results of the person with overcoat.
From the Table number 1, 2, 3 and 4, the proposed technique is dominant in performance over [6], [7], [8] methods. Table1 represents the recognition rate of various algorithms for a given condition of a gallery data with observation angles varying from 72° to 162° where the probe gait data observation angle is given as 126° (With overcoat).Table2 represents the recognition rate of various algorithms for a given condition of a gallery data with observation angles varying from 54° to 144° where the probe gait data observation angle is given as 90° (With a bag). Table3 represents the recognition rate of various algorithms for a given condition of a gallery data with
observation angles varying from 54° to 144° where the probe gait data observation angle is given as 90°. Table 4 represents the recognition rate of various algorithms for a given condition of a gallery data with observation angles varying from 54° to 144° where the probe gait data observation angle is given as 144°.

Table 1. Various gait recognition algorithms and its accuracy of Recognition.

<table>
<thead>
<tr>
<th>Gallery observing angle</th>
<th>72°</th>
<th>90°</th>
<th>108°</th>
<th>144°</th>
<th>162°</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEI+LDA+TSVD[7]</td>
<td>0.09</td>
<td>0.10</td>
<td>0.20</td>
<td>0.30</td>
<td>0.13</td>
</tr>
<tr>
<td>Yu’s method[8]</td>
<td>0.14</td>
<td>0.09</td>
<td>0.06</td>
<td>0.18</td>
<td>0.02</td>
</tr>
<tr>
<td>AVTM_PLS</td>
<td>0.48</td>
<td>0.65</td>
<td>0.85</td>
<td>0.78</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Table 2. Various gait recognition algorithms and its accuracy of Recognition.

<table>
<thead>
<tr>
<th>Gallery observing angle</th>
<th>54°</th>
<th>72°</th>
<th>108°</th>
<th>126°</th>
<th>144°</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEI+LDA+TSVD[7]</td>
<td>0.10</td>
<td>0.31</td>
<td>0.23</td>
<td>0.13</td>
<td>0.10</td>
</tr>
<tr>
<td>Yu’s method[8]</td>
<td>0.13</td>
<td>0.31</td>
<td>0.44</td>
<td>0.15</td>
<td>0.02</td>
</tr>
<tr>
<td>AVTM_PLS</td>
<td>0.35</td>
<td>0.60</td>
<td>0.65</td>
<td>0.42</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Table 3. Various gait recognition algorithms and its accuracy of Recognition.

<table>
<thead>
<tr>
<th>Gallery observing angle</th>
<th>54°</th>
<th>72°</th>
<th>108°</th>
<th>126°</th>
<th>144°</th>
</tr>
</thead>
<tbody>
<tr>
<td>FG+SVD[6]</td>
<td>0.29</td>
<td>0.40</td>
<td>0.45</td>
<td>0.30</td>
<td>0.20</td>
</tr>
<tr>
<td>GEI+LDA+TSVD[7]</td>
<td>0.50</td>
<td>0.70</td>
<td>0.72</td>
<td>0.40</td>
<td>0.20</td>
</tr>
<tr>
<td>Rectified method[5]</td>
<td>0.72</td>
<td>0.70</td>
<td>0.68</td>
<td>0.66</td>
<td>-</td>
</tr>
<tr>
<td>Yu’s method[8]</td>
<td>0.16</td>
<td>0.81</td>
<td>0.77</td>
<td>0.22</td>
<td>0.03</td>
</tr>
<tr>
<td>AVTM_PLS</td>
<td>0.43</td>
<td>0.82</td>
<td>0.85</td>
<td>0.68</td>
<td>0.42</td>
</tr>
</tbody>
</table>

Table 4. Various gait recognition algorithms and its accuracy of Recognition.

<table>
<thead>
<tr>
<th>Gallery observing angle</th>
<th>54°</th>
<th>72°</th>
<th>90°</th>
<th>108°</th>
<th>144°</th>
</tr>
</thead>
<tbody>
<tr>
<td>FG+SVD[6]</td>
<td>0.20</td>
<td>0.29</td>
<td>0.48</td>
<td>0.60</td>
<td>0.40</td>
</tr>
<tr>
<td>GEI+LDA+TSVD[7]</td>
<td>0.30</td>
<td>0.43</td>
<td>0.72</td>
<td>0.72</td>
<td>0.40</td>
</tr>
<tr>
<td>Rectified method[5]</td>
<td>0.71</td>
<td>0.59</td>
<td>0.60</td>
<td>0.70</td>
<td>-</td>
</tr>
<tr>
<td>Yu’s method[8]</td>
<td>0.21</td>
<td>0.60</td>
<td>0.81</td>
<td>0.48</td>
<td>0.03</td>
</tr>
<tr>
<td>AVTM_PLS</td>
<td>0.42</td>
<td>0.64</td>
<td>0.83</td>
<td>0.80</td>
<td>0.45</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

All the VTMs using factorization are compared with proposed method. The accuracy of AVTM can be proved by considering the (GEI+TSVD) approach. The variation among Gait features with frequency-domain representation (FG) is used rather than GEI in [6]. PLS based AVTM feature selection algorithm is implemented for several view gait identification under various object positional angles like position of the bag and new objects like wearing of coat. For different observing angles the shared gait features are assumed with low significant performance on these multiple view gait databases with variations in carrying or wearing conditions.
REFERENCES


AUTHORS

M. Hema received M.Tech (DSCE) from JNTUA. She is currently pursuing Ph.D from JNTUK, Kakinada under the esteemed guidance of Prof. K. Babulu & Prof. N. Balaji.

G. Jagadeesh received B. Tech degree from JNTUK. Currently pursuing M.Tech degree in UCEV, JNT University Kakinada.