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ABSTRACT 
 
Today vehicles are connected to private networks which are owned by the car manufacturer. But in coming 

years, vehicles become more and more connected to the public Internet for infotainment applications but 

also to safety applications. Like any Internet terminal, some hackers can attack the wireless connectivity 

unit of the vehicle with Distribution Denial of Services (DDOS) attacks, so that the wireless connectivity 

unit of the vehicle is not available and the service is lost. Therefore, it is critical to developing a mechanism 

to detect such an attack and eliminate it, to maintain the availability of the wireless connectivity unit. This 

paper proposes an algorithm which proceeds in 2 steps: it uses an unsupervised machine learning 

algorithm to detect DDOS attacks in the incoming Internet data. When it detects an attack, it uses the 

results of the machine learning algorithm to split the legitimate flow and the rogue flows. The rogue flow is 

filtered so that the availability of the wireless connectivity unit of the vehicle is restored. This proposed 

algorithm needs very few CPU computing power and is compatible with low-cost CPUs which are used in 
an automotive wireless connectivity unit. 
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1. INTRODUCTION 
 
Vehicles become more and more connected, with wireless radio technologies (4G, Wifi…). As of 

today, the vehicles are connected to the car manufacturer network and more recently to road 

operator networks (thanks to the V2X radio connectivity). In the mid-term, the vehicles are 
connected to the public Internet for infotainment applications or to service providers which offer 

services for driving assistance (like real-time HD-maps, road safety applications …). Then the 

vehicles become Internet terminals and therefore they are subject to cyber-attacks, particularly 
DDOS attacks. For the latter applications which are safety-related, it is critical to keep the 

wireless connectivity available and protect it against DDOS attacks. At least, it is key to detect 

when the in-vehicle connectivity unit (IVC-U) is not available because of a DDOS attack so that 

the onboard software can take appropriate back-up actions. Ideally, it is even better if the DDOS 
attacks can be filtered out and the IVC-U availability is restored so that the vehicle can access 

desired off-board services.   

 
Skilled network administrators protect their networks and Internet devices against DDOS attacks 

by monitoring the incoming data traffic and comparing some traffic patterns with prior known 

attack signatures ([9]) or simulated attack signatures (as explained in [10]). But the attacks evolve 

at every day (zero-day attack) and attack signature databases should be continuously updated. It is 
not an acceptable solution for an IVC-U. The only viable solution is an automated mechanism 

with unsupervised learning.  
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Some detectors of suspect incoming traffic have recently emerged using unsupervised learning 

([3], [4], [6], [8], [9]). They use machine learning techniques. They rely on the below 
observations: 

 

- Most of the incoming Internet traffic is the legitimate traffic whereas the rogue traffic is 
an infrequent IP flow and has a low occurrence rate [17] [4] [6],  

- When using pertinent features, the legitimate traffic appears as data points which 

converge into clusters whereas the data traffic anomalies appear as outlier points [12] 
[13] [4] [6] [17]. 

-  

However, such machine learning algorithms are typically very computing-intensive and require a 
lot of computing power. The algorithms which are disclosed in the literature are not compatible 

with low-cost MCUs of IVC-U. Therefore, any algorithm of detecting and filtering DDOS attacks 

in an IVC-U shall fulfill the following requirements: 
 

- Monitoring the incoming Internet traffic in the IVC-U when there is no DDOS attack, 

shall consume very few CPU resources and shall not degrade the quality of service of the 
wireless connectivity (particularly of the safety-critical services), 

- The detection time shall be quite fast, excluding any algorithm whose convergence time 

is very long (in the range of seconds), 

- The needed peak computing power to detect a DDOS attack and filter out the DDOS 

flows shall be reasonable and compatible with the computing power of an IVC-U. 
 

The algorithm which is proposed in this paper fulfills these requirements while providing a very 

good false alarm rate (none has been detected). The DDOS detection success is also pretty good: 

all the TCP SYN attacks have been detected.   
 

2. PRIOR ART 
 

In the literature, we can find multiple unsupervised algorithms of detection of anomaly or attacks 

in the incoming Internet data.  They all try to determine clusters of data points which characterize 
the legitimate traffic. K-means [1] is a well-known clustering algorithm. But it suffers from 

prohibitive drawbacks for an IVC-U: it is long to converge because it is an iterative process, the 

number of clusters shall be known and the clusters depend on the initialization of the cluster 
center points [1] [16]. Other clustering techniques have been proposed. Ippoliti & all [2] proposed 

to use an online One-Class Support Vector Machines (SVM) algorithm: it computes a hyperplane 

which identifies a small region in the n-feature space where the feature data of legitimate traffic 

are located. This approach suffers from a major drawback for an automotive implementation: 
computing a hyperplane is quite expensive from a CPU-power perspective (this dimensionality 

issue is illustrated in [11]). Similarly, Vipin Das & all [15] have proposed to use SVM technique 

(combined with Rough Set theory to reduce the number of the feature) to detect malicious 
intrusion pattern: but it needs to be trained and again computing a hyperplane with many features 

is prohibitive for an IVC-U.  Another family of unsupervised attack detection algorithms uses 

Principal Component Analysis (PCA) [1] [3], considering the attack as an anomaly in the 
received data stream. But again, it consumes quite a lot of CPU resources since it has to find the 

eigenvalues and the eigenvectors of the covariance matrix of the observations vectors of the 

incoming Internet traffic. Authors of [4], [5], [6] [14] and [18] have focused on developing 

algorithms which minimize the needs for computing power. It is called Orunada (Online and 
Real-time Unsupervised Network Anomaly Detection and Analysis). It resolves key blocking 

points of previous algorithms for an automotive implementation. For n features which 

characterize the incoming IP traffic into the IVC-U, the algorithm projects the input vector on 

 2D-subspaces and searches data clusters in these 2D-subspaces. By this means, it 
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resolves the dimensionality issue [7] and the search for data cluster per subspace converges. 

Indeed, each subspace is a digital 2D-grid. A coarse resolution is good enough for our purposes 
because it is assumed that the incoming Internet data with DDOS attacks is projected on a cell of 

the grid which is far away from the clusters of legitimate traffic. It might be not true for all the 

subspaces (depending on the type of DDOS attacks and the considered features). But it should be 

true for some subspaces so that the DDOS attack can be detected. Another nice advantage of this 
algorithm is that it uses a sliding time as an observation period and is incremental: in most of the 

time (when there is no DDOS attack), the new vector of features of incoming IP data is very close 

to the old vector which leaves the observation window, so that the algorithm does not have to 
compute again the clusters of the 2D-subspaces (or in very few subspaces). However, the 

Orunada algorithm is designed for Internet network devices and not for an automotive wireless 

terminal. As demonstrated in [4], the processing time is about 50% of the CPU bandwidth, with 

15 features to characterize the IP traffic, an acquisition time slot of 0.5s and with an Intel core i5 
@2GHz. The CPU of an IVC-U is much less powerful than an Intel core i5 and the IVC-U can’t 

assign so many CPU resources for monitoring DDOS attacks. That is the reason why the 

algorithm can’t be used as is for an IVC-U. In addition, the internet traffic in network equipment 
has statistical properties and data patterns which are very different than those of an IVC-U. The 

number of open IVC-U connections at a given time is small but can change quite significantly in 

a short period of time whereas the relative variability of the number of connections in network 
equipment does not change so fast.  As well, the incoming data traffic in an IVC-U can be very 

bursty with periods of no data. A consequence of that is the feature normalization: we can’t know 

à-priori the min-max value of a feature because its range can change quite significantly between 2 

acquisitions, depending on the nature of open connections. Let us consider the case where the 
vehicle uploads car data for maintenance purposes and then it starts to download big files of data: 

the incoming data flow is firstly composed of small TCP acknowledgement packets (about 60 

bytes typically) and then the incoming data flow is composed of a mix of small TCP 
acknowledgement packets and large TCP data packets (a few Kbytes). If the average packet size 

was normalized with the max value of the observation window, it would be truncated during the 

transient period and would not be useful. As well, the Orunada algorithm considers one feature 
vector per IP flow. But for an IVC-U, there would typically be a few vectors per time slot because 

there are very few connections. When a DDOS happens, there would be Nddos vectors of DDOS 

data where Nddos is the number of DDOS spoofed addresses (usually very high) so that the DDOS 

feature vectors would cluster in a highly dense area and could be interpreted as legitimate traffic. 
For all these reasons, the Orunada algorithm shall be reworked to be used in an IVC-U. 
 

3. DESCRIPTION OF THE PROPOSED ALGORITHM 
 

Figure 1 gives the context of the problem which is addressed in this paper. While the vehicle is 

connected to Internet services thanks to the IVC-U, some hackers spoof legitimate IP addresses 
and attempt to exhaust the IVC-U resources by DDOS attacks so that the IVC-U is not available 

for any additional service which the vehicle would like to get. 

 
 

Figure 1. The vehicle is connected to Internet services and is also submitted to DDOS attacks 
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3.1 Input Vector and observation period 
 
The algorithm collects the whole Internet incoming data on the IVC-U to build a single vector of 

IP features. The acquisition time slot dt (also called micro-slot in this paper) is at least 100ms and 

long enough to grab at least 100 Internet incoming packets. It does not distinguish the incoming 
flow per connections unlike [4]. The input vector is composed of 5 features:  

 

                                                  (E1)  

 

With:  

 

 being the percentage of received TCP SYN packets over the dt time slot, 

 being the percentage of received and transmitted ICMP packets over the dt time slot, 

 being the average size of the received packets over the dt time slot, 

 being the number of the source IP addresses the dt time slot, 

 being the number of IP subnets (or IP@/24) over the dt time slot. 

 

We do not consider the received bitrate or packet rate as some papers suggest [4, 5, 6] because the 

IVC-U is a wireless terminal. The received bitrate may vary in a very large scale because of radio 
link quality or because the cellular cell is heavily loaded. That is the reason why it has not been 

considered as a good feature to track some anomalies in the incoming flow. Yn is the normalized 

vector of Xn: 
 

                                             (E2) 

 

 , i = 3…n, has a scalability problem: as a matter of fact, the observation window can’t be used 

to predict the range of these features of the new input vector (like in [4]), particularly when the 
IVC-U opens or closes a connection. It is not the case for network equipment where the high 

number of open connections allows to accurately predicting the range of each feature thanks to 

the recent history. Therefore, we use a hardcoded upper bound for these 3 features to normalize 
them. 

 

, 

, 

, with maxPktSize set at 1500 bytes assuming IPV4 

traffic, 

, with maxNbConnections set at 10, 

). 

Indeed, the weight of each feature for detecting a DDOS attack is done when assessing the 

abnormality score of the new input vector, as explained in the next paragraph. 

 
An observation period is a sliding window which consists of the N latest time slots of legitimate 

data traffic, each time slot being characterized by E2. 

 

                                                (E3) 

 

A’ is a matrix which characterizes the legitimate incoming data traffic in the past N micro-slots 
(‘is the transpose matrix operator).  
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If the algorithm detects that suffers from DDOS attacks, it does not insert this new vector in 

the sliding observation window. The matrix A’ is not updated while the DDOS attackers are not 

filtered out.    

 

3.2 Clustering method 
 

As demonstrated in [4], [6], [9] or [19], it is difficult to determine data clusters in high-dimension 
feature space: clusters might be sunk in noise or the convergence of clustering algorithms is a 

crucial issue. Authors have suggested to breakdown the problem in simpler problems: instead of 

searching data clusters in the high-dimension space of features, it is simpler to consider 2D-

subspaces, to project the data points on all the 2D-subspaces and search clusters in these 2D-
subspaces.  As well, authors of [4], [5] and [6] have shown that, when selecting adequate features, 

the number of clusters per subspace is very small while the Internet data traffic is composed of 

legitimate data traffic. They have proposed to describe a 2D-subspace as a digital grid and to 
describe a cluster as set of cells of this digital grid. In our implementation, the grid of each 

subspace is a 10x10 grid. The grid resolution is a trade-off between 2 conflicting objectives: 

 

- If the grid resolution is too coarse, some outliers (which would be due to data traffic 

anomalies) could vanish in cells of legitimate data traffic. 

- If the grid resolution is too high, the density threshold (as specified later in this 
document) is more complex to set. As well, the data points of legitimate traffic may be 

scattered in too many cells. This might result in frequent clustering steps and thus it 

might impact the CPU load. 
 

As a rule of thumb, we set the rule that the data points of the legitimate incoming data traffic on 

an IVC-U are scattered in less than 10 cells per subspace. We found that a 10x10 grid fulfills this 

requirement for typical IVC-U incoming data traffic. 
 

Each cell k of the lth subspace has a density function dl(k), which is the number of vectors of the 

observation window, whose projection in the lth subspace is in the cell k, with l = 1 …Nsubspaces = 

n*(n-1)/2 (= 10 in our implementation). For the subspace l composed with the features (i, j),   

is the projected feature vector Yn, at time slot n, in the lth subspace: 

 

                                            (E4) 

 

The projection itself is a very simple operation. It consists of determining the cell index of  in 

the subspace l:  
 

                                                    (E5) 

 

When the vector Yn is not considered as abnormal, the sliding observation window is updated: the 

recent Yn vector is appended in the A matrix and the oldest vector (Yn-N) leaves the A matrix. 

Therefore dl (  is decremented and dl (  is incremented, with l = 1… Nsubspaces. In 

most of the time, the cell density remains unchanged for most of the subspaces as shown in the 

experimental chapter. Let us consider Sl as the set of the subspaces where the new vector is not 
projected in the same cell as the oldest vector of the observation window.  

 

                  (E6) 
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A cell k is dense if d (k) is higher than a density threshold called Thdens. In our implementation, 

the density threshold is set at 5. Like the grid resolution, the density threshold is a trade-off 
between 2 conflicting objectives: 

 

- If the threshold is too high, many cells with data points of legitimate traffic are not dense. 
As a consequence, the range of the abnormality score between a data point of legitimate 

traffic and a data point of corrupted traffic is reduced. 

- If the threshold is too low, most of the cells with data points are dense and a new data 
point of corrupted data traffic might be projected in a dense cell for some sub-spaces. It 

decreases the probability of detecting a DDOS attack. 

-  
As a rule of thumb, we set the rule that 90% the data points of the legitimate incoming data traffic 

on an IVC-U are projected in dense cells. We found that a density threshold set at 5% fulfills this 

requirement: if the observation window size is 200 micro-slots, the density threshold is then set at 
10 data points. This threshold is correlated with the grid resolution. 

 

For the subspaces  , the list of dense cells is updated. Let us consider Ul the set of subspaces 

where the list of dense cells has changed after being updated: 

   (E7) 

 
A cluster is a set of dense cells which have a neighbor cell in this set of cells. So, the clustering is 

redone only for subspaces whose index belongs to Ul. The clustering phase is the most 

computation intensive. But in most of the time (when there is no DDOS attack on the IVC-U), Ul 
is empty or it has very subspaces to be re-clustered, as it will be shown with experimental results 

of paragraph 5. That is the reason why this algorithm does not need very powerful processors and 

is compatible with the IVC-U computing power. It is also important to note that except for the 

feature normalization step, all the software processing does not need any floating-point 
computation and consists of handling software pointers and array indexes.  
 

3.3 Abnormality score 
 
The key idea is that the legitimate traffic in the observation window is characterized by cluster 

patterns in the Nsubspaces 2D-subspaces and that the incoming traffic is compared to the 

characterization of the legitimate traffic in the recent observation window. The new vector is 

inserted in the observation window if it is not suspect. For this purpose, the algorithm computes 
an abnormality score for every new input vector which determines how much the new input 

vector is different from the observation window. If the score is below a given threshold Thdetection, 

it is inserted in the A matrix of the observation window and the partition of clusters is recomputed 
as explained in the 3.2 paragraph, else it is considered as a suspect vector and counter-measures 

must filter out the DDOS attack.  Thdetection has been set after multiple experiments, as explained 

in section 5. The abnormality score is a global score over all the 2D-subspaces so that it can 

detect different types of DDOS attacks.  
 

                                (E8) 

is the abnormality score of the vector Yn when it is projected on the lth subspace and 

shown in E9.  
 



International Journal of Computer Networks & Communications (IJCNC) Vol.11, No.1, January 2019 

33 

 

                 (E9) 

 
If the projection of the input vector on the lth subspace is inside a cluster, its score is null. If it is 

not, it depends on the distance of the vector to the closest cluster of the lth subspace.  The more far 

away the vector is, the more abnormal it is. It is scaled by the average abnormality level of the lth 
subspace, which is computed according to E10.  

 

     (E10) 

 

The scaling is needed for two reasons. It allows to fairly balance the scores per subspace when 

assessing the global abnormality score and to compensate the fact that the features are not 
adequately scaled when the vector Yn is built. It also better measures the abnormality level in a 

given subspace: if all the data traffic during the observation window is inside clusters for this 

subspace, and if the new projected vector is out the clusters for this subspace, the input vector is 

very abnormal in this subspace (even if the distance to the closest cluster is not so large). In the 
other way, if many points of the observation window are out of clusters for this subspace, and if 

the new projected vector is out the clusters for this subspace, the input vector is not so abnormal.  

 
When the input vector is inserted in the observation window, the average anomaly level has to be 

recomputed for the subspaces where the new vector and the old vector do not project in the same 

cell.  
 

When a new connection is open or when an existing connection is closed, the statistics of the 

features,  ,i = 3…n may drift significantly, resulting in a peak increase of the abnormality 

score. It is key that the abnormality score of the 1st input vector following this IVC-U transient 

behavior is far less than the abnormality score of a DDOS attack to avoid a false positive.  The 

settings of the algorithm shall be set accordingly as shown in the next paragraph. When the input 
vector corresponding to a change of connection status is considered as safe and inserted in the 

matrix A of the observation window, it may cause a drift of the clusters or a size change of the 

clusters. But the abnormality score of the next input vectors quickly drops to a low level, as 

shown in the paragraph of experimental results. 

 

3.4 Identification and filtering of DDOS flows 
 

When the new input vector is detected as suspect, the algorithm starts a new step. First, it 

determines the most discriminant subspace: it is the subspace with the highest score in the global 

abnormality score. Then in a 2nd step, the input vector  (l being the subspace where the DDOS 

attack has the highest abnormality score) is split in 2D-vectors  , each corresponding to an IP 

source address, with j = 1 …NbIpSrcAddr , NbIpSrcAdd being the number of IP source addresses in the 

time slot dt = n. The   vectors are the components of each incoming IP flow to . These new 

vectors are projected on the most discriminant subspace. The algorithm computes a score for 

every vector  : if it is higher than a predefined threshold Thfilter, the IP address is considered as 

a rogue address and tagged as a DDOS flow. To filter out this flow, the algorithm discards this 
flow by writing it in the blacklist of the IP tables. Thfilter has been set by simulations and 

confirmed by experiments. 
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3.5 Flow chart 
 
The overall algorithm is summarized by the flow chart of figure 2. For illustrative purposes, it is 

shown where the above equations are computed.  

 
 

• Acquire incoming IP packets during dt
• Build vectors Xn and Yn

(E1, E2)

• Project Yn onto the 2D sub-spaces
• Compute abnormal score

(E4, E5)

Yn
abnormal?

(E8, E9)

Yn and Yold are 
projected on 

different cells? 
(E6)

• Update cell density
• Update anomaly level
• Redo cluter when needed

(E7,E10)

Sub-spaces where Yn and Yold
are projected on different cells

No : no attack

Yes

• Identify the most discriminant sub-
space

Y : DDOS

• Split the incoming traffic in flows per 
IP source address

• Identify flows which project out-of the 
cluster of the discriminant sub-space

• Blacklist these IP addresses

No

• Append Yn in A 
matrix

(E3)

 
 

Figure 2. Flow chart 

 

4. SIMULATION RESULTS 
 

4.1 Setup and Used data set 
 

A MATLAB model is developed to validate the proposed algorithm. The data set consists of a 

Mawilab network trace as proposed in [4], captured on the 30th January 2015. We searched an IP 
destination which suffers from SYN flood attacks. The trace is shrunk to the traffic towards this 

IP address. It is our initial data set. It is then split into 2 data sets: a 1st data set without any SYN 

flood attack and a 2nd data set with SYN flood attack. 
 

4.2 Simulation results 
 

Figure 3 shows what the subspaces look like when there is no DDOS attack. Each subspace is a 

10x10 grid. The indexes on the x and y axis show the centers of the cells. The color code is the 

following: 
 

- Yellow indicates a dense cell, 

- Blue indicates a non-dense cell with at least one projected vector: the blue color becomes 
darker with a higher number of data points, 

- Very dark blue indicates a cell without any projected data point. 

 

Note that the simulations are done with  = Time To Live (TTL) instead of number of the IP 

subnets.  
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Figure3. Partitioning of 10 subspaces when there is no DDOS in the incoming data traffic 

 

These simulations results are based on a real data set and validate the assumption that the 
legitimate incoming traffic converges towards dense clusters. The simulations also show that 

clusters of a few subspaces (the subspaces with the  or features) breathe: a few cells 

alternate between dense and non-dense status so that the shape of the cluster looks breathing.  

 

Figure 4 shows the subspaces when an input vector with a DDOS attack occurs. The color code 
is:   

 

- Brown indicates the cell where the new input vector with DDOS attack is projected, 

- Yellow indicates a dense cell, 

- Blue indicates a non-dense cell with at least one projected vector, 

- Very dark blue indicates a cell without any projected data point. 
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Figure 4. Projection of the incoming traffic (brown cell) when there is a DDOS attack 

 

Figure 4 shows that in this example, the presence of the DDOS attack results in a pattern which is 

highly different from the pattern of the observation window, in 4 subspaces. It is then possible to 
detect it.  

 

Figure 5 shows the abnormality score which is simulated with both data sets. The DDOS attack 
occurs at the 20th micro-slot. 
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Figure 5.  Plot of the abnormality score, with DDOS attack occurring at 20th micro-slot 

 

As shown, the range of the abnormality score when there is a DDOS attack is much higher (more 

than in a 10x ratio) than the range of the abnormality score when there is no DDOS attack. The 
simulation also identifies the subspace (y1, y2) (TCP SYN ratio vs ICMP ratio) as the most 

discriminant subspace for this data set. It also finds the source addresses of DDOS flows. We 

have checked in the Wireshark logs that these flows are rogue flows (they all are unfinished TCP 

connection requests). 
 

This algorithm has been implemented and fine-tuned on a prototype. Most of the algorithm 

functions are encoded from the MATLAB with MATLAB encoder. 
 

5. PROTOTYPE RESULTS 
 

5.1 Setup description 
 

The experimental set-up (figure 6) consists of 2 Linux PCs. The CPU of these PCs is an Intel core 

i5 chipset at 2.3GHz. The 1st PC simulates the IVC-U and the In-Vehicle Infotainment (IVI) 
system. The 2nd PC simulates the Internet services or the server where car data are uploaded and 

the DDOS attack is hosted. They both are inserted in a local network. The 1st PC hosts a VLC 

server and the algorithm implementation. Its IP address is 192.168.0.1. The 2nd PC reads the video 

which is streamed by the 1st PC. The IP address of the VLC client is 192.168.0.2. The DDOS 
attack is a TCP SYN flood attack: it simply sends a TCP SYN (which is never acknowledged) on 

IP address 192.168.0.3. The TCP port index is incremented after each sent TCP SYN packet so 

that the TCP ports are scanned until the port index wraps around. 
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Figure 6. Prototype setup. 

 

5.2 Measured abnormality score 
 

The parameters of the algorithm must be tuned so that the abnormality score is as low as possible 

when there is no DDOS attack. The key parameter is the observation window size. If it is too 
small, it can’t grab a wide variety of incoming data traffic. A new type of legitimate data traffic 

could result in a peak of abnormality score and it could result in a false positive. Figure 7 

illustrates this. 

 

 
 

Figure7.  Abnormality score without any DDOS attack for observation window size = 200 and 300 
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The brown curve plots the abnormality score. A SSH application is randomly triggered in parallel 

with the VLC server. The SSH features are different from the features of the VLC traffic. When 
the observation window size = 200, the SSH application causes some peaks of abnormality score. 

When it is 300, there is a higher probability that features vectors of the previous SSH are present 

in the observation window. Therefore, when a new SSH is started, there is a high probability that 

the A matrix of the observation window has at least one feature vector close to the new input 
vector. That is the reason why the peaks of abnormality score are much less frequent with an 

observation window = 300 than with an observation window = 200.  

 
The blue plot of figure 7 also shows the number of subspaces to be repartitioned. It shows that the 

occurrences when re-clustering of the 2D-subspaces is needed are indeed very scarce. It translates 

to the fact that the algorithm does not need high computing power. With an observation window = 

300, the maximum number of subspaces to be re-clustered is 2 whereas it is 3 with an observation 
window = 200. The occurrences when re-clustering shall be done is also less frequent.  

 

The prototype has been tested and evaluated with an observation window = 300. 
 

The abnormality score is measured when the DDOS occurs. It is shown in figure 8. For this test, 

the DDOS filtering stage of the algorithm is disabled. 
 

DOS attack

1 single apps : Video streaming
Observation window = 300 

 
Figure 8.  Abnormality score when a DDOS attack occurs 

 
When the DDOS attack occurs, the abnormality score jumps from close to 0 to more than 3500. It 

is much more than the abnormality score peaks of figure 7, which are caused by a transient 

change of the type of incoming data traffic. Therefore, it is easy to identify DDOS attacks.   
 

When the DDOS filtering stage is enabled, the IP address of the attack is identified and 

blacklisted. A new VLC connection can be re-established. 
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5.3 Measured CPU load of the proposed algorithm and performance discussions 
 

The CPU load has been measured with the Linux Top command. The 1st measurement has been 

done when there is no DDOS attack: it measures the CPU load penalty of the algorithm to 

monitor the incoming traffic and search a DDOS pattern. The CPU is an Intel core i5 chipset at 
2.3GHz.  

 
Table 1. CPU load breakdown when there is no DDOS attack 

 

VLC process 5.5% 

DDOS detection & filtering algorithm <0.3% 

 

Thus, the penalty of the algorithm in terms of incremental CPU load when there is no DDOS 
attack (which is the case in 99% of the IVC-U lifetime) is very low. The incremental CPU load is 

less than 1% for this scenario. Such a result is consistent with the fact that the clustering step 

itself occurs very rarely and only for very few subspaces. The CPU load of the algorithm is also 

much less than the CPU load of the applications (in about a 20x ratio for this test). Therefore, it 
should not degrade the quality of service and it should be compatible with the computing 

capability of the IVC-U. Therefore, the main goal of this algorithm is met.  

 
A 2nd measurement has been done when there is a DDOS attack but the DDOS filtering stage is 

disabled.  

 
Table 2. CPU load breakdown when there is a DDOS attack but the DDOS filtering stage is disabled 

 

VLC process 5% 

DDOS detection & filtering algorithm 2% 

 
A 3nd measurement has been done when there is an DDOS attack but the filtering stage is 

enabled: it measures the CPU load penalty of detecting the DDOS attack, identify the rogue IP 

flows and filter them out.  

 
Table 3. CPU load when there is a DDOS attack with filtering stage enabled 

 

VLC process 5% 

DDOS detection & filtering algorithm 2.3% 

 
In all these 3 scenarios, the relative CPU load increase is less than 2.5% and less than the main 

application. That is the reason why we think that the CPU penalty of this algorithm to detect and 

eliminate DDOS attacks is reasonable and is compatible with the computing power of an IVC-U.   
 

Most of the papers which can be found in the literature are focused on the intrinsic performances 

of the algorithms: what is the false alarm rate? How much is it capable of detecting a DDOS 

attack? These algorithms are not integrated in embedded systems where the cost is as critical as 
performances. They do not really care about the best trade-off cost vs performances. So far, we 

have not found any paper which is focused on finding this optimal trade-off and which published 

some data about the incremental CPU load which is needed to detect DDOS attacks and filter 
these attacks. 

 

Regarding the performances themselves, the automotive car manufacturers do not transmit safety-
critical or privacy-sensitive data over the public Internet network. These data are carried over the 
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private car network. Therefore, the key performance which matters here is the false alarm rate. If 

a DDOS attack is not detected, it is only impacting the infotainment applications. In this context, 
we have not detected any false alarms after several hours of testing where the incoming data 

traffic is a mix of multimedia flow (which is the typical data traffic over an IVC-U). All the TCP 

SYN Flood attacks we triggered have been detected. 

 
However, in the near future, with the deployment of 5G Edge Computing, more and more 

services for connected and cooperative mobility will be proposed to enhance vehicle traffic 

efficiency and driver safety. These services will be even mandatory for the high level of 
autonomous driving (AD level 4 or more). It means that multiple cellular connections which carry 

safety-critical data will be open and these connections can suffer of the DDOS attack. Thus, the 

True Positive Rate KPI becomes very crucial. But an IVC-U is not network equipment. The True 

Positive Rate (TPR) and False Positive Rate (FPR) performances shall be assessed while 
considering the specific features of the received data traffic of these future services.  

 

6. CONCLUSION AND NEXT STEPS 
 
The proposed algorithm to detect and filter DDOS attacks on an IVC-U relies on the fact that the 

algorithm works in 2 steps: 

 

- The incoming traffic is aggregated to build a single feature vector; this feature vector is 

used to detect a DDOS pattern as an outlier with regards to the clusters which have been 

built during an observation window of legitimate received traffic, 

- When a DDOS attack is detected, the legitimate flows and the DDOS flows are in split by 

using only the most discriminant subspace and the flows whose anomaly score in this 

subspace is high are filtered out. 
 

This approach allows to minimizing the requirements of CPU computation power. As shown, 

when there is no DDOS attack (which should be about 99% of the lifetime of the IVC-U), the 

additional computation power which is needed to monitor the incoming traffic is very low and 
does not degrade the quality of service of the active services. Since the identification of the 

DDOS flow is done only in one subspace (thanks to the 1st step), it also allows minimizing the 

peak needs of CPU computation power when an DDOS attack appears. Thus, it is compatible 
with low-cost CPUs of an IVC-U.  

 

Further studies are needed to complete this work. In particular, it is key to analyze how much the 
grid size, the density threshold, and the attack detection threshold impact the True Positive Rate 

and False Positive Rate performances of DDOS attack detection. Since these parameters are 

likely correlated and jointly impact the performances, we must make sure that the mathematical 

method used to solve this problem seeks for the global optimum and not a local optimum. 
 

The second next step would consist in adaptive algorithms for setting the detection threshold and 

the filtering threshold. The TPR and FPR performances would likely improve if these thresholds 
are adjusted depending on the type of applications involved in the received data traffic. But it has 

been demonstrated.  

 

The last next step should consist in building a data test set which reflects the features of the 
received data traffic over the public Internet network and from providers of new cooperative and 

connected mobility services. Once done, we should be able to assess the True Positive Rate and 

False Positive Rate performances with a relevant data test bed. 
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