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ABSTRACT

Internet of Things (IoT) allows communication among human-to-things, things-to-human, and things-to-things that are incorporated into an information networks allowing automatic information interchange and the processing of data at real time. In this paper, we conduct a performance analysis of a real application defined through four traffic classes with the priorities present in smart cities using Continuous Time Markov Chains (CTMC). Based on a finite capacity queuing system, we propose a new cost-effective analytical model with a push-out management scheme in favor of the highest priority (emergency) traffic. Based on the analytical model, several performance measures for different traffic classes have been studied extensively including blocking probability; push out probability, delay, channel utilization as well as overall system performance.

KEYWORDS

Performance analysis, Markov chain, IoT

1. INTRODUCTION

The purpose of the Internet of Things is to create a common infrastructure to enable objects to communicate with each other at anytime and anywhere [1, 2, 3]. Internet of things makes life smarter by adding intelligent capabilities without the total dependence on human participation. A number of applications are being developed and deployed in different industries including smart cities, food supply chain, environmental monitoring, health care services, surveillance, agriculture, and others. IoT seeks to achieve three main objectives. These objectives are more comprehensive interconnection, more intensive information perception, and more comprehensive intelligent service [4].

Various devices used in IoT are connected to different types of networks such as 3G networks, RFID, Wi-Fi, GPRS or GSM. This has resulted in a massive influx of heterogeneous traffic towards IoT systems that pose a challenge to buffer and service management [5, 6]. Other challenges are the complexity to represent such heterogeneous entities and the absence of procedures to ensure the Quality of Service (QoS) within IoT [7].

The devices used in IoT mostly have limited processing capabilities and cannot accommodate spectrum management solutions used in Cognitive Radio Networks [8]. Furthermore, such devices are prepared with tiny buffers which must deal with IoT services that engender a massive quantity of data. Buffer management is a substantial mechanism for providing QoS control techniques, which controls the allocation of buffer resources between diverse fluxes per specific policies. An efficient buffer management system with an appropriate scheduling mechanism is, therefore, necessary to ensure immediate connectivity and meet the QoS requirement [9]. These specifications are usually determined by performance measures including queuing delay and packet loss [10]. QoS is one of the most substantial metrics to verify the goodness and efficiency.
of IoT services. It is, therefore, needful to layout a network that can fit dynamically to the varying wants of QoS in IoT systems [9]. A review of various QoS schemas, applications and structural designs for different quality of service parameters of IoT is presented in [11].

The key to analyze IoT performance is to understand the nature of the traffic involved in these systems. This is important in order to be able to construct an efficient model to accurately evaluate network performance and meet the QoS requirements. In this paper, our main impartial is to investigate IoT Performance depending on the elaborated traffic model by probabilistic methodology taking in to account the QoS requirements. Our work is motivated by the research in [8, 12] where the authors provide a realistic traffic model for an IoT system. This traffic model consists of four traffic classes as follows:

- **Class-1-Traffic**: This traffic class includes packets that are delay tolerable. Examples are packets used for Telemetry and FTP. It has the lowest priority but assumed to require the highest bandwidth.
- **Class-2-Traffic**: This traffic class defines packets such as RDIF packets used to identify things and resources. These packets require very small bandwidth and supposedly to have nonpreemptive preference over packets of class 1.
- **Class-3-Traffic**: this class defines packets used for information processing services. For example, packets used for data automation. Packets of this class are supposed to have nonpreemptive preference over packets of class 2.
- **Class-4-Traffic**: This traffic class defines packets transmitted in emergency situations. It includes packets exchanged during human-machine-human services such as patient monitoring. The packets of this class have the highest priority among all traffic classes. It is assumed that the packets of this class have pre-emptive priority over all traffic classes except packets of class 2. In this case, the packets of class 4 have nonpreemptive priority. This assumption seems reasonable since packets of class 2 are very small in size and inefficient to interrupt.

In this paper, we propose a new analytical model by considering the four traffic classes described above. Packets share a single queue with finite capacity under a push out buffer management scheme that assures the proper level of QoS. Such scheme reflects the heterogeneity of the IoT devices in terms of services offered and communication requirements. The analytical model can be used to assess the performance of the intelligent gateway under different traffic circumstances to meet the QoS limitations.

The remainder of the paper is structured as follows. Section II presents related work. In Section III, we discuss the system model and model description followed by performance measures in Section IV. Section V explains the experimental classification results and analysis. In Section VI, we conclude.

## 2. Related Works

The IoT is a relatively new research topic and a small number of publications are devoted to performance analysis of these systems. We review some of the next. Markov chain analysis is conducted in [9, 13, 14, 15]. In [9], the authors consider a finite-capacity queue with two traffic classes; normal and emergency. The emergency traffic has pre-emptive priority over normal traffic. A push-out mechanism is utilized where arrival of an emergency packet pushes out a normal packet from the buffer if the buffer is full. Basic performance measures are obtained including queue length and blocking probability for each traffic class. In [13], the performance of a finite capacity slot-based IoT node with three traffic classes is analyzed. The traffic classes include high, medium and low priority classes. In each slot, the scheduler allocates bandwidth to
each traffic class using a round-robin policy dynamically through a prediction based approach. This study does not consider blocking and push out probabilities. In [14], the authors investigate the performance of haphazard access narrow-band Internet of Things. The system throughput is extensively analyzed. In [15] several analytical models of prioritized contention access and CSMA/CA channel access protocols for IoT applications are presented. The authors investigate the reliability and power consumption of a node and the delay for successful packet transmission. Simulations based studies are conducted in [16, 17, 18]. In [16], hybrid scheduling is proposed to accommodate QoS constraints of heterogeneous traffics of IoT. Traffics with preemptive and non-preemptive priorities are considered. The analysis is conducted using the NS-2 simulator and concentrates only on queue length for different traffics. Two traffic scenarios are considered in [17]. In this work, the factors of the performance of an IoT network are analyzed. Three traffic classes with priorities are considered in [18]. An efficient packet scheduler is proposed and the average packet drop ratio and average jitter for all traffic classes are analyzed.

Finite buffer queues are investigated using the generating function approach in [19, 20, 21]. In [19], the authors study a single server Markovian system with two classes of customers. Customers of class 2 have non-preemptive precedence over customers of class 1. The mean queue length for each class of customers is calculated. In [20], a non-preemptive priority queue with a push-out buffer management mechanism is studied and packet loss probabilities are obtained. A preemptive queue with 2 customer classes and the randomized push-out mechanism is analyzed in [21]. In this work, the packet loss probability and average relative waiting times are thoroughly investigated.

In our work, we analyze a queuing system with a realistic traffic model reported in [8, 12]. Four classes of traffic with pre-emptive and non-pre-emptive priorities are considered. Furthermore, a push-out mechanism is employed where a customer of a higher class pushes out a lower priority customer if the buffer is full. To the best of our knowledge, a rigorous analysis of this model has been rarely seen in the literature.

3. SYSTEM MODEL

This paper proposes Markov-Chain based model to investigate the performance of a single server queueing system with four priority classes described in section 1. A finite capacity buffer with a complete buffer sharing scheme by all classes of traffic is considered (See Figure. 1). The model parameters are summarized as follows: Let,

- \( \lambda_i \) be the arrival rate for traffic of class \( i \), \( i=1,2,3,4 \) where class 4 has the highest priority. We assume the packets of each class arrive according to a Poisson process.
- \( \mu_i \) be the transmission rate for traffic of class \( ci \), \( i=1,2,3,4 \). We assume that transmission is error free i.e. always successful unless pre-empted by a class 4 packet arrival. Also, we assume that the transmission time by the server for packets of each class is exponentially distributed.
- \( N \) be total system capacity i.e. the maximum number of packets that may wait in the buffer including the packet in transmission.

Based on these assumptions and since the buffer is not time slotted, we use Continuous Time Markov Chain in our analysis.
Let system state be represented by $x = (n_1, n_2, n_3, n_4, c)$ where $n_1, n_2, n_3, n_4$ are the number of class 1, class 2, class 3, class 4 packets in the system (including the packet in transmission) correspondingly and $c = 0, 1, 2, 3, 4$ is the class of the packets in transmission and 0 if the system is empty. It can be easily seen that the state transition process is a Markov chain where the next state is determined only by the current state. State space $S$ contains all the states such that $\sum_{i=1}^{4} n_i \leq N$ and satisfying the conditions $C$

$$C = \begin{cases} 
  c \neq i, & n_i = 0 \\
  c \neq 1,3, & n_4 > 0 
\end{cases}$$

where the first case ensures that a packet of class $i$ cannot be in transmission if it is not in the system and the second case states that no class 1 or 3 packets can be in transmission if there are packets of class 4 in the system. This is explained by the preemptive priority of class 4 packets over the packets of classes 1, 3. The transition rates between states are presented in table 1.

Next, we describe the transitions between states of the proposed CTMC model. Within this model, seven transition cases are distinguished (see table 1). An arriving packet from any class will get immediately transmitted when the system is empty (case 1). In case 2, an arriving packet of classes 1,2,3 will join the queue if the system is not empty and space is available in the buffer. An arriving packet of classes 1, 2 or 3 is lost if the system is full. An arriving packet of class 4 will join the queue if the packet in transmission belongs to either class 2 or class 4 and the system is not full (case 3). In case 4, an arriving packet of class 4 preempts the packet in transmission if the packet belongs to class 1 or 3. In this case, the interrupted packet re-joins the queue if a space in the buffer is available. In cases 5 and 6, an arriving packet of class 4 pushes out a packet of
lower priority when the system is full. The pushed out packet is lost. The packet of the lowest priority is pushed out of the buffer (case 5). In this case, the arriving packet preempts the packet in transmission if the packet in transmission belongs to class 1 or class 3. The system is blocked if the buffer is fully occupied by packets of class 4. When a packet of class 2 is in transmission and the buffer is full, an arriving packet of class 4 joins the queue and pushes out a packet of the lowest priority waiting in the buffer (case 6). When a packet finishes transmission, the packet of the highest priority waiting the buffer will start transmission next (case 7) and if there are no more packets in the queue, c is set to 0.

Let $S$ be the set of all states of the Continuous-Time Markov Chain described above and $Q$ is the infinitesimal generator matrix. Then vector $\pi$ with steady-state probabilities of the Continuous-Time Markov chain is obtained as the solution of a set of balance equations represented by $\pi Q = 0$ using the normalization condition $\sum_{x \in S} \pi_x = 1$ where $\pi_x$ represents the probability for the system to be in state $x$.

4. PERFORMANCE MEASURES

We are interested in obtaining several performance measures. For each class, we calculate the average number of packets in the system, the blocking probability, and utilization. These measures are typical when analyzing a queuing system with finite buffer capacity. We also calculate the push out the probability for packets of classes 1, 2 and 3. Furthermore, we define a function $Z$ to measure the overall system performance.

The average number of the packets of class $I$, $N_i$, can be calculated by

$$N_i = \sum_{x \in S} \pi_x n_i \quad i = 1, 2, 3, 4$$ (2)

The blocking probability is the probability that an incoming packet discovers the buffer full and lost. It is important to note that packets of classes $i = 1, 2, 3$ views the system as blocked differently from packets of class $i = 4$. Let $S_N$ denote the set of states where $\sum_{i=1}^{4} n_i = N$. The system is blocked for packets of classes $i = 1, 2, 3$ if the system is in one of the states $S_N$ whereas it is blocked for packets of class $i = 4$ only if the system is in one of two states $S_{N,4} = (x_1, x_2)$. The states $x_1 = (0, 1, 0, N-1, 2)$, $x_2 = (0, 0, 0, N, 4)$ denote the cases when the buffer is fully occupied by packets of class 4 and a packet of class 2 or class 4 are in transmission correspondingly. Hence, the blocking probability for class $I$, $\gamma_i$, is the same for packets of the first three classes and can be obtained by

$$\gamma_i = \sum_{x \in S_{N,i}} \pi_x \quad i = 1, 2, 3$$ (3)

and the blocking probability for packets of class 4, $\gamma_4$, is

$$\gamma_4 = \sum_{x \in S_{N,4}} \pi_x$$ (4)

Applying little’s law, the average delay of packets of class $i$ is then calculated as

$$E_i = N_i / (\lambda_i(1 - \gamma_i)) \quad i = 1, 2, 3, 4$$ (5)

The push out probability is the probability that a packet that is waiting in the buffer or in transmission is pushed out and lost upon the arrival of a class 4 packet when the buffer is full.
The push out probability $\alpha_i$ is applicable for packets of classes $i = 1, 2, 3$ and is calculated as follows

$$\alpha_i = \sum_{x \in S_{N,i}} \pi_x \frac{\lambda_4}{(\lambda_4 + \mu_c)} \quad i = 1, 2, 3$$

(6)

Where $S_{N,i}$ is a subset of $S_N - S_{N,4}$. Namely, $S_{N,1}$ is the subset of $S_N - S_{N,4}$ with $n_1 > 0$. Likewise, $S_{N,2}, S_{N,3}$ are subsets of $S_N - S_{N,4}$ with $n_1 = 0, n_2 > 0$ and $n_1 = n_2 = 0, n_3 > 0$ respectively. $\mu_c$ is the transmission rate of the class of the packet currently occupying the channel. The overall push out probability $\alpha$ is then equaled $\alpha_1 + \alpha_2 + \alpha_3$. We are also interested in the utilization of packets of class $I$, $U_i$. This measure is obtained by

$$U_i = \sum_{x \in S_i} \pi_x \quad i = 1, 2, 3, 4$$

(7)

where $S_i$ is the set of all states where the class of the packet in a transmission is $i$. The design goal is to reach a little push out the probability of packets, decrease the blocking probability and ameliorate the utilization of our system. We define a Grade of Service (GoS) function as

$$\text{GoS} = \sum_{i=1}^{4} \gamma_i + \beta \alpha$$

(8)

where parameter $\beta$ indicates a penalty weight for pushing out the probability of packets over blocking probability of packets. This penalty seems justified as push out implementation is complex [22, 23]. The system will have to keep track of all the packets in the buffer in order to be able to push out the right one when needed.

We define the performance of the system and a cost function of system operation [24]

$$\text{Performance} = \frac{1}{\text{GoS}}$$

(9)

$$\text{Cost} = \frac{1}{\sum_{i=1}^{4} U_i}$$

(10)

As can be seen, our objectives are to raise the performance of the system by decreasing the GoS function and to reduce the cost of the system by increasing the utilization of the system. In order to measure the overall system performance, we define a function $Z$ by combining the equations (8), (9) [24].

$$Z = \frac{\text{Performance}}{\text{Cost}}$$

(11)

The performance measures defined above allow understanding system behavior under specific input parameter including buffer size needed to ensure QoS specifications. Also, the input parameters values can be calibrated to maximize the overall system performance function $Z$ as will be discussed below.

5. NUMERICAL RESULTS

Let the transmission rates (in milliseconds) be $0.1, 100, 10, 100$ for packets of classes 1- 4 respectively. The transmission rate for packets of classes 2 and 4 are the same. This assumption
seems logical to justify why the transmission of packets of class 2 is not interrupted upon the arrival of a packet of class 4. The transmission rate of packets of class 3 $\mu_3$ and packets of class 1 $\mu_1$ are 10 times slower and 1000 times slower than packets of class 4 respectively. The system capacity $N = 10$ packets. The values of arrivals rates (in milliseconds) are as follows: $\lambda_1 = 5$, $\lambda_2 = 10$, $\lambda_3 = 7$. The values of these parameters ensure that the system is heavily loaded.

In Figure 2, we show the utilization of the channel by packets of traffic classes 1, 2, 3 and 4 as a function of $\lambda_4$. When $\lambda_4$ is very small, the channel is primarily occupied by packets of class 1 due to their larger size and to the fact that traffic class 2 and 3 have non-preemptive priority over packets of class 1. Increasing $\lambda_4$, the utilization of the channel by packets of class 1 sharply decreases as they get preempted by packets of class 4 while having the lowest priority of all classes. The utilization of packets of class 3 can be split into 2 parts. In the first part, increasing $\lambda_4$ the utilization of channel by packets of class 3 increases to a certain point as there are more chances to packets of class 3 to utilize the channel after the preemption of the larger packets of class 1. In the second part and while increasing $\lambda_4$ further, the utilization of the channel by packets of class 3 decreases as the channel is more occupied by packets of class 4. Similar behavior can be noticed for the utilization of channel by packets of class 2. The peak point for the curve of packets of class 2 is smaller than the curve of class 3 because $\mu_2 > \mu_3$. Increasing $\lambda_4$, the utilization of the channel by packets of class 4 increases almost linearly since they are not influenced by packets of classes 1 and 3 and there is the minimal influence of small packets of class 2.

In Figure 3, we show the average number of packets of traffic classes 1, 2, 3, and 4 versus arrival rate $\lambda_4$. The peak point for the curve of packets of class 2 is smaller than the curve of class 3 because $\mu_2 > \mu_3$. Increasing $\lambda_4$, the utilization of the channel by packets of class 4 increases almost linearly since they are not influenced by packets of classes 1 and 3 and there is the minimal influence of small packets of class 2.
Figure 3 demonstrates the effect of increasing $\lambda_4$ on an average number of packets of classes 1, 2, 3 and 4 for the same parameter set of Figure 2. As expected the behavior of $N_i$, $i = 1,2,3,4$ in Figure 3 is similar to the corresponding utilization $U_i$ of the channel in Figure 2. For small values of $\lambda_4$, we notice that $N_1$ is highest due to the fact that these packets have the lowest priority and the channel utilization is high. Increasing $\lambda_4$ further, $N_1$ sharply decreases as these packets are pushed out first. This creates more space for a packet of class 2 and 3 to join the queue, thus the average number of packets of class 2 ($N_2$) and class 3 ($N_3$) increase. Further increase in $\lambda_4$ pushes out packets of classes 2 and 3 and the system is primarily occupied by packets of class 4. Also, we notice that the peak point for class 2 comes earlier than the peak point for class 3 as packets of class 2 are pushed out before packets of class 3. For $\lambda_4>150$, the system is almost completely occupied by packets of class 4.

Figure 4: Effect of increasing $\lambda_4$ on Blocking probability $\gamma_1$ for $N = 10$

Figure 4 shows the blocking probability of packets of classes 1 as a function of $\lambda_4$. For this parameter set and when $\lambda_4$ is very small, the buffer is highly occupied and the blocking probability is high too. Increasing $\lambda_4$ pushes out packets of class 1 first that occupy the channel longer time. The channel becomes busy with packets with a high transmission rate and as a result, there is more space in the buffer. This explains why the blocking probability decreases. Increasing $\lambda_4$ further, blocking probability starts to increase because the buffer is more occupied by packets of class 4. The blocking probability for packets of classes 2 and 3 is the same for packets of class 1 above.

Figure 5: Average Delay of class 4 packets versus $\lambda_4$ for various values of $\mu_2$ and $N = 10$

Figure 5 shows the average delay of packets of class 4 as a function of $\lambda_4$ for different values of transmission rate $\mu_2$. It can be seen that increasing $\lambda_4$ increases the number of packets of class 4.
and the delay increases. For small values of $\lambda_4$ and $\mu_2 = 10$, the average delay of packets of class 4 increases sharply because of the larger utilization of the channel by packets of class 2. Increasing $\lambda_4$ further, this effect decreases since the priority of packets of class 4 is higher than class 2 and packets of class 2 have less chance to occupy the channel. Increasing $\mu_2$, and small values of $\lambda_4$, we notice that the delay of packets of class 4 decreases as packets of class 2 leave the channel faster. For values of $\lambda_4 > 50$, $\mu_2$ has a small effect on the delay of packets of class 4.

Figure 6: Overall Push out probability $\alpha$ versus $\lambda_4$ for $N = 10$

Figure 6 shows the overall push out probability $\alpha$ of packets of classes 1, 2, 3 as a function of $\lambda_4$. The overall push out probability starts high due to the fact the buffer is highly occupied with packets of class 1 and these packets are pushed out first. Increasing $\lambda_4$, the overall push out probability falls sharply as the overall number of packets of classes 1, 2 and 3 decreases. For $\lambda_4 > 30$, $\alpha$ decreases slowly. This is explained by the fact that packets of classes 2 and 3 are served more quickly than packets of class 1 decreasing the queue length. Also, for high values of $\lambda_4$, the system becomes occupied primarily with packets of class 4 and there is a fewer number of class 1, 2 and 3 to push out.

Figure 7: Performance/Cost Proportion (Z) versus $\lambda_4$ for $\beta = 10$

Figure 7 shows the performance/cost Proportion (Z) as a function of $\lambda_4$. This Figure presents the case when the cost function is minimum i.e. the utilization of the channel is close to 1. It can be seen that the value of the function Z can be maximized for a certain value of $\lambda_4$. This figure can be
split into two parts. In the first part, increasing $\lambda_4$, the value of $Z$ increases. This happens because in this case both the blocking probability and the push out the probability for the first three classes of traffic decrease. In the second part, increasing $\lambda_4$, the value of $Z$ decreases. In this case and while the value of the push out the probability for the first three classes decreases further, the value of blocking probability for the first three classes starts to increase as the buffer becomes more occupied by class 4 packets. Also and throughout both parts, it is evident that increasing $\lambda_4$ increases the blocking probability for packets of class 4. This behavior seems to persist for smaller arrival rates of $\lambda_1$, $\lambda_2$, and $\lambda_3$ and for other values of $\beta$ between 1 and 10.

6. CONCLUSIONS

We have presented an analytical model to evaluate a real application present in IoT networks. Detailed analysis is conducted and several performance measurements have been investigated. The outcomes show the impact of the arrival rate of packets of class 4 on the performance measures. The analysis clearly shows that the overall performance of the system $Z$ can be maximized for certain values of $\lambda_4$. The suggested model can be used to assess the performance measures of intelligent devices to meet numerous QoS constraints under different input parameterization.
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