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ABSTRACT 
 

Today, the explosive growth of Multiple Input Multiple Output (MIMO) systems has resulted in a high data 

rate and consequently permits the operation of a variety of applications. The MIMO networks are multi-

parameter systems, so the choice of a suitable MIMO network in wireless communications is a complex 

issue. In this paper, a multi-factoring evaluation and comparison framework was introduced and applied to 

MIMO systems. The proposed methodology is based on a general distance function, named the General 

Evaluation Factor. This method was applied to MIMO networks that operate over Rayleigh fading channels 

with different antenna nodes and spacing. The implementation of this method was based on different 

capacities and cost values. Nevertheless, while only two factors (capacity and cost) were studied in this 

paper, the proposed approach was able to incorporate additional performance metrics that might be 

essential for many wireless system designs. The presented framework and results aspire to be useful for 

network engineering, especially when finding a balance between contradictory factors (e.g. cost and 

performance metrics) on MIMO networks. 
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1. INTRODUCTION 
 

Over the last decade, technological advances in wireless communication have been particularly 

rapid. An excellent overall spectral activity of a wireless communication system may be 

accomplished at several manners of system design[1-2], for example, by minimizing the diameter 

of cell area and the co-channel reuse cell’s diameter or at network level decreasing the cell area or 

by using advanced channel allocation schemes that increase the overall amount of transferred 

data. Α key feature characterizing all modern wireless systems that are gradually being 

implemented is their increased complexity. The MIMO technology is widely considered as one 

key enabler for filling the capacity gap towards the next generation of wireless communications. 

The choice of MIMO systems in mobile networks depends on a large number of factors. 

Consequently, the decision to choose the optimal MIMO system is an open and complex problem. 

This paper will attempt to answer this multi-factorial question. 
 

1.1. ΜΙΜΟ systems 
 

In the digital communication area, Multiple-Input Multiple-Output (MIMO) systems are one of 

the most significant technical milestones in wireless communications. MIMO systems are defined 

as complex systems that contain multiple transmit antennas and multiple receive antennas. In 

general, many studies show that MIMO systems have the ability to provide a very high capacity 
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which, in most cases rises in an approximately linear fashion with the number of antennas [3, 4]. 

Until now, various types of MIMO's architectures have also been implemented by relevant 

industrial companies for the wireless communications market. An example of a MIMO network is 

shown in Fig.1.  
 

 
 

Figure 1.  Typical view of a MIMO network 

 

1.2. Previous work 
 

As MIMO systems have been actively involved in the structure of wireless networks over the past 

10 years, many related studies have been published and mainly focusing on performance metrics. 

For example, [3-10] study performance calculation approaches of various MIMO systems under 

different conditions and provide corresponding results. In order to adequately cover the area 

between source and destination, a number of antennas are required. The number of antennas on 

each side can vary. Today the most usual number of antennas for MIMO systems is 4, 8, or 16. 

Nevertheless, the requirements of current 5th generation networks are extremely demanding, so 

the number of antennas that are used has grown. s. Massive MIMO is the term used for MIMO 

systems that use more than 64 antennas and such systems are required by the 5th generation of 

wireless networks [11-15]. Today the usual number of antennas for massive MIMO is 64, 128 or 

256. This study will be limited to the study of simple systems, but this approach can be applied 

without any special changes, including in massive MIMO systems.  Many studies investigate 

other performance factors of MIMO systems such as the bit error rate [14], reliability [16], or 

design issues [17] and so on. 

 

The cost of a MIMO system increases exponentially according to its dilation, and is in contrast to 

its performance. A good example of MIMO cost-effectiveness is presented by Weiqiang Tan et 

al. [18]. However, the authors limit their study to a hybrid structure of multi-user massive MIMO. 

The wireless system consist of digital and analog domain, where the first uses the zero-forcing 

(ZF) precoding concept while the second utilizes Discrete Fourier Transform (DFT) method, 

which considerably minimizes the cost of hardware and the consumption of power.  In addition, 

MIMO cost approaches were studied by Caire et al. [19] and Liu et al. [20]. But both of those 

studies are rather technical comparisons and not real economic approaches. A real econometric 

study was published by Bouras et al. [21] and elements from this study were used as values in the 

current approach. 
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1.3. The scientific gap and the contribution of the current work 
 

MIMO technology is really a multi-parameter problem. A MIMO system depends on several 

different parameters that are often opposed to each other. Various factors can be considered as 

typical parameters in a MIMO system, for example, performance metrics (e.g. capacity, 

bandwidth, BER), energy consumption, economic costs, and so on. As more parameters are 

involved in a MIMO system, the optimal choice of system becomes more complex. In the 

literature there are various works that study different problems separately, usually investigating 

them thoroughly and yielding results manner for one or two system parameters. Hence, the final 

question remains, what is ultimately the best choice of a system among many? 

 

The criteria that can be used in any study case depend on the ultimate purpose of engineers and 

the weight of criteria desired each time. Our approach proposes a general method that can be 

applied to various MIMO technologies, and other similar technologies that have a similar 

structure. This flexible method can be implemented for different technical and financial scenarios. 

Nevertheless, here the method is exemplified on MIMO systems with Rayleigh fading channels 

and their corresponding cost, and the proposed method does not lose its generality. In other 

words, our work attempts to bridge the gap that arises from the contradictory metrics in the 

networking area MIMO, making their overall evaluation extremely complex.  

The rest of this paper is organized as follows: in Section 2 we present the Rayleigh fading channel 

and give details of the calculation channel’s capacity with a corresponding case. In Section 3, a 

cost analysis of MIMO systems is presented, depending on the system’s complexity and market 

data. In Section 4, the methodology for MIMO systems evaluation is presented. This approach 

takes into consideration two contradictory factors (capacity; cost) of MIMO systems. In Section 

5, numerical results are illustrated that are involved with MIMO systems operating over a 

Rayleigh fading channel, while in Section 6 conclusions are drawn and future work is outlined. 

 

2. MIMO SYSTEMS, RAYLEIGH FADING CHANNEL AND CHANNEL’S 

CAPACITY 
 

2.1. MIMO fundamentals issues 
 

Contrary to ordinary communication systems which use one transmit and one receive antenna, 

MIMO systems employ multiple antennas at both ends of communication channel (see Figure 1). 

Therefore, the MIMO channel has to be described for all pairs of transmit and receive antennas. 

Generally speaking, let us consider an RT nn  MIMO system, where Tn  and Rn  are the number 

of transmit and receive antennas, respectively. From a system level point of view, a linear time-

variant MIMO channel can be described by an RT nn  channel matrix, as follows: 
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where ),( thij depicts the time-variant impulse response between the 
thj transmit antenna 

(
Tnj ,....,1= ) and the 

thi receive antenna ( Rni ,....,1= ). Spatially, there is no discrimination 

between separate antennas and different polarization modes of the same antenna. 
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In cases where polarization-diverse antennas are studied, each element of the matrix ),( t  has 

to be substituted by a polarimetric submatrix, which has the effect of rising the overall number of 

antennas that are included in the system. The factors of the channel's matrix (1) comprise the 

effects of the antennas (e.g. type, configuration) and frequency filtering depending on the 

bandwidth. 

 

According to MIMO theory [1, 22-23], the aforementioned can be used to form an overall MIMO 

input-output relation between the Tn -length transmit signal vector )(tx  and the 
Rn -length 

receive signal vector )(ty as follows: 

 

( ) )(),()( tndtxtHty +−=  


    (2) 

where )(tn models the noise and interference.  

 

Assuming that the channel is time-invariant, then the dependence of the channel matrix on t  

vanishes (so it can be written: ),()(  tH = ). Moreover, assuming the channel is frequency 

flat, there exists only one single flow, which can be described by H . Following all the above, 

formula (2) can be written more simply as: 

 

)()()( tntxHty +=        (3) 

 

The elements jih , of the channel matrix H can be considered as deterministic or random. In this 

study we will investigate wireless networking, which involves the Rayleigh distribution of 

channel matrix elements. This is because in most situations the Rayleigh distribution is the most 

representative case for non-line of sight radio propagation. 
 

2.2. Rayleigh fading channel 
 

Rayleigh fading is a representative example when in the coverage area of an antenna there are 

several objects that cause scattering of the radio signal before it reaches the receiver's side.  

 
 

Figure 2. A MIMO network example with Rayleigh fading channel 
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In wireless transmission, the envelope of the carrier signal accepted at destination side is Rayleigh 

distributed. This fading may be due to multipath with or without the Doppler Effect. Α Rayleigh 

fading model considers that the magnitude of a signal that has been transferred through a 

transmission channel or medium will vary frequently and randomly, or fade, according to a 

Rayleigh distribution. Usually, the Rayleigh fading is applied in circumstances when there is less 

or no dominant propagation along a visual line from the transmitter to the receiver. The MIMO 

system is a typical communication technology whose radio signals are scattered in the 

environment - because of objects in the environment - and therefore the Rayleigh fading is a 

suitable model for this. The signal’s behavior of this case is described by the central limit 

theorem. This theorem maintains that, if there is enough scattering, then the channel's impulse 

response can be represented satisfactorily by a Gaussian model, without affecting the distribution 

of the distinct entities of the system. 

 

If the resulting scatter does not have a dominant component, then such a process will present a 

zero mean and phase evenly distributed between 0 and 2π radians. Consequently, the envelope of 

the channel response can be considered as Rayleigh distributed [27]. Rayleigh distribution 

represents a continuous probability distribution for nonnegative random variables. Frequently, the 

representation of the channel's distortion parameters: gain and phase elements are based on 

complex numbers. The Rayleigh fading is determined accepting that the real and imaginary 

components of the response are represented by identically and independent distributed zero-mean 

Gaussian model, so that the overall of the response is an aggregation of two such parts. 

  

2.3. Channel’s capacity 
 

In general, the MIMO system’s capacity  sbitsC /  is denoted by the upmost possible 

transmission rate when the error probability is in lowest level of values. Initial investigations 

relating to the ability of the MIMO ergodic capacity did not take into account any limitations on 

entry signals. Based on this assumption, Foschini and Gans [23] and Telatar [23] separately 

obtained a formula for the ergodic capacity. Moreover, Vucetic et al. [1] present the capacity of 

MIMO networks operating in fast and block Rayleigh fading channels, as follows:  
 









































+= Q

n

P
IWEC

T

r 22 detlog


     (4) 

 

where C depicts the channel capacity (bits/s), W is the bandwidth of the channel (Hz), r is the 

rank of the channel’s matrix H , P depicts the average total transmitter power, Tn is the number 

of transmitted antennas, 
2  is the identical noise on each receive link and the matrix Q is the 

Wishart matrix defined as follows: 
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In the case of a flat Rayleigh fading channel, the coefficients of channel are random while in 

Gaussian channel the coefficients are considered fixed. Here zero-mean coefficients of the 

channel are assumed. That means complex Gaussian random variables with variances of 1/2 per 

dimension (real and imaginary). So, each channel coefficient has a Rayleigh distributed 

magnitude and uniformly distributed phase. In addition, the expected value of the squared 

magnitude is equal to one: hence:   1
2

, =jihE , where jih , depicts the channel’s coefficients 
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between the
thj  xT antenna (

Tnj ,....,1= ) and the 
thi xR antenna (

Rni ,....,1= ). In the next part of 

this study, the coefficients of a channel are assumed to be known at the receiver, but unknown at 

the transmitter. That means that the transmitted power per xT antenna is assumed to be identical 

and equal to 
T

tj
n

P
P = for

Tnj ,,1= , where P depicts the average total transmitter power. 

 

Then the following scenarios are considered. These cases have been widely considered in the 

scientific literature [1, 23]. 

 

- The matrix H of channel coefficients is random and its entries change randomly during every 

symbol time slot. This case is referred to as a fast flat Rayleigh fading channel. 

 

- Matrix H is random and its items become different at random after a fixed period, which 

consist of a fixed number of time slots. This case is referred to as the block flat Rayleigh 

fading channel.  

 

2.4. Capacity of MIMO wireless systems operating in fast and block Rayleigh fading 

channels 
 

The above Eq. (4) can be estimated quite well with the help of Laguerre polynomials. This 

approach is presented by Vucetic et al. [1] (see section 1.6.1) and by Telatar [23] (see Theorem 

2). The capacity factor can be written as: 
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where ( ),,max RT nnn =  ( ),,max RT nnm = and 
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is the Laguerre polynomial of order k. 

Furthermore, by increasing m and n , but keeping the ratio const
m

n
== , we have the following 

limit: 
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Where ( )21 1−=   and ( )22 1+=  .  

 

Example scenario 

 

Then let us take as an example of the MIMO system the following case: 1=Tn and 2Rn . 

Hence Eq. (6) can be rewritten:  
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When the Rn  is heightened, then the capacity tends in an asymptotic value:  
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This reveals that, when the number of antennas is large, the capacity of the receive diversity 

system in fast or block Rayleigh fading channels tends to the capacity of the receive diversity 

system in additive white Gaussian noise (AWGN) channels. 

 

3. COST APPROACH OF MIMO SYSTEMS  
 

According to Bouras et al.’s [21] analysis, the overall Cost of using a MIMO system can be 

distinguished in two main types: 

 

- FCOST (Fixed Cost): the cost of acquiring and installing a MIMO system, which is 

considered as a stable cost, and  

 

- VCOST (Variable Cost): the cost of the daily operation and maintenance. In a running 

system, the cost of day-to-day management, power consumption, possible repayments of 

capital, bank interest, other bank charges, etc. can be added.  
 

The two categories of expenditure are extremely different and because the individual cost 

components are constantly changing, it is quite difficult to calculate the real cost of each class of 

expense. In the current work, it is carried out a study about that the fixed costs are paid once at 

system start-up, while variable costs are considered as expenses paid annually and the amount of 

the expenditure then depends on a number of other external factors. 

 

Let us suppose, in general, that we have a system with a multi base-station MIMO system with 

B number of base-stations (BS). Also, let BSC depict the cost of a BS and EPCC  the cost of the 

Evolved Packet Core (EPC). Then, the Total Cost of this multi base-station system can be written 

as: 
 

)( EPCBS CCB +      (11) 

 

In addition, the MIMO technology uses a number of antennas at the source and destination sides. 

This number of antennas should be considered as well.  Let us consider as Tn  and Rn  the 

antennas’ number at the source and destination sides respectively. Hence, if the cost of an antenna 

is equal to A  cost units, then the Total Cost of antennas will be: 
 

)( RT nnA +       (12) 
 

Subsequently, the overall fixed Cost of a MIMO system is: 
 

)()(FCOST RTEPCBS nnACCB ++=     (13) 

 

For simplicity in this study, the variable Cost of the MIMO system (VCOST) is ignored. Then, 

based on market data sampling, the following typical values are shown in Table 1. The values of 

Table 1 are also confirmed in Table 2 in the study by Buras et al. [21], who present cost 

parameters and system variables related to MIMO systems. The continuation of the current cost 

study will be based on Table 1. 
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Table 1.  Measured performances in different operating conditions. 

 

Typical Purchase cost of MIMO components and parameters 

Parameter Description Value range for SA 

General costs 

BCC  Capital cost for single BS [500, 1500] Euros 

EPCC  
Core network’s capital cost for deployment of 

a single BS [55, 165] Euros 

B/N The total number of BSs and EPCs needed [1, 100] Euros 

Common quantized usage values of MIMO system antennas 

Tn  
Factor associated to the MIMO antennas at the 

transmit side 
[2, 4, 8, 16, 64, 128, 256, 

512] 

 

The cost of BS stations is slowly changing in relation to antenna costs, and is changing at an ever 

faster pace each year, and sometimes even more often. This is because the research and 

development of BS is a more complex process, highly specialized and costly. This leads us in the 

current analysis to obtain as values of the BS the values from Table 1 and to consider the cost 

value of a MIMO antenna is equal to A (Euros). Hence, the final cost units are expressed as a 

function of cost A (Euros). We should not forget that when the cost values are normalized then 

the resulting values, due to the simplification, will be perfectly correct and independent of the 

antenna’s cost A. 

 

Taking into account formula (13) and the values of Table 1, the cost for the three different 

scenarios (MIMO architectures, explained in Section 5) are calculated. 

 

4. EVALUATION OF MULTI MAGNITUDES DEPENDENT ON MIMO SYSTEMS  
 

The choice of MIMO systems in wireless networks depends on a number of separate factors. In 

the current section, a general methodology of multi-factoring system selection is proposed. The 

method considers a set of parameters (e.g. performance measures, complexity, or cost factors); 

these parameters can be portrayed onto a multi-dimensional space representing the factors to be 

evaluated. Consequently, this will allow us to compare MIMO systems with different 

complexities and performance magnitudes.  To clarify, this method is not limited to two metrics - 

as is presented here - but is more general and can include additional factors. Nevertheless, these 

two metrics are selected because they are widely used in the literature.  Generally, evaluating a 

communication system, be it hardware or software, requires a full study of the costs. The basic 

demand in terms of cost remains the need to be as small as possible. On the other hand, the 

performance of a system (e.g. capacity) is a magnitude that we want to be as large as possible. 

There are many relative studies on MIMO systems in the literature [4-10]. 

  

4.1 General Evaluation Factor (GEF)  

 

Next, we will explain how some factors related to the MIMO systems can be combined with a 

general performance factor.  Generally, the evaluation factors can be divided into two major 

categories. The first category includes factors which are considered to have a positive effect when 

their values are maximized; the second comprises factors which are considered to result in a 

favourable action in the system when their values are minimized. The first category is named 

maximized factors, which is denoted as:  maxmax

2

max

1

max ,.......,, nffff = , while the other group 

is named minimised factors,  minmin

2

min

1

min ,.......,, nffff = , where n is the number of MIMO 

system factors. 
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For simplicity, let’s limit the MIMO systems evaluation to minimized factors alone. In the case of 

minimized factor
minf , the general evaluation factor (GEF) is calculated by the Euclidean 

distance of the performance projection value into a n dimensions vector space, where dimensions 

represent various performance factors. In such a scenario, the GEF can be formally portrayed as:  

( )
=

=
n

i

ifGEF
1

2min
       (14) 

 

where n  is the maximum number of evaluated factors (minimised type). 
 

Suppose we have two MIMO systems, MIMO system1 and MIMO system2, and their GEFs, 

GEF1 and GEF2, respectively. In this case, if GEF1 < GEF2 then it can be said that MIMO 

system1 is better than MIMO system2. So, the above formula transforms the evaluation of a multi-

metrics evaluation problem in a unique function (metric). This function depicts the distance 

between the value of the GEF and an ideal (non-realistic) MIMO system, for which the GEF 

value is equal to 0. For make this more evident, let’s consider an example of evaluating three 

MIMO systems, with two minimised type of metrics, f and
'f . Figure 3 depicts in a two-

dimensional space the performance of the three MIMO systems: A, B, and C. Let 
Af  and 

'

Af be 

the calculated values of factors for MIMO system A. Similarly, we have corresponding values of 

the same factors for MIMO systems B and C (See Table 2). 

 
Table 2.  Example of three MIMO system being evaluated with two metrics. 

 

 System A System B System C 

metric f  Af  Bf  Cf  

metric f’ '
Af  '

Bf  '
Cf  

GEF AGEF  BGEF  CGEF  

 

From Figure 3, it can be deduced that MIMO system A is more robust than MIMO 

systems B and C, as MIMO system A gives smaller GEF values than systems B and C. 

 

 
 

Figure 3.  Example of three systems being evaluated with two metrics presented in a Euclidian space. 
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AGEF  is illustrated by the length the vector has in its coordinates (
Af ;

'

Af ) as are factors 

BGEF and CGEF . Hence, in this case it is observed that the smaller the GEF value, the better the 

corresponding MIMO system.  

 

Frequently, however, the parameters have different types of measures and scaling. In order to 

integrate the evaluation, the value parameters must be normalised to a certain value. The resulting 

value may be the average value of the numbers, or the uppermost value for each factor.  

The normalisation procedure using the maximum value provides the possibility of considering all 

factors with the same importance, and thus is capable of comparing different scaling metrics. 

If
( )min

min

max i

i

i
f

f
N = , equation (14) can be replaced by the following equation:  

( )
=

=
n

i

iNGEF
1

2
        (15) 

 

Nevertheless, except the minimised factors all the factors other than the minimised factors should 

be considered simultaneously. As such, the system behaves better when factor 
( )max

max

max i

i

i
f

f
M =  

tends to 1. Subsequently, complementary factor ( )iM−1  tends to zero and can be included in 

formulae (15). So, formula (15), in order to include the maximised parameters, can be written as:  
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= =

−+=
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m
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ii MNGEF
1 1

22 1)(      (16) 

 

where n is the maximum number of evaluation factors (minimised type) and m is the maximum 

number of evaluation factors (maximised type). 

 

In our study, for example, the Capacity metrics can be considered as the maximised type of 

metric, while the Cost factor is considered as a minimising factor. Typically, in the systems that 

are affected by multi-parameters, when making decisions the importance of each metric is an 

initial design problem. Hence, the formulae of GEF can be written as: 

 

( ) 
= =

−+=
n

i

m

j

jiii wMwNGEF
1 1

22 1)(   ,     (17) 

 

where iw is the weight of the minimised factor and jw is the corresponding weight of the 

maximised factor.  This method can be applied in the same way in other scientific areas, such as 

Multistage Interconnection Networks (MIN) [24-25]. The studies of MINs are also a multi-

factorial issue. In this respect, the study of MIMO systems presents a similar problem. 

The aforementioned factors (capacity and cost) will be used as examples for the validation of the 

proposed assessment methodology. 

 

 

 

 

 



International Journal of Computer Networks & Communications (IJCNC) Vol.12, No.1, January 2020 

47 

5. NUMERICAL RESULTS  
 

5.1 Capacity in nuts of MIMO over Rayleigh fading channels 
 

Considering a MIMO system with: 1=Tn and
Rn varying from 2 to 22, operating over Rayleigh 

fading channel, yielded the following results. More specifically, the MIMO channel’s capacity 

over the Rayleigh fading channel was simulated using MATLAB software for different antenna 

populations and different values of SNR. The SNR values increased from 0 db to +35 db at 

increments of +5 db. Figure 4 depicts the channel's capacity using the receive diversity systems, 

as a function of the number of antennas
Rn . 

 

 
 

Figure 4.  The channel capacity in nuts of MIMO systems versus the number of transmitting antennas, for 

various SNR levels. 

 

Figure 4 shows that the higher the levels of the SNR value, the higher the magnitude Capacity in 

nuts of MIMO systems. However, when 20Rn , the values of capacity for each SNR value 

level remain constant (saturated), although the number of antennas may increase 

 

5.2 Capacity Cost of MIMO systems (three different structures) 
 

Three MIMO system structures (scenarios) are selected as study examples here. The structures 

are the following: 

 

Scenario (a): uses an exclusive one base-station, with 1000=BCC Euros, 110=EPCC  Euros. 

Scenario (b): uses an exclusive one base-station, with 1000=BCC Euros, 150=EPCC  Euros. 

Scenario (c): uses two base-station, with 1000=BCC Euros, 110=EPCC  Euros. 

 

In all of the above mentioned cases, the number of antennas is: 1=Tn  , while Rn varies from 2 to 

22, and the cost of each MIMO’s antenna is considered equal to A (Euros). According to Section 

3, the corresponding Cost calculation was carried out for the three structural MIMO scenarios. 

 

In Figure 5, the cost (Values x A (Euros)) of three different MIMO systems versus the number of 

antennas that are used on the receiving side is depicted. The number of antennas ranged from 2 to 

22. Furthermore, A shows the cost per antenna in euros. 
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Figure 5.  Fixed cost of MIMO systems versus antenna populations at the receiving side. 

 

From Figure 5, it can be deduced that when the number of antennas is increased, the cost of each 

MIMO system increases linearly. However, the increment of cost becomes dramatic when an 

additional Base Station (BS) is deployed (scenario c), due to the corresponding complexity. 

Nevertheless, because of the linear increase in the cost factor, the corresponding normalized cost 

values of all three scenarios (a, b and c) are identical.  

 

5.3 Evaluating MIMO systems in terms of capacity and cost on a Rayleigh fading 

channel 
 

For the sake of this study, the above methodology is applied to various MIMO scenarios with 

different weights. The GEF indicator regarding the cost and the capacity factors of some MIMO 

systems is calculated. The optimal selection of the investigated systems is when they have a small 

cost and a high capacity. In the first one, the evaluation weights of the cost and capacity factors 

are equivalent. In the second scenario, the evaluation weights are considered as, and the third 

scenario has as weights the pair. 

 

5.3.1. Capacity and cost weighting equivalents 

 

Figure 6 plots the GEF versus the number of antennas that MIMO systems use for various levels 

of SNR, assuming that the MIMO system operates on a Rayleigh fading channel. In Figure 6, it is 

obvious that when the antenna population is greater than 10, the GEF factor increases so the 

solution deteriorates gradually (in terms of capacity and cost). Nevertheless, in the antenna 

population, the GEF factor is independent of the SNR levels.  
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Figure 6.  GEF for MIMO systems in terms of capacity and cost weighing equivalents 

 

On the other hand, differentiation is observed when the antenna population is less than 10; 

particularly so when 10Rn and SNR level is greater than 20dB. Moreover, the optimum 

solution can be identified for antenna numbers as between 4 and 6. In addition, when 10Rn and 

SNR level is less than 10dB, the most advantageous solution (considering the balance between 

capacity and cost factors) is almost 8 antennas (2 additional antennas are needed).  

 

5.3.2. Capacity and cost weight (2, 1) 

 

In this second scenario, the capacity factor is considered with double gravity. Otherwise, the cost 

factor is degraded in relation to the system’s capacity 

 

 
 

Figure 7. GEF for MIMO systems in terms of capacity and cost with their corresponding weights (2, 1)  

 

Figure 7 illustrates that when the antenna population becomes greater than 10, the GEF factor 

increases so the solution deteriorates gradually; despite this, the factor remains independent of 

SNR levels. On the other hand, when 10Rn and the SNR level is greater than 10dB, the best 

GEF values are approximately 0.6 and the corresponding number of Rn  is equal to 6. For SNR 

levels greater than 10dB, however, the optimum number of antennas on the receiving side is 

approximately 4.  
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5.3.3. Capacity and cost weights (1, 2) 

 

In the third hypothesis, the factor of the MIMO system, the cost is taken into account with double 

gravity (i.e. 2=jw ), while the capacity factor is degraded (i.e. 1=iw ).  

 

 
 

Figure 8.  Evaluating MIMO systems in terms of capacity and cost with their corresponding weights (1, 2) 

 

Figure 8 indicates that when the antenna population on the receiving side becomes greater than 

14, the GEF factor increases, and this causes the deterioration of the system (cost and 

performance factors). Nevertheless, when the population of antennas is large (>14), the GEF 

values are not affected by the SNR levels. The optimum solution in this scenario is presented 

when the SNR value is greater than 20 db. In this case, the best GEF value is approximately 0.4, 

and the best possible number of antennas on the receiving side is 6.  

 

All the above findings involve MIMO systems that operate over the Rayleigh fading channel. 

Moreover, this analysis can be used in many other special cases of MIMO systems applications, 

such as embedded digital MIMO, digital radar [26] and so on. 

 

6. CONCLUSIONS AND FUTURE WORK 
 

Nowadays, the demand for 5G technology has created a totally new variety of 

telecommunications, of which MIMO technology will certainly be a core component. MIMO 

technology includes antennas, which facilitates better signal transmission, achieves better 

coverage, and increases network capacity, as well as being ideal for bandwidth reallocation. 

MIMO networks are in general multi-factorial systems; indeed, almost every modern 

technological solution related to 5G technology is a multi-factorial proposal. 

  

In this paper, a method assisting in the evaluation of multiple-magnitude dependent MIMO 

systems is presented. The method is exemplified in MIMO networks that operate over a Rayleigh 

fading channel. This specific scenario of MIMO systems is examined from a techno-economic 

perspective in terms of capacity and cost factors. Nevertheless, the method is a general 

contrivance that can be applied in a variety of ways and incorporate many factors, each with a 

separate weight. This study presents an improved view; however, the sheer amount of scientific 

scenarios that can be explored and optimized by this method are extensive. 
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Future research activity on MIMO networks should focus on novel ways of using new 

technologies and infrastructures. New ideas for optimizing factors like power consumption, costs 

for back-hauling, and bandwidth, among others, should be investigated and weighed before their 

use. Moreover, other types of variable costs (e.g. daily operation and maintenance costs) also play 

a critical role in the cost formation. New cost models should be developed for all the key 5G-

enabled technologies, combining costs with the corresponding technology requirements. 

Furthermore, the research could focus on optimizing the number of MIMO transceivers and 

receivers on each side and weight and improve various contradictory parameters. 
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