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ABSTRACT 

 Energy efficiency is an essential issue to be reckoned in wireless sensor networks development. 

Since the low-powered sensor nodes deplete their energy in transmitting the collected information, 

several strategies have been proposed to investigate the communication power consumption, in 

order to reduce the amount of transmitted data without affecting the information reliability. Lossy 

compression is a promising solution recently adapted to overcome the challenging energy 

consumption, by exploiting the data correlation and discarding the redundant information. In this 

paper, we propose a hybrid compression approach based on two dimensions specified as horizontal 

(HC) and vertical compression (VC), typically implemented in cluster-based routing architecture. 

The proposed scheme considers two key performance metrics, energy expenditure, and data 

accuracy to decide the adequate compression approach based on HC-VC or VC-HC configuration 

according to each WSN application requirement. Simulation results exhibit the performance of both 

proposed approaches in terms of extending the clustering network lifetime. 
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1 INTRODUCTION 

 
Wireless Sensor Networks (WSNs) are being increasingly used in a wide range of 

applications, such as seismic sensing, agriculture transforming, military tracking, 

healthcare and IoT [1] [2]. Sensor nodes in WSNs are energy-constrained and equipped 

with a sensing unit, a processing device, a transceiver and a small battery [3] [4]. In many 

applications, the replacement of sensor nodes batteries is eventually strenuous. Several 
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approaches have been proposed to enhance the network power consumption by designing 

energy-efficient methods in terms of information routing, MAC protocols and adaptive 

sensing [5][6][7]. Most of these active researches assume that the transmission cost 

dominates the energy expenditure in sensor networks [8]. To overcome this challenging 

issue, data reduction algorithms based on data compression and aggregation are considered 

to decline the number of bits forwarded through the network. Thus algorithms use the 

advantage of temporal and spatial correlation to eliminate statistical redundancies in space 

and time. Some of these techniques exploit the spatial correlation by grouping cluster nodes 

with similar sensing parameters in order to reduce the data traffic [9]. Research works on 

data reduction were focused on applying prediction models on time series temporally 

correlated to reduce the number of transmitted packets [10]. A compelling approach is 

proposed in [11] aims to analyse real-world datasets by investigating nodes with similar 

data evolution and bringing them to form groups in which only a representative node sends 

its data to the sink. In this performed work, the analysis of sensor datasets is performed 

vertically, this compression technique is considered in the rest of this paper as Vertical 

Compression (VC). In our previous work [12][13], a comparison of different compression 

algorithms is carried out and reveals that Piecewise Linear Approximation (PLA) 

techniques offer noteworthy enhancements in terms of energy consumption and data 

reliability [13]. These algorithms consider the collected information as time series and 

discard redundant signal using line segments, PLA is considered in the rest of this paper as 

Horizontal Compression (HC). In addition, network structure and routing schemes are the 

main components of data reduction algorithms that directly affect the energy efficiency and 

data accuracy in WSN. Cluster-based networks have proven to be an effective routing 

architecture that accomplishes a crucial aspect to accomplish a long-term monitoring 

network [14][15]. In such architecture, the network is divided to form a predetermined 

number of clusters in which a Cluster-Head (CH) is elected to collect information from the 

Cluster-Members (CMs) and communicate it to the sink [16]. 
 

Through this research paper, a performant data transmission structure is proposed 

exploiting the performance of Vertical and Horizontal compression schemes applied in a 

clustered network following two configurations (HC-VC and VC-HC). The proposed 

hybrid compression scheme is yielded to be energy efficient in the clustered network, 

maintaining a valuable data reliability estimated by root-mean-square error (RMSE) 

measure calculating the distortion of the original and reconstructed signal. 
 

The rest of this paper is organized as follows: Section II describes the used system model 

detailing the type of signal, topology and data gathering, and the energy model. We briefly 

review in section III the horizontal and vertical approaches. The proposed compression 

scheme is discussed in section IV following the two suggested configurations. Section V 

exhibits the experiments we have conducted in real sensors data with discussion of results, 

in section VI, we summarize our main findings. 
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2 SYSTEM MODEL 

 
2.1 Signal model 

 
In this work, we consider as signal model real-world temperature measures, gathered from 

sensors in the frame of the project, that aims to study and share experimental results, 

obtained for the localization problem, and taken by Free University of Brussels researchers  
[17]. Time t = 1, 2, 3 is slotted with a fixed duration dt, to form a time period Pseg = [S1, 

S1,…, ST ] of T time slots. In each period Pseg, each sensor node collects a vector of T data 

samples. We define a data collection round r as a set of m periods: r = m Pseg. 

 

2.2 Topology and data gathering 

 
We consider a cluster-based WSN of N nodes randomly deployed in an area D. Sensor 

nodes are grouped to form a number of clusters, in which one Cluster-Head is elected 

according to LEACH routing protocol [18]. In every period Pseg, each sensor node sense 

and transmit its sampling vector of T samples to its CH, which stores this incoming data 

from all cluster members. This process is repeated for each period Pseg until achieving 

the end of the round when CH transmits the collected data from its CMs to the sink. 

 

2.3 Energy model 

 
For each compression technique, we identify two contributions of total energy 

expenditure: Energy for processing needed to accomplish the compression task, and 

energy cost to ensure the data transmission from nodes to CHs on the first hand and from 

CHs to the sink on the other hand. 

 

Energy for processing: for each compression method, we counted the number of 

operations such as additions, multiplications, subtractions, comparisons, and divisions. 

Depending on the used micro-controller, the number of clock cycles corresponding to the 

obtained number of each type of operation represents the dissipated energy in executing 

the compression algorithm. In this work, Micro-controller MSP430 is selected for each 

sensor node, using 16 bits floating point package of calculation [19]. The adopted CPU 

consumes E0 = 0,726nJ per clock cycle. For each operation, a corresponding number of 

clock cycles is considered according to Table 1. 

Table 1: CPU cycles needed for processing 

Operation Clock cycle 

Addition               X+Y 184 

Subtraction           X-Y 177 

Multiplication       X×Y 395 

Division                X /Y 405 

Comparison       X<=>Y 37 
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Figure 1: Energy dissipation model 

 
Energy for transmission: we consider a simple radio energy model, to evaluate hardware 

energy dissipation, where the transmitter depletes energy to operate the radio electronics 

(Eele-TX) and the power amplifier (Eamp), and the receiver consume energy on running the 

radio electronics (Eele-RX), as shown in Fig.1. 
 

 

 

 

 

 

 

In this work, both the free space (d2 power loss) and the multipath (d4 power loss) 

communication models were used, according to the distance between the transmitter and 

receiver [18]. If the distance is less than a threshold dcrossover , the free space model is used 

( fs) otherwise, the multipath (fmp) is used, in order to appropriate setting of the power 

amplifier. The crossover distance is related to antenna technology, for the two scenarios, 

it is defined as follows [20] [21]: 

4 t r

crossover

Lh h
d




                                                   (1) 

 
Where hr=ht =1m, hr is the heights of receiving antenna and ht is the heights of 
transmitting antenna relative to the ground, while l is the transmitted wavelength in 
proportion to the transmitting frequency and L is the system loss factor equal to one 
considering a lossless system. Thus, Energy ETx expended by radio to send data of k-bit 
packet over a distance d is displayed by equation (2) [22][18]: 
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Moreover, to receive this message, the radio expend: 
 

  ERx(k) = Eele-Rx . k                                          (3) 

 

3 COMPRESSION TECHNIQUES BACKGROUD 

 
3.1 Temporal Compression 

 
Temporal compression algorithms, considered thereafter as horizontal compression, refer 

to data compression approaches typically based on exploiting the temporal correlation of 

collected information [14][23][24][13][25]. With horizontal compression, sensor nodes 

only transmit their compressed readings obtained from the sensing device so as to save 

transmission and reception energy by reducing the data size [25]. Some temporal 

compression methods named lossless provide an accurate reconstruction of the original 

d 
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information [25] [26]. In other compression algorithms called Lossy, some degree of 

information loss is introduced in the compression/decompression process in order to 

achieve high compression ratio [14] [24]. In cluster-based WSNs, each sensor node 

compresses its data using horizontal compression in order to prolong the network lifespan 

[25]. Since the temporal correlation is considerably present in the sensing information, 

horizontal compression methods have inevitably enhanced the energy performance of 

WSNs [25]. Various compression methods have been proposed in the literature taken into 

account the collected information as time series to exploit the temporal data correlation 

[24] [13][26][27]. Some of these works are interested in transforming the original reading 

into a set of coefficients in order to facilitate the representation of the sensed signal [24]. 

For instance, some of these algorithms transform the time series from the time domain into 

the frequency domain, (Fast Fourier Transform [28], Discrete Cosine Transform [29] and 

Wavelet Transform [30]), however, each of these methods selects the coefficients 

differently [24]. In addition, other compression techniques are based on an adaptive 

modelling approach which converts the information to line segments [31], polynomial 

equation [32] or autoregressive schemes [33][24]. Considering the linear approaches, 

Piecewise Linear Approximation schemes aim to transform a time series of the sampled 

information into a set of segments depending on desired error tolerance [24]. For 

polynomial techniques, environmental measures are approximated via polynomial 

coefficients to minimize the number of original data samples [24]. Autoregressive 

approaches (M-AAR as an example) are based in a model of basic coefficients that exploit 

the history of data samples using the advantage of the signal temporal correlation [24]. 

Table 2 summarizes the performance of these compression schemes in terms of 

computational cost, data reliability and correlation impact on the algorithms complexity 

[14]. 
 

Table 2: Performance of Temporal Compression Schemes 

Compression 

Schemes 
Type 

Computational 

cost 

Data 

reliability 

Complexity vs 

Correlation 

     

FFT 
Transform-

based 
Very high Very high Decreasing 

     

DCT 
Transform-

based 
High High Decreasing 

     

LTC PLA Low average Decreasing 

     

EPLAMLIS PLA Low average Decreasing 

     

M-AAR Autoregressive High High Increasing 

     

PR Polynomial Very high Very high Increasing 
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Authors in [34] and [24] confirm that PLA schemes ensure high energy saving with 

minimum energy for processing, in reverse to Polynomial Regression (PR), which induces 

a high computational expenditure nevertheless, it performs efficiently in terms of data 

reliability when the polynomial order is increased [24]. Concerning the Autoregressive 

methods, the model complexity is highly affected by the correlation signal length that may 

lead to high-energy consumption [24].In this work, we exploit the performance of PLA 

schemes considered as horizontal compression applied in cluster-members, in order to 

minimize the amount of the sensed data [25]. PLA schemes guarantee a significant 

performance in terms of power consumption and memory [24][25][34][24][13]. 

Lightweight Temporal Compression (LTC) is a PLA technique that has significantly proven 

its efficiency in terms of resource saving [24] [25][31]. It uses a linear model to approximate 

a given time series, depending on a predetermined error tolerance e. The algorithm works 

by approximating multiple successive readings through a single segment, in a way that the 

segment meets the error tolerance e for all points (algorithm 1). This method has linear 

complexity in the number of readings of time series. In addition, since the segment can be 

described by four coordinates, the compression is reached when the number of the covered 

readings is greater than 4. 

Previous works revealed that LTC requires a slight energy consumption by reason of its 

lightweight algorithm, which requires a low number of operations while the processing 

(Algorithm 1) [14][24][13][34]. LTC loses its energy effectiveness when the temporal 

correlation decreases, due to the significant changes in data values [14][25][13][34]. 

 
Algorithm 1 Lightweight Temporal Compression   

Inputs x, e // Sensed samples, Error bound   
for i=1 to length(x) do  

j=i+1  
High-Seg=Seg[x(i),x(j)+e]  
Low-Seg= Seg[x(i),x(j)-e]  
while j < N do 

if High-Seg below x(j+1)- e or Low-Seg above x(j+1)+e then  
Save x(j)  
i=j  

else 

if High-Seg above x(j+1)+e then  
High-Seg=Seg[x(i),x(j+1)+e]  

end if 

if Low-Seg below x(j+1)- e then  
Low-Seg=Seg[x(i),x(j+1)-e]  

end if  
end if  
j=j+1  

end while  
end for  

 136



International Journal of Computer Networks & Communications (IJCNC) Vol.12, No.2, March 2020 

 

 

3.2 Data aggregation in clustered network 

 
Reducing data packets volume is a crucial process in WSN. Data aggregation algorithms, 

considered thereafter as Vertical compression, the attempt at analysing datasets coming 

from cluster members at the CHs level. Acting as an aggregator, every CH collects, 

processes and forwards aggregated packets to the base station. Many research papers were 

devoted to the processing of data collected by neighboring sensors to reduce the occurred 

redundancy, using the advantage of their significant spatial correlation. These works use 

mathematical theories [35], instead of basic operation (Average, SUM, MAX, MIN, Count) 

in order to maintain a trade-off between data accuracy and resource saving [36]. 

Researchers in [37] adopted an intriguing method for discarding redundancy between sets. 

This method is based on data aggregation for periodic sensor networks using similarity 

functions. The data reduction algorithm has two phases: a local aggregation is per-formed 

at the node level, followed by a second phase, in which datasets similarity exploited at the 

aggregator level using the Jaccard similarity function [24]. Their results revealed an 

important reduction of data, by handling the in-network redundancy and transmitting only 

relevant information to the sink. Authors in [9] proposed a cluster-based approximate 

aggregation (CAG) technique, intended at restricting the number of packets transmitted to 

the base station by creating clusters of nodes with similar sensing values, based on the 

spatial correlation between them, then only data recorded by a representative node is sent. 

In spite of the significant reduction in the transmission of packets during the data collection, 

constructing clusters by flooding is energy-consuming. In our work, we assume that clusters 

are created before, and we concentrate on the data aggregation process by using similarity 

functions. 

Thus, Data processing at the CH level covers several algorithms varying in complexity and 

level of operations. starting from simple summarization methods to complex inference 

mechanisms, according to the requirements of the design for each specific WSN application. 

3.2.1 Observation from datasets  

 
A similarity measure based on distance functions aims to eliminate redundant transmissions 

by grouping similar data instances [38] [39]. It describes data samples as how close or how 

fare they lie to each other [40] [41]. However, collected measures highly depend on the 

monitored environment. Consequently, when the assessed condition speeds up or slows 

down, collected measures by each sensor are more correlated and redundant. As shown in 

Figure 2, temperature data generated by nearby sensors show similar evolution, whereas 

the data is different with some deviation along time. Therefore, spatial clustering based on 

data evolution is feasible and beneficial [11] [39]. 
 

Distance Measures largely applied to sensor network are Euclidean distance [36], Pearsons 

correlation, Mahalanobis distance (covariance matrix), Jaccard similarity function [9], and 

cosine similarity. 

 

3.2.2 Vertical compression at the CH level  
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 Capture the data evolution 
 

According to the results showed in Figure 2, we examine the evolution of data coming from cluster 

members periodically in rounds, adopting the same method performed by authors in [11], using 

piecewise linear regression (in the segment). In this method, at CHs level, for each cluster member, 

an approximate vector of regression coefficients should be associated a = [aseg-1,aseg-2,…, aseg-m], it 

represents data evolution captured in a segment. 
 

 
Figure 2: Distribution of sensors in the laboratory [17]

 
 

As presented in section II, Each round r is divided into periods P where Pseg (seg ϵ [1, 2,…, m]). 

Each period Pseg = [S1, S2,…., ST ] is partitioned into a number T of time slots. At each slot Si, 

each sensor S captures a new measure wit , until it forms a vector of measures Wi = [wi1, wi2,…, 

wiT ] at the end of each period, then it transmits it to its CH. At the end of round r, and after 

receiving all data packets from the CMs, a vector of slops aiseg = [ai1, ai2,…, aim] is constructed 

at CH level, where aseg is a slope calculated by a CH in a period Pseg for their entire attached 

CM, using equation (4). y is temperature value and i is the corresponding time sequence. The 

following equation expresses the regression coefficient aseg in one segment (Si = 5 as an 

example). 
 

                                             𝑎𝑠𝑒𝑔 =
∑ (𝑖−𝑖)̅(𝑦−𝑦̅)𝑠𝑖

𝑖=1

∑ (𝑖−𝑖)̅²𝑠𝑖
𝑖=1

                                         (4) 

            

 Where 
1

1 iS

i
i

i i
S 

   ,
1

1 is

i

ii

y y
S 

   and iS  is a length of a segment. 
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Figure 3: Data collection at the CH level for m=3 and T=5 

 Datasets similarity measure 

 
Similarity assessment between vectors of data evolution constructed for each sensor 

member is the goal of the second phase. Using the cosine similarity function, which is a 

measure of similarity between two non-zero vectors, it captures the orientation (the angle) 

between them based on the dot product, as illustrated in the following equation: 

 

                              cosx yx y                                 (5) 
 

 
Where q is the angle within vectors x and y. A cosine value of 0 means that the angle 

between the two vectors is equal to 90 degrees (orthogonal) and has no match. The nearer 

the vectors to each other, the cosine value closer to 1, therefore similar. 

 ( , ) cos
x y

Cs x y
x y




                                   (6) 

  
At the CHs, sensor nodes groups are created according to a given threshold thcs , deter-
mined by the user. 
 

1 ( , )
( , )

0

csCs x y th
sim x y

Otherwise

  
 


                                (7) 

 
Only one data value per group is transmitted as shown in Figure 4, which decreases the 
number of transmitted packets from CHs to sink. 
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Algorithm 2 Data classification in the CH level   
Inputs SensorData, Cluster Membre CM  
for i=1 to CM do  

Slopes(i) Slope SensorData(i) 

end for  
for i=1 to CM do  

for j=i+1 to CM do  
sim=Similarity(Slopes(i),Slopes(j)) 
if sim > thCs then 

Group(i,j) 

end if  
end for  

end for  
 
 

4 PROPOSED SCHEME 

 
The main goal of the proposed scheme is to prolong energy lifetime as well as to improve 

the data reliability in cluster-based WSNs. A combined horizontal and vertical 

compression, the approach is designed to reduce the communication burden taking into 

account two configurations. 

No

n  

Ou

i 

Collect Sensed 

data from cluster 

members 

Calculate the 

similarity 

function SF cos 

Grouped 

(u,v) 
Send (u), 

Send (v) 

Send (u) 

SF ≥ 

Th 

Si

Construct vector 

of regression 

coefficients (Data 

Figure 4: Data classification model in the CH 
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Considering the system model presented in Section II. Sensor nodes sense their 

environments periodically, in order to forward data collected packets to the appropriate 

CH after each time period. CH aggregates data packets at the edge of each round and sends 

it to the base station. The transmission process follows three scenarios: 

– 1 : s c  : Sensing data sent from sources nodes to their assigned CHs, based on the 

nearest distance between them. 
 

– 2 : c Bs  : At this level, data packets coming from source nodes are combined using 

an aggregation function to reduce redundant data, then the aggregated packet is sent 
to the base station via the direct channel. 

 

– 3 : S Bs  : Two cases enable source nodes to communicate directly to the base 

station, the first one when no CH is elected, this occurred frequently in the latest 
rounds. The second instance if the distance between the source node and the base 
station is shorter than the distance between the source node and CH. 

Our proposed configurations are based on two algorithms: vertical compression and 

horizontal compression, following two different schemes. 

 

4.1 Configuration 1: 

 
Considering a cluster-based architecture, a horizontal compression based on PLA 

compression technique is applied at sensor nodes level, in a manner that k bits message is 

transformed into k HCR bits message in the reduced packet version, where HCR is the 

Horizontal Compression Ratio, which is estimated based on a given Error bound as 

described in the third section. The horizontal compression ratio is given by the following 

equation: 

HCR = 
Volume of compressed data  

         (8) 
volume of data    

At the end of each period Pseg, the data packet is sent to the elected CH to be stored. 

After receiving m data compressed packets from each cluster member, vertical 

compression is performed at CHs, by applying algorithm 2. We take an example of a 

CHA, which is associated to four Cluster members S1, S2, S3 and S4. So as to illustrate 

the process of group forming, Table 3 Show an example of node S1 where the column 

SensorID  is the neighbor ID, Cs and Sim are the values of Eq.6 and Eq.7 respectively. 
 

Table 3: The cluster members table for S1 node 

Sensor_ID Cs Sim 

S2 1 2( , )
s s

s c cc R R  1 

S3 31( , )
ss

s c cc R R  1 

S4 1 4( , )
s s

s c cc R R  0 

 
From the example above, node S1 is similar with S2 and S3, considering a theorem proved 
by authors in [35], If Ri

c is similar with Rc
j and Rk

c , thus Rc
j should be similar with Rk

c , 
i.e.,  
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( , ) 1& ( , ) 1

( , ) 1,

i j i k

c c c c

j k

c c j k

sim R R sim R R

sim R R

 

  
                                      (9) 

Thus, S2 and S3 are similar, a group of S1, S2, S3 is constructed, and presented only by one 

node. The comparison process is performed for all cluster members, until grouping all 

similar nodes. As a result, each CH transmits to the base station a reduced version of the 

cluster data according the following equation: 
 

* * * *CMClusterData m k HCR N VCR                        (10) 

 
Where m is the number of periods in the round, NCM is number of cluster-members and 
VCR is the vertical compression ratio, which represents the ratio of compressed packets 
(nvc) respected to the total packets generated (Ntot ): 
 

   VC

tot

n
VCR

N
                                                       (11) 

 As HCR, VCR restricts the amount of transmitted information at the cost of some Vertical     

Compression Distortion VCD. The efficiency of the proposed scheme in terms of energy 

saving owing to the reduced amount of transmitted data in the network. In fact, each sensor 
node sends only their compressed datasets to the CH, in which a vertical compression is 

introduced, obtaining a restricted number of transmitted packets. Moreover, the 
configuration presents some disadvantages in terms of data reliability, due to the loss of 

information engendered in every compression step especially at the sensor nodes level. 

 
 

4.2 Configuration 2: 

 
In this scenario, each sensor node transmits the collected information to its CH without 

applying any compression algorithm. At the CHs level, a vertical compression (VCR,VCD) 

is initially considered, in which groups of similar nodes are formed, following the 

specifications mentioned in section 2.4. Therefore, CH reduces the number of received 

vectors from N to N*VCR. Afterwards, the horizontal compression (HCR, HCD) is carried 

out on the data packet (k bits message) outcome from groups of nodes, at the same level 

of the CH, in order to reduce the maximum number of bits, before transmitting a reduced 

version to the base station (Algorithm 3). 

 
Algorithm 3 Configuration 1   

for i=1 to N do  
SensorData(i) k HCR(i)  
CH SensorData(i) 

end for  
ClusterData CH VCR  
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Algorithm 4 Configuration 2   

for i=1 to N do  
SensorData(i) k  
CH SensorData(i)  

end for  
CH CH VCR  
ClusterData CH HCR  

 
This configuration ensures a high level of data reliability with some additional gains in 

terms of energy saving. Indeed, the loss of information is not presented at the sensor nodes 

level, which promotes the data accuracy at the CH. Moreover, horizontal compression is 

only applied for the obtained vectors after vertical compression, which makes the received 

data more reliable at the base station. 

 

5 ENERGY CONSUMPTION MODEL 

 

5.1 Energy consumption for configuration 1: 

 
Based on the first order RF model described in section II, the total energy expended to 

transmit compressed data (k.HCR) using horizontal compression at the node level, over a 

distance d is described as follows: 

 

( , ) ( . ) ( ) ( )CM Tx Rx HCE k HCR d E k HCR E k HCR E k                             (12) 
 

Where ETx(k.HCR) is the energy expended by radio electronics in free space and multipath 

communication, is given by the following equation: 

 

 𝐸𝑇𝑋(𝑘. 𝐻𝐶𝑅, 𝑑) = {
𝑘. 𝐻𝐶𝑅 (𝐸𝑒𝑙𝑒𝑐−𝑇𝑥 + 𝜖𝑓𝑠 ∗ 𝑑2)          𝑖𝑓 𝑑 < 𝑑𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟

𝑘. 𝐻𝐶𝑅 (𝐸𝑒𝑙𝑒𝑐−𝑇𝑥 + 𝜖𝑎𝑚𝑝 ∗ 𝑑4)   𝑖𝑓 𝑑 ≥ 𝑑𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟

               (13) 

  
The energy consumed at the receiver (CH) to run radio electronics is expressed by the 
following equation: 

 𝐸𝑅𝑋−𝑒𝑙𝑒𝑐 = 𝐸𝑒𝑙𝑒𝑐−𝑅𝑥 ∗ 𝑘 ∗ 𝐻𝐶𝑅                                                  (14) 

 
After receiving compressed packets from sensor nodes, the total energy consumed by CH 
is expressed as the sum of energies [21]. 

CH RX CM VC Tx BSE E E E                                            (15) 

 
E Tx-Bs quantifies the energy needed to forward data packets from CH to BS, taking into 
account T samples collected at m Pseg per round, which are stored at CH before executing 
the vertical compression algorithm. We consider Gcon f 1 as the total number of bits received 
from cluster members, represented as follows: 
 

1 ( )* *
cmN

conf i
G HCR i k m                                           (16) 

 

               Then, Tx BSE   is given by the following equation: 
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 (17) 

 
ERx-CM is the required energy to receive compressed data packets from cluster member, 
expressed in Eq.14. 
 

5.2 Energy consumption for configuration 2: 

 
In the second scenario, sensed data sent from sensor nodes to the appropriate CH without 

compression, therefore, the energy consumed to transmit data over distance d is described 

as: 

 

 ( , ) ( ) ( )CM Tx RxE k d E k E k                                               (18) 

 

At the CH level, horizontal and vertical compression occurred, the following equation 

express the total energy dissipated: 

 

                            (19) 

 
            Where ERx-CM in this case, is expressed as follow: 
 

                                                         𝐸𝑅𝑋−𝐶𝑀 = 𝐸𝑒𝑙𝑒𝑐−𝑅𝑥 ∗ 𝑘                                    (20) 
 

In order to calculate the energy needed to transmits packets from CH to Bs ETx-Bs, we 
modeled the number of resulting bits, before applying horizontal compression Gcon f 2, as 
follows: 

 
                                  (21) 

 
 

As a result, the following equation expresses ETx-Bs, the energy required for transmitting a 

compressed packet from CH to BS: 
 

*
2

2

1

2 *
4

2

1

* ( )*( . )

( , )

* ( )( . )

CM

CM

VCR N

conf ele Tx fs

Tx Bs conf VCR N

conf ele Tx mp

G HCR i E d

E G d

G HCR i E d















 
 






                (22) 

 

 

5.3 Distortion 

 
Since the designated compression methods are lossy at the receiver side, the recovered 

data is an approximation of the original information [42]. Hence, the distortion parameter, 

defined as an information loss, it represents a measure to estimate how much error between 

two data sets (a predicted value and an observed known value), calculated as follow: 

 

If d < dcrossover 

If d > dcrossover 

 

 

CH RX CM VC Tx BS HCE E E E E    

2 * * *conf CMG m k VCR N
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     𝑅𝑀𝑆𝐸 = 𝐷 =
1

𝑁
∑ |𝑥(𝑖) − 𝑥(𝑖)𝑁

𝑖=1 |                                           (23) 

  
Where x(i) is a data value of a given time series and xˆ(i) represents its compressed version. 

The accuracy requirement depending on the WSN application. Hence, selected data 

compression methods aim to minimize energy consumption and meanwhile guarantee 

consistent reliability of reconstructed data. 

 

6 SIMULATIONS AND RESULTS 

 
Through Matlab simulations, we present the experimental results of the hybrid vertical 

and horizontal compression approaches proposed in a cluster-based wireless sensor 

network, in order to evaluate our proposed configurations in terms of the energy 

conservation and data accuracy. The network is formed by a set of N = 50 sensors 

arbitrarily scattered in a plan area of 100*100 m, at 50 meters from the base station, which 

is powerful in computing and storage capacity. A starting energy level of all nodes is 0,5 

J. This value is widely used in other research papers since it provides small enough energy 

to quickly see the effect of the suggested algorithm [43]. A packet size of k = 4000 bits is 

used. Table 4 shows the simulation parameters adopted in this study. We selected the same 

clustering algorithm used in the LEACH protocol to generate clusters in the network. 

  
Table 4: Simulation parameters 

Parameter  Value 

𝜖𝑓𝑠 

𝜖𝑎𝑚𝑝 

𝐸𝑒𝑙𝑒𝑐 
Initial node energy 

Number of nodes 

Frequency 

Bit rate 

Antenna gain 

High of antennas 

𝑑𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟 
Packet size 

Percentage of CH 

Thcs 

2,59 *10−10 J/bit/m² 

2,52 *10−14 J/bit/m4 

50 nJ/bit 

50 mJ 

50 

2.4 GHz 

250 kbps 

1dB 

1m 

100m 

4000 bits 

0.5% 

0.7 

 
Based on the results revealed in our previous work [25], in which we assessed the 

performance of vertical (VC) and horizontal (HC) compression approaches distinctly in a 

cluster-based wireless sensor network, we ensure the effectiveness in promoting energy 

efficiency using the two approaches separately. Therefore, the aim of this work is to 

evaluate the performance of combining the two approaches. The comparison we carried-

out is between the LEACH-HC-VC according to the first configuration, LEACH-VC-HC 

following the second configuration and LEACH algorithm without compression scheme. 

This comparison is referred to as certain performance metrics namely:  First Node Dies 
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(FND), Half of Nodes Alive (HNA) and Last Node Dies (LND). Table 5 summarizes the 

results of these metrics (FND, HND and LND) for LEACH and our proposed approaches. 
 

Table 5: DIE-OFF STATISTICS OF COMPRESSION ALGORITHMS IN CLUSTER BASED WSN 

Compression 

Approaches  

Metrics  

FND HND LND Distortion 

LEACH  35 69 153 -------- 

LEACH-HC 1st 

config 
41 147 622 

0.0103 

LEACH-VC  179 359 568 0.38 

LEACH-HC-VC  139 353 966 0.84 

LEACH-HC 2nd 

config 
39 117 415 

0.0129 

LEACH-VC-HC  181 363 662 0.45 
 
 

6.1 LEACH-HC-VC results (configuration 1) 

 
Figure 5 shows the total system energy of clustered sensor networks per transmission 

rounds using horizontal, vertical and combined (horizontal and vertical) compressions 

regarding the first configuration (LEACH-HC-VC). It is clearly shown that using selected 

compression algorithms perform energetically better than LEACH without compression. 

Therefore, compression is mandatory to prolong the network lifetime. In fact, applying 

only a horizontal compression at the cluster-members level (LEACH-HC) reduces the 

amount of transmit-ted data for a high number of nodes, which promotes the network 

lifetime achieving 622 rounds. 
 

 
Figure 5: Total energy of cluster network for LEACH-HC-VC compression 
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For the vertical compression (LEACH-VC), the CH discards the redundant information 

collected from the cluster-members with high spatial correlation and transmits only reduced 

amount of data to the base station, which restricts the energy consumption at the CH level 

reaching 568 rounds. Regarding the combined horizontal and vertical compression 

following the first configuration (LEACH-HC-VC), it extends the network lifetime 

achieving 966 rounds by reducing the transmission energy dissipated in the entire network. 

Consequently, an energy is gained up to 84%, 41% and 35% from LEACH, LEACH-VC, 

and LEACH-HC respectively. 

The maximum amount of time between (FND) and (LND) is defined as the network lifetime 

[44]. As the loss of any sensor node affects the whole network, the longer stability period 

is required. From Table 5, we assert that the FND parameter for LEACH-VC is enhanced 

and reaches 179 rounds, more important than other compression methods. Since there is no 

energy loss for processing horizontal compression. Therefore, vertical compression keeps 

nodes alive for a long time, while improving the stability period, which is required for some 

applications. The proposed scheme ensures important energy saving owing to the fact that 

the data transmission is integrally reduced in the clustered network. Effectively, CMs 

compress horizontally their collected data before transmitting it to their CH, in which 

another compression method (VC) takes place removing redundant information. 

As a result, the communication burden is relieved at the CH, promoting subsequently the 

network lifetime. 

 
6.2 LEACH-VC-HC results (configuration 2) 

 
Figure 6 shows the total system energy per transmission rounds for the selected 

compression approaches following the second configuration. 
 
  
 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 6: Total energy of cluster network for LEACH-VC-HC compression 
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The obtained results reveal that adopting selected compression algorithms extends the 

cluster-based network lifetime in various ways. In fact, applying only a horizontal 

compression at the CH level promotes the energy efficiency of the network achieving 415 

rounds, which corresponds to the lifetime increase of 260 rounds when it is compared to 

LEACH without compression. With vertical compression, the total network energy is 

entirely consumed in 568 rounds, attaining a lifetime increase of 27% when compared to 

LEACH with HC. The vertical compression discards the data redundancy by constructing 

groups of nodes with similar data evolution. The CH sends only one representative 

information of each group of nodes to the base station, which makes the VCR more efficient 

than the HCR. Hence, the proposed algorithm based on combining horizontal and vertical 

compression (LEACH-VC-HC) at the CH level displays remarkable energy saving with a 

network lifetime reaching 662 rounds. Hence, the performances of LEACH-VC and 

LEACH-VC-HC are almost similar to a miniature increase of 14% in the network lifetime 

for the proposed solution, except when the number of alive nodes becomes small. In this 

phase, clustering will no longer be applied and each node compresses horizontally its 

collected data and transmits it directly to the base station. 

Regarding the stability period for the network, for both LEACH-VC and the proposed 

LEACH-VC-HC, the FND increases of about 180 rounds. Consequently, the second 

proposed configuration extends the network lifetime, as well as the stability period, is 

broaden. 

 
6.3 Distortion 

 
The reliability of each compression method likely measured by the distortion parameter. 

Figure 7 shows the distortion means of horizontal, vertical and combined compression 

approaches following the proposed configurations. The results show the effect of adopting 

 

 
 

Figure 7: Distortion of selected compression algorithms in different configurations 
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Lossy compression algorithms on data reliability of the cluster-based network. As 

mentioned in Figure 7, horizontal compression presents the lowest level of distortion when 

compared to the vertical compression for both configurations. Furthermore, the combined 

algorithm is more accurate in the second configuration since HC is deployed at the CH 

level, which make the loss of information minimum compared to the first configuration 

when HC is applied in all the cluster members. 

In the first configuration, each sensor node uses HC to compress its collected data before 

sending it to the CH. Since HC only reduces the number of samples in the time series 

exploiting the temporal correlation to discard data redundancies, the information accuracy 

is slightly affected by the data reduction. For the Vertical compression, The CH receives 

the raw information from each cluster-member and eliminates the entire vectors with 

similar data evolution taking advantage of spatial correlation. Hence, the discarded data is 

substantial compared to HC, which explains the difference between VC and HC in terms 

of distortion. Concerning the combined approach HC-VC, the distortion of collected data 

is significant owing to the fact that the information loss is considered at the entire network 

in various levels (HC in cluster-members and VC in CH). 
 

In the second configuration, the combined algorithm VC-HC is based on applying HC to 

the obtained vectors from VC at the CH level, before sending it to the base station. As a 

result, the information loss is not considered on a large scale but only in each CH, which 

justifies the efficiency in data reliability of the proposed algorithm in this configuration. 

 
 LEACH HC-VC vs LEACH VC-HC 

 

 
Figure 8: Energy Vs Accuracy for the two proposed configuration 

 

 
Figure 8 summarizes the results of the proposed data reduction solution in terms of energy 

consumption and data accuracy. The proposed compression approach promotes energy 

saving in both configurations. Indeed, the performance of the combined algorithm in terms 

of energy is more significant in the first configuration as observed in the curve, at the cost 

of some distortion, due to the elimination of redundant information in different levels 
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(cluster-members and CH). When vertical and horizontal compression algorithms are 

implemented in the CH (2nd configuration), the data reduction is centralized in the CH, 

which makes the collected information less affected by distortion. As a result, the first 

configuration can be used in a range of applications that demand high resource availability, 

and the second configuration can be suitable for applications that necessitate high 

information accuracy. 

 

7 CONCLUSION 

 
In this paper, we have evaluated the effectiveness of vertical and horizontal compression 

schemes in cluster-based WSNs following two proposed scenarios. Obtained results have 

revealed that the proposed compression algorithm HC-VC is more energy efficient in the 

first configuration due to the fact that HC is applied in the cluster-members, which reduces 

the data transmission in the entire network. However, with the second configuration, VC 

-HC provides consistent performance in terms of data accuracy owing to the restricted 

information loss, which took place only in the CH level. Hence, the proposed approach 

can be employed depending on the application requirements (resources availability or data 

reliability) solving, as a result, the trade-off between energy saving and data accuracy. 
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