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ABSTRACT 

 

Unmanned aerial vehicles (UAVs) have recently become popular for both recreational and commercial use 

and UAV networks have thus started to attract the attention of researchers in area of the computer 

communication and networking. One important topic in UAV networks is congestion control because 

congestion causes packet losses and delays which result in the waste of all types of network resources such 

as bandwidth and power. Although there are studies on the performance of TCP congestion control in 

wireless networks, they focus on terrestrial networks of two dimensions in general. In this paper we study 

the performance of TCP congestion control in three dimensional UAV networks. In particular, we 

investigate how TCP congestion control performs in such type of network using various radio propagation 

models. Our data on the average flow throughput, packet delay, and packet loss rate in UAV networks 

show that TCP congestion control improves the network performance of UAV networks in general, but it 

faces challenges when the link losses become severe. Our study thus shows that investigation on new 

congestion control schemes is stilled needed for the emerging UAV networks. 
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1. INTRODUCTION 
 

Unmanned aerial vehicles were mainly used by the military but they have become popular for 

both civil and commercial use recently because relevant hardware and software has become more 

advanced but costs less at the same time. For example, various types of UAVs can be purchased 

for just hundreds of dollars in the market and they come equipped with advanced software and 

hardware. Some of these UAVs have high quality cameras preinstalled on them and people in all 

professions start to take advantage of them. Some examples are realtor using them to take aerial 

images and videos of properties for sale and enthusiastic amateur  photographers taking pictures 

of their favorite scenes from the sky. The use of UAVs for taking aerial images and videos not 

only saves the huge cost of renting a plane or helicopter but also are faster to deploy and more 

friendly to the environment. Other areas where UAVs have been widely investigated and used 

include law enforcement, property surveillance, search and rescue in disasters, scientific research 

and other applications where terrestrial access is limited or impossible [1]. 

 

UAVs will eventually need to communicate with each other for all kinds of reasons such as 

coordination and collaborations. When there are more and more UAVs in the sky, it will become 

necessary for them to avoid collision among themselves. Although equipping them with radars 

can help, the extra cost and weight may make them not ideal for such a purpose. Some UAVs 

have already had GPS units installed on them and thus their location information may be used for 
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collision avoidance if the UAVs can communicate with each other in the sky in real time. There 

will also likely be some applications that need a big number of UAVs working together to 

achieve a goal. For example, when a large geographical area needs to fully surveilled without 

interruption for a period of time, one of the best solution would be a group of UAVs collaborating 

with each other on the job and relaying data back to the Internet. UAV networking will thus 

become more important in the near future. 

 

Researchers in the area of computer communication and networking have been investigating 

various topics at all layers of UAV networks. Asadpour et al. [2] studied the performance of IEEE 

802.11n interfaces in UAV networks and they found that 802.11n performed poorly in highly 

mobile scenarios. Cai et cal. [3] proposed a medium access control (MAC) protocol for UAV ad-

hoc networks with fullduplex radios. They proposed a token-based technique to update 

information in the network for efficiently handling the high mobility of UAVs. Ollero et al. [4] 

presented a platform that enables autonomous aerial vehicles to cooperate with ground wireless 

sensor-actuator networks. Alshbatat et al. [5] used the approach of cross layer design to deal with 

the high dynamics in UAV networks. Alshbatat et al. [6] also proposed an adaptive medium 

access control protocol for UAV networks using directional antennas. Gu et al. [7] proposed a 

routing scheme for multi-layer ad hoc networks that use UAVs in their backbones. Gu et al. [8] 

also presented a multiple access protocol for such type of network. 

 

One important topic in UAV networking that has not been widely investigated is congestion 

control. UAVs are widely used for capturing video and image data in all types of applications. 

When those data need to be sent over a UAV network, there will be heavy traffic on many links 

in the network which will likely cause congestion. If congestion occurs but is not dealt with in a 

UAV network, it will result in packet losses and delays and thus greatly degrade the performance 

of the network. The TCP congestion control is widely used in both wired and wireless networks. 

Although there is work investigating the performance of TCP congestion control in wireless 

networks [9], [10], [11], most investigation focused on terrestrial networks having two 

dimensions in general. In this paper we study the performance of TCP  congestion control in 

UAV networks of three dimensions. It is well known that link losses in wireless networks cause 

performance problems for TCP congestion control. We thus investigated UAV networks having 

various link models in our study, which are the free space model, the two-ray ground model, and 

the shadowing model. Our conclusion is that TCP congestion control can improve the network 

performance of UAV networks, but when the link losses are severe, it faces significant 

challenges. It is thus still needed to design effective congestion control schemes for the emerging 

UAV networks. 

 

The rest of the paper is organized as follows. Section 2 introduces the basic idea of TCP 

congestion control. Section 3 presents the three radio propagation models that we use in our 

study. Section 4 shows our results on the performance of TCP congestion control in UAV 

networks of various link models. Section 5 summarizes our findings. 

 

2.  TCP CONGESTION CONTROL 
 

TCP congestion control is based on the approach of additive-increase multiplicative-decrease 

(AIMD) rate control, as shown in Figure 1 where the congestion window basically determines the 

rate of the TCP connection. TCP congestion control does not reply on the network for assistance 

in its rate control. Instead, it infers the congestion status in the network by monitoring the packet 

losses that a TCP connection experiences. When there are no packet losses, TCP increases its rate 

linearly, which is to ”explore” for free bandwidth that might be available on the path of the 

connection. When a packet loss event is detected, TCP cuts its rate by half to alleviate the 

congested status on its path. If no more packet losses are detected after the rate cut, it starts to 
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increase its rate linearly again, since traffic on the connection’s path is dynamic and free 

bandwidth may become available any time. This AIMD approach has been proven effective in 

wired networks where congestion causes the most packet losses. 

 

 
 

Figure 1. The AIMD approach of congestion control [12] 

 
When the TCP protocol is used in wireless networks, its congestion control faces the challenge of 

link losses caused by link impairments such as interference and fading. Since TCP congestion 

control interprets all losses as being caused by congestion, TCP cuts its rate by half whenever a 

packet loss event is detected, be it caused by congestion or link impairments. Depending on the 

characteristics of the link impairment in question, the decrease of the TCP rate may be helpful or 

harmful. If the link impairment is severe and lasts long, the reduction of TCP rate may actually 

help the situation because the effective bandwidth of the affected link would have decreased 

actually. However, when the link impairment is low in severity and short in duration, the halving 

of TCP rate may result in a much lower connection throughput than that the path can support. 

Emerging UAV networks have three dimensions in their node deployment and thus have more 

link complexity than two dimensional terrestrial wireless networks. It is therefore necessary to 

investigate how TCP congestion control would perform in UAV networks. 
 

3. THE THREE RADIO PROPAGATION MODELS 
 
In this section we introduce the three radio propagation models we use in our study. As 

introduced earlier, link losses pose challenges to TCP congestion control. Different link models 

introduce different link characteristics in UAV networks. 

 

3.1. The Free Space Propagation Model 
 

The free space radio propagation model assumes, as its’ name indicates, that the transmitter and 

the receiver are in free space without obstacles. The propagation formula is as follows [9]: 
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where rP   is the signal power at the receiving antenna, tP  is the signal power at the transmitting 

antenna, rA  is the effective area of the receiving antenna, tA  is the effective area of the 

transmitting antenna, d is the distance between the transmitting antenna and the receiving 

antenna, and λ  is the wavelength of the signal. 

 

When we have an isotropic antenna, the effective area is πλ 4/ . Equation 1 thus becomes: 
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In a general case where we have an antenna gain that is not 1 for both the transmitting antenna 

and the receiving antenna, Equation 1 becomes: 
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where tG is the antenna gain of the transmitting antenna and rG  is the antenna gain of the 

receiving antenna. 

 

Note that Equations 1 to 3 only apply, in general, under the following condition [9]: 
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where a  is the largest linear dimension of either of the antennas. 

 

3.2. The Two-Ray Ground Propagation Model 
 

The two-ray ground propagation model [10] assumes that there are two signal paths from the 

transmitter to the receiver. One is the direct line-of-sight path while the other is the reflection path 

from the ground. The formula is as follows: 
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where th is the height of the transmitting antenna and rh  is the height of the receiving antenna. 

 

Note that Equation 5 applies under the following condition: 
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3.3. The Shadowing Model 
 

Due to multipath propagation effects, the received power at a receiving antenna is not a 

deterministic function of the communication distance as shown in the two models introduced 

earlier. Instead, the received power fluctuates as a random variable. The shadowing model [10] 

better reflects this characteristic of the received signal power than the other two models 

introduced earlier. The path loss is usually expressed in dB as follows in the the shadowing 

model: 
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where 0d  is a reference distance, β  is the path loss exponent, dBX  is a Gaussian random 

variable having a zero mean and a standard deviation of dBδ . The typical values of β  and δ  are 

shown in Tables 1 and 2, respectively. 

 

4.  SIMULATION RESULTS 

 
After introducing TCP congestion control and the three radio propagation models that we use in 

our study in preceding sections, in this section we investigate how TCP congestion control 

performs in UAV networks of various link models. The ns2 networking simulation platform [15] 

does not fully support the simulation of three dimensional networks. In our study we thus 

modified the ns2 package for simulating three dimensional UAV networks. 

 

The three dimensional test bed has the same size for its width, length, and height, which is 500 

meters. UAVs are configured to fly freely in this defined space of three dimensions following the 

random waypoint model. The UAVs in the test bed are configured to have the IEEE 802.11 air 

interface using its default settings in the simulator. During each simulation some UAVs set up 

TCP connections with some other UAVs at random times. Routing in the test bed is done by the 

DSR protocol [16]. 

 

 

Table 1 Typical value of β  in different environment 

 

Environment β  

Outdoor, free space 2 

Outdoor, shadowed urban area 2.7-5 

In building, line-of-sight 1.6-1.8 

In building, obstructed 4-6 

 

Table 2 Typical value of δ  in different environment 

 

Environment δ  

Outdoor 4-12 

Office, hard partition 7 

Office, soft partition 9.6 

Factory, line-of-sight 3-6 

Factory, obstructed 6.8 
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The test bed used in our simulations has fifty UAV nodes flying in it. We varied the number of 

TCP flows in the network for each radio link model. In particular, we varied the number of TCP 

flows in the test bed from 10 to 35 for each model. In each simulation we collected data to 

calculate the average throughput of the TCP flows, the average loss rate of the TCP packets, and 

the average delay of the TCP packets in the network. The results are shown in Figures 2 to 10. 

 

 
Figure 2. The average TCP flow rate for the free space model 

 

 
 

Figure 3. The average TCP packet delay for the free space model 
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Figures 2 to 4 show the results for TCP flows in the UAV network using the free space link 

model. Figure 2 presents the average TCP flow rate in the network versus the number of TCP 

flows in the network. As mentioned earlier, the number of TCP flows varies from 10 to 35 in our 

simulations. There are two lines in the figure. One is for the TCP protocol with its congestion 

control enabled, while the other is for the TCP protocol with its congestion control disabled. As 

shown in the figure, the average TCP flow rate, in general, increases first with the increase of the 

number of TCP flows in the network and then starts to decease as the number of TCP flows 

increases further. This trend is true for both cases shown in the figure, with congestion control 

and without congestion control. However, one thing is obvious in Figure 2 is that when the TCP 

congestion control is disabled for the flows in the network, the average TCP flow rate is 

significantly lower. Therefore Figure 2 shows that TCP congestion control does improve the 

network performance in the case of our UAV network with free space link loss model.  

 
 

Figure 4. The average packet loss rate for the free space model 

 

The results in Figure 2 are corroborated by the results shown in Figures 3 and 4. Figure 3 shows 

the average packet delay in the network using the free space link model. The average package 

delay, in general, increases with the number of TCP flows in the network because the traffic load 

is higher when there are more TCP flows in the network. Moreover, when the congestion control 

of TCP is disabled, the average packet delay is much higher than that when the congestion control 

is enabled. These delay results thus corroborate the throughput results shown earlier. 

 

Figure 4 presents the average packet loss rate for TCP flows in the network using the free space 

link model. As shown in the figure, the packet loss rate, in general, increases when there are more 

TCP flows in the network because a higher traffic load results in more and severer congestion 

events in the network. As in the case of average packet delay, the average packet loss rate is much 

higher when the TCP congestion control is disabled in the network. These packet loss results thus 

also demonstrate that TCP congestion control does improve the network performance in a UAV 

network where the free space link model is used, as the flow throughput and packet delay results 

show earlier. 
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Fig. 5. The average TCP flow rate for the two-ray ground model 

 

 
 

Fig. 6. The average packet delay for the two-ray ground model 
 

Figures 5 to 7 show the same kinds of results for the TCP flows in the UAV network as those in 

the previous three figures, but the wireless link model in the network has changed to the two-ray 

ground model introduced earlier. As shown in Figure 5, the average TCP flow rate increases first 

and then decreases as the number of TCP flows in the network increases from ten to thirty five, 

which is similar to the trend shown in Figure 2. Additionally, the average flow rate is much 

higher when the TCP congestion control is enabled in the network, which is also similar to what 

shown Figure 2. These throughput results are also corroborated by the packet delay and loss 

results presented in Figures 6 and 7, respectively. Figure 6 demonstrates that when TCP 
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congestion control is disabled, the average packet delay becomes much higher as compared that 

when the TCP congestion control is enabled. In addition, Figures 7 presents that when the TCP 

congestion control is disabled, the average packet loss rate is much higher than that when it is 

enabled. Therefore, in the case of the UAV network using the two-ray ground link model, TCP 

congestion control still significantly improves the performance of the network.  

 
 

Figure 7. The average packet loss rate for the two-ray ground model 

 

Figures 8 to 10 present the average flow throughput, packet delay, and packet loss rate, 

respectively, for the case where the shadowing link model is used in the UAV network. Although 

these results still demonstrate that TCP congestion control improves the performance of the 

network in general, the improvement becomes much less significant as compared with that in the 

other two cases of link models, the free space loss model and the two-ray ground model. As 

shown in Figure 8, the average flow rate of TCP flows in the network follows the same trend as 

that in the other two cases. However, the average flow rate in the case of disabled TCP congestion 

control is very close to that in the case of enabled TCP congestion control. Similarly, the average 

packet delay and loss results in Figures 9 and 10, respectively, show that the performance 

improvement generated by TCP congestion control is much smaller as compared with those 

shown in the two earlier cases of the free space loss model and the tworay ground model. It thus 

demonstrates that when the link losses are severe in an UAV network, TCP congestion control 

may face significant challenges. In summary, TCP congestion control can improve the network 

performance of an UAV network, but it faces significant challenges when the link losses in the 

network become severe. It is therefore important to investigate more effective congestion control 

schemes for emerging UAV networks. 
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Figure 8. The average TCP flow rate for the shadowing model 
 

 

 
 

Figure 9. The average packet delay for the shadowing model 
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5.  CONCLUSION 
 

In this paper we study the performance of TCP congestion control in UAV networks using 

various link models. Although earlier studies show that TCP congestion control may face 

challenges in wireless networks, they are mainly done for two dimensional wireless networks. 

With UAVs becoming more and more popular for both recreational and commercial applications, 

more research efforts are needed in the area of three dimensional wireless networks. We 

investigated three dimensional UAV networks using three link models which are the free space 

model, the two-ray ground model, and the shadowing model. In particular, we studied how TCP 

congestion control impacts on the network performance in such type of network. Our results on 

average flow throughput, packet delay, and packet loss rate comprehensively show that TCP 

congestion control improves, in general, the network performance of an UAV network. However, 

when the link losses become severe, TCP congestion control faces significant challenges in UAV 

networks. It is therefore needed to develop new congestion control schemes for emerging UAV 

networks. 

 

 
 

Figure 10. The average packet loss rate for the shadowing model 
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