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ABSTRACT

The success of any Intrusion Detection System (IDS) is a complicated problem due to its nonlinearity and the quantitative or qualitative network traffic data stream with numerous features. As a result, in order to get rid of this problem, several types of intrusion detection methods with different levels of accuracy have been proposed which leads the choice of an effective and robust method for IDS as a very important topic in information security. In this regard, the support vector machine (SVM) has been playing an important role to provide potential solutions for the IDS problem. However, the practicability of introducing SVM is affected by the difficulties in selecting appropriate kernel and its parameters. From this viewpoint, this paper presents the work to apply different kernels for SVM in IDS on the KDD’99 Dataset and NSL-KDD dataset as well as to find out which kernel is the best for SVM. The important deficiency in the KDD’99 data set is the huge number of redundant records as observed earlier. Therefore, we have derived a data set RRE-KDD by eliminating redundant record from KDD’99train and test dataset prior to apply different kernel for SVM. This RRE-KDD consists of both KDD99Train+ and KDD99 Test+ dataset for training and testing purposes, respectively. The way to derive RRE-KDD data set is different from that of NSL-KDD data set. The experimental results indicate that Laplace kernel can achieve higher detection rate and lower false positive rate with higher precision than other kernel on both RRE-KDD and NSL-KDD datasets. It is also found that the performances of other kernels are dependent on datasets.
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1. INTRODUCTION

In spite of having great advantages of Internet, still then it has compromised the stability and security of the systems connected to it. Although static defense mechanisms such as firewalls and software updates can provide a reasonable level of security, more dynamic mechanisms such as intrusion detection systems (IDSs) should also be utilized [1]. Intrusion detection is the process of monitoring events occurring in a computer system or network and analyzing them for signs of
intrusions. The IDSs are simply classified as host-based or network-based. The former is operated on information collected from within an individual computer system and the latter collect raw network packets and analyze for signs of intrusions. There are two different detection techniques employed in IDS to search for attack patterns: Misuse and Anomaly. Misuse detection systems find known attack signatures in the monitored resources. The anomaly detection systems find attacks by detecting changes in the pattern of utilization or behavior of the system [2].

As network attacks have been increased significantly over the past few years, Intrusion Detection Systems (IDSs) have become a necessary addition to the security infrastructure of most organizations [3]. Deploying highly effective IDS systems is extremely challenging and has emerged as a significant field of research, because it is not theoretically possible to set up a system with no vulnerabilities [4]. Several machine learning (ML) algorithms, for instance Neural Network [5], Genetic Algorithm [6, 7], Fuzzy Logic [4, 8, 9], clustering algorithm [10] and more have been extensively employed to detect intrusion activities from large quantity of complex and dynamic data sets. In recent times, support vector machine (SVM) has been extensively applied to provide potential solutions for the IDS problem. But, the selection of an appropriate kernel and its parameters for a certain classification problem influence the performance of the SVM. The reason behind it is that different kernel functions construct different SVMs and affect the generalization ability and learning ability of SVM. However, there is no theoretical method for selecting kernel function and its parameters. Literature survey showed that for all practical purposes, most of the researchers applied Radial Basis Function (RBF) kernel to build SVM based intrusion detection system [11, 12, 13, 14] and found the value of its parameter by using different technique and moreover some research paper did not mention value of the kernel parameter [13] and some others used the default value of the software package used [15]. Surprisingly still there are many other kernel functions which are not yet applied in intrusion detection. But the nature of classification problem requires applying of different kernels for SVM to ensure optimal result [13]. This requirement motivated us to apply different kernel functions for SVM rather than just of using RBF in IDS, which, in turn, may provide better accuracy and detection rate. At the same time, we have also tried to find out parameter value to the corresponding kernel.

The remainder of the paper is organized as follows: Section 2 provides the description of the KDD’99 and NSL-KDD dataset. We outline mathematical overview of SVM in Section 3. Dataset and Experimental setup is presented in Section 4. Preprocessing and SVM model selection are drawn in Section 5 and 6 respectively. Finally, Section 7 reports the experimental result followed by conclusion in Section 8.

2. KDDCUP’99 DATASET

Under the sponsorship of Defense Advanced Research Projects Agency (DARPA) and Air Force Research Laboratory (AFRL), MIT Lincoln Laboratory has collected and distributed the datasets for the evaluation of researches in computer network intrusion detection systems [16]. The KDD’99 dataset is a subset of the DARPA benchmark dataset prepared by Sal Stofo and Wenke Lee [17]. The KDD data set was acquired from raw tcp dump data for a length of nine weeks. It is made up of a large number of network traffic activities that include both normal and malicious connections. The KDD99 data set includes three independent sets; “whole KDD”, “10%
KDD’’, and ‘‘corrected KDD’’. Most of researchers used ‘‘10% KDD’’ and ‘‘corrected KDD’’ as training and testing set, respectively [18]. The training set contains a total of 22 training attack types. The ‘‘corrected KDD’’ testing set includes an additional 17 types of attacks and excludes 2 types (spy, warezclient) of attacks from training set. There are 37 attack types which are included in the testing set, as shown in Table 1 and Table 2. The simulated attacks fall in one of the four categories [1, 18, 19]: (a) Denial of Service Attack (DoS), (b) User to Root Attack (U2R), (c) Remote to Local Attack (R2L), (d) Probing Attack. A connection in the KDD-99 dataset is represented by 41 features, each of which is in one of the continuous, discrete and symbolic form, with significantly varying ranges [20].

**Table 1: Attacks in KDD’99 Training Dataset**

<table>
<thead>
<tr>
<th>Classification of Attacks</th>
<th>Attack Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probing</td>
<td>Port-sweep, IP-sweep, Nmap, Satan</td>
</tr>
<tr>
<td>DoS</td>
<td>Neptune, Smurf, Pod, Teardrop, Land, Back</td>
</tr>
<tr>
<td>U2R</td>
<td>Buffer-overflow, Load-module, Perl, Rootkit</td>
</tr>
<tr>
<td>R2L</td>
<td>Guess-password, Ftp-write, Imap, Phf, Multihop, spy, warezclient, Warezmaster</td>
</tr>
</tbody>
</table>

**Table 2: Attacks in KDD’99 Testing Dataset**

<table>
<thead>
<tr>
<th>Classification of Attacks</th>
<th>Attack Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probing</td>
<td>Port-Sweep, Ip-Sweep, Nmap, Satan, Saint, Mscan</td>
</tr>
<tr>
<td>DoS</td>
<td>Neptune, Smurf, Pod, Teardrop, Land, Back, Apache2, Udpstorm, Processstable, Mail-Bomb</td>
</tr>
<tr>
<td>U2R</td>
<td>Buffer-Overflow, Load-Module, Perl, Rootkit, Xterm, Ps, Sqlattack</td>
</tr>
<tr>
<td>R2L</td>
<td>Guess-Password, Ftp-Write, Imap, Phf, Multihop, Warezmaster, Snmpgetattack, Named, Xlock, Xsnoop, Send-Mail, Http-Tunnel, Worm, Snmp-Guess</td>
</tr>
</tbody>
</table>

**2.1. INHERENT PROBLEMS OF THE KDD’99 AND OUR PROPOSED SOLUTION**

Statistical analysis on KDD’99 dataset found important issues which highly affects the performance of evaluated systems and results in a very poor evaluation of anomaly detection approaches [13]. The most important deficiency in the KDD data set is the huge number of redundant records. Analyzing KDD train and test sets, Mohbod Tavallaee found that about 78% and 75% of the records are duplicated in the train and test set, respectively [15]. This large amount of redundant records in the train set will cause learning algorithms to be biased towards the more frequent records, and thus prevent it from learning infrequent records which are usually more harmful to networks such as U2R attacks. The existence of these repeated records in the test set, on the other hand, will cause the evaluation results to be biased by the methods which have better detection rates on the frequent records.
To solve these issues, we have derived a new dataset RRE-KDD by eliminating redundant records from KDD’99 train and test dataset (10% KDD and corrected KDD), so the classifiers will not be biased towards more frequent records. This RRE-KDD dataset consists of KDD99Train+ and KDD99Test+ dataset for training and testing purposes, respectively. The numbers of records in the train and test sets are now reasonable, which makes it affordable to run the experiments on the complete set without the need to randomly select a small portion.

2.2. NSL-KDD DATASET

To overcome the problem of KDD’99 dataset, researchers have proposed a new dataset, NSL-KDD, which consists of selected records of the complete KDD data set [15]. The development of NSL-KDD dataset was different than our approach. The NSL-KDD dataset also does not include redundant records in the train set, so the classifiers will not be biased towards more frequent records. The numbers of records in the train and test sets are also reasonable, which makes it affordable to run the experiments on the complete set without the need to randomly select a small portion. Consequently, evaluation results of different research works will be consistent and comparable.

3. SVM CLASSIFICATION

The theory of support vector machine (SVM) is from statistics and the basic principle of SVM is finding the optimal linear hyperplane in the feature space that maximally separates the two target classes [21, 22, 23]. There are two types of data namely linearly separable and non-separable data. To handle these data, two types of classifier, linear and non-linear, are used in pattern recognition field.

3.1. LINEAR CLASSIFIER

Consider the problem of separating the set of training vectors belong to two linear separate classes, \((x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\) where \(x_i \in \mathbb{R}^n, y_i \in \{-1, +1\}\) with a hyper plane \(w^T x + b = 0\). Finding a separating hyperplane can be posed as a constraint satisfaction problem. The constraint problem can be defined to determine \(w\) and \(b\) such that:

\[
\begin{align*}
    w^T x_i + b & \geq 1 \quad \text{if} \quad y_i = +1 \\
    w^T x_i + b & \leq -1 \quad \text{if} \quad y_i = -1 \\
    \text{where} \quad i = 1, 2, 3, \ldots, n
\end{align*}
\]

Considering the maximum margin classifier, there is hard margin SVM, applicable to a linearly separable dataset, and then modifies it to handle non-separable data. This leads to the following constrained optimization problem:

\[
\begin{align*}
    \text{minimize}_{w, b} \quad & \frac{1}{2} ||w||^2 \\
    \text{subject to:} \quad & y_i (w^T x_i + b) \geq 1, \quad i = 1, 2, 3, \ldots, n
\end{align*}
\]  
(1)
The constraints in this formulation ensure that the maximum margin classifier classifies each example correctly, which is possible since we assumed that the data is linearly separable. In practice, data is often not linearly separable and in that case, a greater margin can be achieved by allowing the classifier to misclassify some points. To allow errors, the optimization problem now becomes:

$$\min_{w,b} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} \xi_i$$

Subject to: $y_i(w^T x_i + b) \geq 1 - \xi_i, i = 1,2,3, \ldots, n$

$$\xi_i \geq 0, i = 1,2,3, \ldots, n$$

(2)

The constant $C > 0$ sets the relative importance of maximizing the margin and minimizing the amount of slack. This formulation is called the soft-margin SVM [21, 22, 23]. Using the method of Lagrange multipliers, we can obtain the dual formulation which is expressed in terms of variables $\alpha_i$ [22, 23]:

$$\max_{\alpha} \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j x_i^T x_j$$

Subject to: $\sum_{i=1}^{n} y_i \alpha_i = 0, 0 < \alpha_i < C$ for all $i = 1,2,3, \ldots, n$

(3)

The dual formulation leads to an expansion of the weight vector in terms of the input examples:

$$w = \sum_{i=1}^{n} \alpha_i y_i x_i$$

Finally, the linear classifier based on a linear discriminant function takes the following form

$$f(x) = \sum_{i}^{n} \alpha_i x_i^T x + b$$

(4)

3.2. NON LINEAR CLASSIFIER

In many applications a non-linear classifier provides better accuracy. The naive way of making a non-linear classifier out of a linear classifier is to map our data from the input space $X$ to a feature space $F$ using a non-linear function $\phi: X \rightarrow F$. In the space $F$, the discriminant function is:

$$f(x) = w^T \phi(x) + b.$$ 

Now, examine what happens when the nonlinear mapping is introduced into equation (3). We have to optimize

$$\max_{\alpha} \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j \phi(x_i)^T \phi(x_j)$$

Subject to: $\sum_{i=1}^{n} y_i \alpha_i = 0, 0 < \alpha_i < C$ for all $i = 1,2,3, \ldots, n$

(5)
Notice that the mapped data only occurs as an inner product in the objectives. Now, we can apply a little mathematically rigorous magic known as kernels. By Mercer’s theorem, we know that for certain mapping \( \varnothing(x) \) and any two points \( x_i \) and \( x_j \), the inner product of the mapped points can be evaluated using the kernel function without ever explicitly knowing the mapping [24]. The kernel function can be defined as

\[
k(x_i, x_j) = \varnothing(x_i)^T \varnothing(x_j)
\]

Substituting the kernel in the equation (5), the optimization takes the following form:

\[
\text{maximize } \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j k(x_i, x_j)
\]

Subject to: \( \sum_{i=1}^{n} y_i \alpha_i = 0 \), \( 0 < \alpha_i < C \) for all \( i = 1, 2, 3, \ldots, n \) \hspace{1cm} (6)

Finally, in terms of the kernel function the discriminant function takes the following form:

\[
f(x) = \sum_{i}^{n} \alpha_i k(x, x_i) + b
\]

### 3.3. KERNEL AND ITS PARAMETERS SELECTION

A kernel function and its parameter have to be chosen to build a SVM classifier [14]. In this work, four main kernels have been used to build SVM classifier. They are

1. Linear kernel: \( K(x_i, x_j) = < x_i, x_j > \)
2. Polynomial kernel: \( K(x_i, x_j) = ( < x_i, x_j > +1)^d \), \( d \) is the degree of polynomial.
3. Gaussian kernel: \( K(x_i, x_j) = \exp\left(-\frac{||x_i-x_j||^2}{\sigma}\right) \), \( \sigma \) is the width of the function.
4. Laplace Kernel: \( K(x_i, x_j) = \exp\left(-\frac{||x_i-x_j||}{\sigma}\right) \), \( \sigma \) is the width of the function.

Training an SVM finds the large margin hyper plane, i.e. sets the parameters \( \alpha_i \). The SVM has another set of parameters called hyperparameters: The soft margin constant, \( C \), and any parameters the kernel function may depend on (width of a Gaussian kernel or degree of a polynomial kernel)[25]. The soft margin constant \( C \) adds penalty term to the optimization problem. For a large value of \( C \), a large penalty is assigned to errors/margin errors and creates force to consider points close to the boundary and decreases the margin. A smaller value of \( C \) allows to ignore points close to the boundary, and increases the margin.

Kernel parameters also have a significant effect on the decision boundary [25]. The degree of the polynomial kernel and the width parameter \( \sigma \) of the Gaussian kernel or Laplace Kernel control the flexibility of the resulting classifier. The lowest degree polynomial is the linear kernel, which is not sufficient when a non-linear relationship between features exists. Higher degree polynomial
kernels are flexible enough to discriminate between the two classes with a sizable margin and
greater curvature for a fixed value of the soft-margin constant. On the other hand in Gaussian
Kernel or Laplace Kernel, for a fixed value of the soft-margin constant, large values of $\sigma$ the
decision boundary is nearly linear. As $\sigma$ decreases the flexibility of the decision boundary
increases and small values of $\sigma$ lead to over fitting [25].

A question frequently posed by practitioners is "which kernel should I use for my data?". There
are several answers to this question. The first is that it is, like most practical questions in machine
learning, data-dependent, so several kernels should be tried. That being said, we typically follow
the following procedure: Try a linear kernel first, and then see if we can improve on its
performance using a non-linear kernel [21, 25].

3.4. MULTICLASS SUPPORT VECTOR MACHINE

Support vector machines are formulated for two class problems. But because support vector
machines employ direct decision functions, an extension to multiclass problems is not
straightforward [12, 21]. There are several types of support vector machines that handle
multiclass problems. We used here only One-vs-All multiclass support vector machines for our
research work. The One-Vs-All technique is extended from the binary two-class problem to
perform classification tasks with $K > 2$ classes. In this approach, the base classifier (in our case -
SVM) is trained on $K$ copies of the $K$ class original training set, with each copy having the $K^{th}$
label as the positive label, and all other labels as the negative label (combined class). We denote
the optimal separating hyper plane discriminating the class $j$ and the combined class as

$$g^j = x^T \hat{\omega}^j + \hat{b}^j, \quad j = 1, 2, 3, ..., K$$

where the superscript in $\hat{\omega}^j$ stands for the class which should be separated from the other
observations. After finding the all $k$ optimal separating hyper planes, the final classifier has been
defined by

$$f_k(x) = \arg\max_j (g^j(x))$$

In this approach the index of the largest component of the discriminant vector $(g^1(x), g^2(x), ..., g^K(x))$ is assigned to the vector $x$. In other words, each input is classified by
all $K$ models, and the output is chosen by the model with the highest degree of confidence.

4. DATASETS AND EXPERIMENTS

Investigating the existing papers on the anomaly detection which have used the KDD data set, we
found that a subset of KDD’99 dataset has been used for training and testing instead of using the
whole KDD’99 dataset [13, 15, 26, 27,28]. Existing papers on the anomaly detection mainly used
two common approaches to apply KDD [15]. In the first, KDD’99 training portion is employed
for sampling both the train and test sets. However, in the second approach, the training samples
are randomly collected from the KDD train set, while the samples for testing are arbitrarily
selected from the KDD test set. The basic characteristics of the original KDD’99 and RRE-KDD
(KDD99Train+ and KDD99Test+) intrusion detection datasets in terms of number of samples is
given in Table 3. The distribution of the number of samples of each class of NSL-KDD dataset is also given in Table 3. Although the distribution of the number of samples of attack is different on different research papers, we have used the Table 1 and 2 to find out the distribution of attack [1, 3,18]. In our experiment, whole train (KDD99Train+ and KDD Train+NSL-KDD) dataset has been used to train our classifier and the test (KDD99Test+ and KDD Test+NSL-KDD) set has been used to test the classifier. All experiments were performed using Intel core i5 2.27 GHz processor with 4GB RAM, running Windows 7.

To select the best model in model selection phase, we have drawn 10% samples from both of the training set (KDD99Train+ and KDD Train+NSL-KDD) to tune the parameters of all kernels and another 10% samples from the training set (KDD99Train+ and KDD Train+NSL-KDD) to validate those parameters, as shown in Table 3. In our experiment, four different types of kernel have been used.

Table 3: Number of Samples of Each Attack in Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Various Independent Sets</th>
<th>Normal</th>
<th>DoS</th>
<th>Probing</th>
<th>R2L</th>
<th>U2R</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original KDD’99 Dataset</td>
<td>WholeKDD (Original KDD)</td>
<td>97278</td>
<td>388370</td>
<td>41102</td>
<td>1126</td>
<td>52</td>
<td>4898430</td>
</tr>
<tr>
<td></td>
<td>10% KDD (Original KDD)</td>
<td>97278</td>
<td>391458</td>
<td>4107</td>
<td>1126</td>
<td>52</td>
<td>494021</td>
</tr>
<tr>
<td></td>
<td>KDD corrected (Original KDD)</td>
<td>60593</td>
<td>229853</td>
<td>4166</td>
<td>16347</td>
<td>70</td>
<td>311029</td>
</tr>
<tr>
<td>RRE-KDD Dataset</td>
<td>KDD99Train+</td>
<td>87832</td>
<td>54572</td>
<td>2130</td>
<td>999</td>
<td>52</td>
<td>145585</td>
</tr>
<tr>
<td></td>
<td>KDD99Test+</td>
<td>47913</td>
<td>23568</td>
<td>2678</td>
<td>3058</td>
<td>70</td>
<td>77287</td>
</tr>
<tr>
<td></td>
<td>Train Set (For Model Selection)</td>
<td>8784</td>
<td>5458</td>
<td>213</td>
<td>100</td>
<td>6</td>
<td>14561</td>
</tr>
<tr>
<td></td>
<td>Validation Set (For Model Selection)</td>
<td>8784</td>
<td>5458</td>
<td>213</td>
<td>100</td>
<td>6</td>
<td>14561</td>
</tr>
<tr>
<td>NSL-KDD Dataset</td>
<td>KDDTrain+NSL-KDD</td>
<td>67343</td>
<td>45927</td>
<td>11656</td>
<td>995</td>
<td>52</td>
<td>125973</td>
</tr>
<tr>
<td></td>
<td>KDDTest+NSL-KDD</td>
<td>9711</td>
<td>7458</td>
<td>2421</td>
<td>2887</td>
<td>67</td>
<td>22544</td>
</tr>
<tr>
<td></td>
<td>Train Set NSLKDD (For Model Selection)</td>
<td>6735</td>
<td>4593</td>
<td>1166</td>
<td>100</td>
<td>6</td>
<td>12600</td>
</tr>
</tbody>
</table>

5. PRE-PROCESSING

SVM classification system is not able to process the train (KDD99Train+ and KDDTrain+NSL-KDD) and test (KDD99Test+ and KDDTest+NSL-KDD) dataset in its current format. SVM requires that each data instance is represented as a vector of real numbers. Hence preprocessing was required before SVM classification system could be built. Preprocessing contains the following processes: The features in columns 2, 3, and 4 in the KDD’99 dataset or NSL-KDD dataset are the protocol type, the service type, and the flag, respectively. The value of the protocol type may be tcp, udp, or icmp; the service type could be one of the 66 different network services.
(RRE-KDD Dataset) or 70 different network services (NSL-KDD dataset) such as http and smtp; and the flag has 11 possible values such as SF or S2. Hence, the categorical features in the KDD dataset must be converted into a numeric representation. This is done by the usual binary encoding – each categorical variable having possible m values is replaced with m-1 dummy variables. Here a dummy variable have value one for a specific category and having zero for all category. After converting category to numeric, we got 115 variables for each samples of the RRE-KDD dataset and 119 variables for each samples of the NSL-KDD dataset. Some researchers used only integer code to convert category features to numeric representation instead of using dummy variables which is not statistically meaningful way for this type of conversion [13, 18].

The final step of pre-processing is scaling the training data, i.e. normalizing all features so that they have zero mean and a standard deviation of 1. This avoids numerical instabilities during the SVM calculation. We then used the same scaling of the training data on the test set. Attack names were mapped to one of the five classes namely Normal, DoS (Denial of Service), U2R (user-to-root: unauthorized access to root privileges), R2L (remote-to-local: unauthorized access to local from a remote machine), and Probe (probing: information gathering attacks).

6. SVM MODEL SELECTION

In order to generate highly performing SVM classifiers capable of dealing with real data an efficient model selection is required. In our experiment, Grid-search technique has been used to find the best model for SVM with different kernel. In our experiments, this method selects the values of parameters considering highest accuracy and then time if more than one position in search space has the same accuracy. In our experiment, Sequential Minimization Optimization with the following options in Matlab, shown in Table 4, has been used. We have considered the range of the parameter in the grid search which converged within the maximum iteration using the train set (For Model Selection) and validation set (For Model selection) shown in Table 3. We have tuned SVM separately for each of the dataset (RRE-KDD and NSL-KDD dataset) using their corresponding train and validation set which has been derived for model selection purposes. In this section, we will give the procedure for SVM model selection for our derived RRE-KDD dataset in details with the obtained result in graphical presentation, however, result found for NSL-KDD dataset presented in tabular form.

<table>
<thead>
<tr>
<th>Table 4: Sequential Minimization Optimization Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Option</td>
</tr>
<tr>
<td>Max Iter</td>
</tr>
<tr>
<td>Kernel Cache Limit</td>
</tr>
</tbody>
</table>

6.1. MODEL SELECTION FOR RRE-KDD DATASET

For linear kernel, to find out the parameter value \( C \), we have considered the value from \( 2^{-8} \) to \( 2^{6} \) as our searching space. The resulting search space for linear kernel is shown in Figure 1. We have taken the parameter value \( C=4 \) which provides highest accuracy 99.31% accuracy in the validation set to train the whole train data (KDD99Train+) and test the test data (KDD99Test+).
For polynomial kernel, to find the parameter value $C$ (penalty term for soft margin) and $d$ (poly order), we have considered the value from $2^{-8}$ to $2^6$ for $C$ and from 1 to 3 for $d$ as our searching space. The resulting search space for polynomial kernel is shown in Figure 2. We have taken the parameters value $d=2$ and $C=0.0039$ which provides highest accuracy 99.70% accuracy in the validation set to train the whole train data (KDD99Train+) and test the test data (KDD99Test+).

For radial basis kernel, to find the parameter value $C$ (penalty term for soft margin) and $\sigma$, we have considered the value from $2^{-8}$ to $2^6$ for $C$ and from $2^{-8}$ to $2^6$ for $\sigma$ as our searching space. The resulting search space for radial basis kernel is shown in Figure 3. We have taken parameter value $C=32$ and $\sigma=16$ which provides highest accuracy 99.01% among the search space in the validation set to train the whole train data (KDD99Train+) and test the test data (KDD99Test+).

Again, for Laplace kernel, to find the parameter value $C$ (penalty term for soft margin) and $\sigma$, we have considered the value from $2^{-8}$ to $2^6$ for $C$ and from $2^{-8}$ to $2^6$ for $\sigma$ as our searching space.
The resulting search space for Laplace kernel is shown in Figure 4. We have taken parameter value $C=64$ and $\sigma=8$ which provides highest accuracy 99.70% accuracy in the validation set to train the whole train data (KDD99Train+) and test the test data (KDD99Test+).

6.2. MODEL SELECTION FOR NSL-KDD DATASET

We have followed the same procedure discussed in section 6.1 to select the model for SVM for NSL-KDD dataset. The optimal parameter value which we took for each of the kernel is shown in Table 5. This parameter value has been used to train the whole train data (KDDTrain+NSL-KDD) and test the test data (KDDTest+NSL-KDD).

<table>
<thead>
<tr>
<th>Kernel</th>
<th>$C$</th>
<th>$d$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Polynomial</td>
<td>0.0625</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>Radial Basis</td>
<td>32</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Laplace</td>
<td>32</td>
<td>-</td>
<td>4</td>
</tr>
</tbody>
</table>

7. SIMULATION RESULTS

The final training/testing phase is concerned with the development and evaluation on a test set of the final SVM model created on the basis of optimal hyper-parameters found in the model selection phase [21]. After finding the parameters, we have built the model using the whole training dataset (KDD99Train+ and KDDTrain+NSL-KDD) for each of the kernel tricks. Finally we have tested the model using the test dataset (KDD99Test+ and KDDTest+NSL-KDD). The training and testing results are given in Table 6 according to the classification accuracy. From Table 6, it is observed that the Laplace kernel produces higher detection rate on both RRE-KDD dataset and NSL-KDD datasets than other kernels. It is also noticed that the linear and polynomial kernel performs better than RBF kernel on NSL-KDD dataset, whereas, RBF kernel performs better than linear and polynomial kernel on RRE-KDD dataset.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Training Accuracy</th>
<th>Testing Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RRE-KDD Dataset</td>
<td>NSL-KDD Dataset</td>
</tr>
<tr>
<td>Linear</td>
<td>77.82</td>
<td>86.56</td>
</tr>
<tr>
<td>Polynomial</td>
<td>99.73</td>
<td>99.31</td>
</tr>
<tr>
<td>Radial Basis</td>
<td>99.79</td>
<td>99.80</td>
</tr>
<tr>
<td>Laplace</td>
<td>99.97</td>
<td>99.91</td>
</tr>
</tbody>
</table>
Table 7: False Positive Rate (%) of Different Kernels for Each of the Attack Types Including Normal.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Dos</th>
<th>Normal</th>
<th>Probing</th>
<th>R2L</th>
<th>U2R</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RRE-KDD Dataset</td>
<td>NSL-KDD Dataset</td>
<td>RRE-KDD Dataset</td>
<td>NSL-KDD Dataset</td>
<td>RRE-KDD Dataset</td>
<td>NSL-KDD Dataset</td>
</tr>
<tr>
<td>Linear</td>
<td>8.04</td>
<td>58.5</td>
<td>91.55</td>
<td>3.99</td>
<td>12.14</td>
<td>21.11</td>
</tr>
<tr>
<td>Polynomial</td>
<td>9.55</td>
<td>27.46</td>
<td>1.52</td>
<td>5.34</td>
<td>43.09</td>
<td>37.42</td>
</tr>
<tr>
<td>Radial</td>
<td>3.84</td>
<td>70.53</td>
<td>1.94</td>
<td>3.25</td>
<td>42.64</td>
<td>51.63</td>
</tr>
<tr>
<td>Basis</td>
<td>3.62</td>
<td>12.2</td>
<td>1.27</td>
<td>4.45</td>
<td>40.44</td>
<td>27.51</td>
</tr>
<tr>
<td>Laplace</td>
<td>5.12</td>
<td>94.03</td>
<td>92.29</td>
<td>70.92</td>
<td>74.74</td>
<td>77.04</td>
</tr>
</tbody>
</table>

The obtained false positive and precision rates for each of kernel are given in Table 7 and 8 respectively. The Laplace kernel gives lower false positive rate and higher precision than other kernels for both RRE-KDD dataset and NSL-KDD dataset. It is noted that Table7 and 8 provides detail performance of different kernels on different datasets as summarized in Table 6.

Table 8: Precision (%) of Different Kernels for Each of the Attack Types Including Normal.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Dos</th>
<th>Normal</th>
<th>Probing</th>
<th>R2L</th>
<th>U2R</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RRE-KDD Dataset</td>
<td>NSL-KDD Dataset</td>
<td>RRE-KDD Dataset</td>
<td>NSL-KDD Dataset</td>
<td>RRE-KDD Dataset</td>
<td>NSL-KDD Dataset</td>
</tr>
<tr>
<td>Linear</td>
<td>36.12</td>
<td>90.31</td>
<td>100</td>
<td>67.31</td>
<td>19.63</td>
<td>36.7</td>
</tr>
<tr>
<td>Polynomial</td>
<td>97.64</td>
<td>89.69</td>
<td>90.14</td>
<td>70.08</td>
<td>63</td>
<td>52.44</td>
</tr>
<tr>
<td>Radial</td>
<td>96.32</td>
<td>99.55</td>
<td>92.99</td>
<td>53.91</td>
<td>63.81</td>
<td>41.25</td>
</tr>
<tr>
<td>Basis</td>
<td>96.8</td>
<td>94.03</td>
<td>92.29</td>
<td>70.92</td>
<td>74.74</td>
<td>77.04</td>
</tr>
</tbody>
</table>

8. CONCLUSION

In this research work, we evaluated the performance of different kernels for SVM used in IDS. The performances of the different kernels based approach has been observed on the basis of their accuracy in terms of false positive rate and precision. The results indicate that the performance of the SVM classification depends mainly on the types of kernels and their parameters. The obtained results justify the motivation of this work that only a single kernel cannot be considered for SVM used in IDS to achieve the optimal performance. Research in intrusion detection using SVM approach is still demanding due to its better performance. The research community working on SVM based classification will be benefited with the results of this study.
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