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ABSTRACT 
 

computing environment In real world that  using a computer to answer questions has been a human dream 

since the beginning of the digital era, Question-answering systems are referred to as intelligent systems 

,that can be used to provide responses for the questions being asked by the user based on certain facts or 

rules stored in the knowledge base it can  generate answers of questions asked in natural , so this survey 

paper provides an overview on what Question-Answering is and its system ,as well as the previous related 

research with respect to approaches that were followed. 
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1. INTRODUCTION 
 

As technology and human-computer interaction advances, there is an increased interest in 

affective computing and a large amount of data is generated and made it available every day, and 
for that it requires to integrate and query a huge amount of heterogeneous data, for that NLP has 

been recognized as a possible solution that capable to manipulate and represent the complex 

query as uncertain and complicated that are existing in them. Which leads to the generation of 
QA consisting of Equation and Answer that mapping between these information [1]. However, 

Question Answering (QA) is a fast-growing research area that combines the research from 

Information Retrieval, Information Extraction and NLP. It can be seen as the next step in 

information retrieval is to automatically generating answers to natural language questions from 
humans, that allow users to pose questions in natural language and receive succinct answers. 
 

2. BACKGROUND 
 

Over the past four decades Question Answering systems have been transitional much at par with 
the whole of natural language processing. In this section, we present a previous work on 

development of QA system and it's propose, the earliest system was developed in 1959 (in the 

spirit of the era called The Conversation Machine), and A large number of QA system have been 
developed since 1960’s One of the most memorable systems was BASEBALL developed by 

(Green et al. 1961 in NL DB systems) [2]. Although, capable of answering rather complex 

questions, BASEBALL was, not surprisingly, for answering questions about baseball games 

played in the American league over one season, restricted to questions about baseball facts, and 
most question answering systems were for a long time restricted to front-ends to structured 

databases. And in 1963 they develop QA system PROTOSYNTHEX that permit user to ask a 

question in English, it accept statements in (sub set of English) as input to its database and 
accepts quotations as a query to the database.  And for read and solve the kind of word problems 
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they develop (Problem-solving systems) STUDENT QAs system in 1964 That can read and solve 

the kind of word problems found in high school algebra books. The program is often cited as an 
early accomplishment of AI in natural language processing [3]. 
 

In early 1966 they provide QA system ELIZA that can communication with user) And This 

conversation can be simulated with a psychologist. It was able to converse on any topic by 

resorting to very simple rules that detected important words in the person's input, And in  1972 

they develop SHRDLU that offered the possibility to operation of a robot in a toy world (the 
"blocks world)to  be simulated with ability to ask the robot questions about the state of the world  

SCHOLAR QA system develop in 1973 it was  a formal theory characterizing the variety of 

plausible inferences people use to ask questions about which their knowledge is incomplete. it has 
methods embed to lessons learned from such research into the SCHOLAR system [4]. 
 

In the same year 1973 they develop the first automatic question answering system (SAM). After 

three years in 1976 TRIPSYS )HWIM) was the first QA that understand speech Question , 

TRIPSYS)HWIM)  was developed as the context for a research project in continuous speech 
understanding- it understands and answers questions about planned and taken trips, travel budgets 

and their status, costs of various modes of transportation to various places it's called HWIM (for 

“Hear What I Mean[2](. And the second famous QA system was (NL DB systems) Problem-

solving systems LUNAR  in 1977[5] for answering questions about the geological analysis of rocks 
returned by the Apollo moon missions. 
 

In 1977 develop two QA system the first one is GUS it was a dialog system for airline reservation 

second one was LIFER that develop to asking questions about U.S. Navy ships [6]. This system 

used a semantic grammar with domain information built within in 1978 they start to develop 
system that deal with story comprehension (NL DB systems) QUALM an application that use for 

story comprehension and this application responsible for scripts and plans in a very restrictive 

domain. In 1983 Salton and McGill describe question answering (QA) systems as mainly provide 

direct answers to questions. Finally Kupiec (1993) employed similar but rather simpler WH-
question models to build a QA system [8]. 
 

 In 1991 was QA system (LILOG  ( text understanding system that operated on the domain of 

tourism information in a German city.in 1993 they start to combined NLP with the use of an 

online encyclopedia by developing MURAX QA system that combined NLP with the use of an 
online encyclopedia with hand-coded annotations to sources. In subsequent developments, QAS 

aimed on making linguistic analysis of the questions to capture the intended requirements in a 

natural way [7]. In subsequent developments, one of QAS aimed to capture the intended 

requirements in a natural way IS to making linguistic analysis of the questions. 
 

In recent 90’s, question answering achieved a great progress due to the introduction of the Text 
Retrieval Conferences (TREC) question answering track there has been great progress in open 

domain Question answering (Voorhees 2001) . These systems use unrestricted text as a primary 

source of knowledge. One such system, MASQUE (ANDROUTSOPOULOS et al., 1993) use logic 
representation to represents natural language questions, and for retrieving intended information 

from database, it use to translates the logic query into a database query. It separates from mapping 

process the task of linguistic process. FAQ Finder (Burke et al., 1997) does matching of the 
question list that compiled in a knowledge base with questions through statistical similarity and 

semantic similarity and for syntax-based natural language understanding technique.  In 1999 was 

LASSO that win the question answering task. It used question classification technique and syntax-

based natural language understanding technique. Another QAS in (2000) was developed by Riloff 
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and Thelen (QUARC), that has the ability to classify questions into different types and use lexical 

and semantic clue to derive their expected answer [9] [10]. 
Later, the focus of developing QASs was shifted toward open domain QAS, TREC Evaluation 

campaign which is taking place every year since 1999 to manage and query large volume of data 

and represent most of research in open domain question answering from unstructured data 
sources, and that lead to question-answering evaluations as a recent success started as part of the 

Text Retrieval Conference (TREC). The best systems are now able to answer more than two thirds 

of factual questions in this evaluation, it descripts the results and the associated evaluation 

Methodology develop by Ellen Voorhees, the second paper, by Buchholz and Daelemans, 
explores the requirements for answering complex questions that have compound answers or 

multiple correct answers [11].  
 

The third paper, by Lin and Pantel, describes a new algorithm to capture paraphrases that allow a 

more accurate mapping from questions to potential answers. The fourth paper, by Light, Mann, 
Rilo and Breck, describes experiments that systematically factor and assess question answering 

into component sub-problems. The first TREC evaluation campaign provides a list of 200 

questions and a document collection. The answers were known to be present in the collections. 

The maximum lengths of answers were allowed to be 50 or 250 characters[12]. Systems were 
asked to give 5 ranked lists of answers. 
 

In the next campaign, TREC-9 held in 2000, the number of questions and size of document 

collections were increased. In TREC-10 in 2001, a new complexity with respect to answers. The 

lengths of answers were reduced to 50 words [11]. In TREC- 11, held in 2002, systems were 
expected to give exact short answers to the questions. In TREC from 2002 to 2007, the list of 

questions, definition questions, and factoid questions were included in the evaluation campaigns. 

In TREC 2005 and TREC 2006 there was temporal question in addition to 75 topics that contains 

different type of Questions. In TREC 2007, there were a collection of documents that include 
collection of blogs, and progress competitions that lead to increasing documents collection 

complexity, and questions complexity, and that also effect to increasing answer evaluation 

strategies complexity. 
 

In 2000 they start to develop QA system for Unix operating system Unix Consultant For 
answered questions pertaining to the Unix operating system [10]. This system had ability to 

accommodate various types of users by phrasing the answer, and it has its domain that contain a 

comprehensive hand-crafted knowledge base.  In 2001 there was two QA systems the first one 
was INSIGHT question answering system which uses some surface patterns, wins the question 

answering task in TREC-10, and the second one was SiteQ use the density-based extraction 

method to retrieve related passages first and then extract the exact answers in them, which can 

greatly improve the extraction speed.  
 

in 2002 STARTQA system was the first web-based QA system for English   and in the same year 

2002 was Answer bus QA system(ODQA) they develop this system to accepts questions in several 

languages (extend the answer extraction process from the local data source to the World Wide 

Web, which allows them to deal with large count of questions. After one year they develop QA 

system (ARANEA) it was first fully downloadable open-source Web-based factoid question 

answering system, and in the same year 2003 create a QA system AQUA   was a sophisticated 

automatic question answering system, which combines natural language understanding technique, 
ontological knowledge, logical reasoning abilities and advanced knowledge extraction techniques 

[12].   
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In 2008 they start to develop a new QA system with different approach and it was a List questions 

ask for different instances of a particular kind of information to be returned.in 2012 they develop 
QA Systems that oriented to work with opinions rather than facts can also be included in this 

category. In 2014 was QAKIS by Cabrio et al and FREITAS14 develop by Freitas and Curry and 

also INTUI3 by Dima, in 2015 was develop three QA system first was HAKIMOV15 by Usbeck et 
al [12]. and second was QASYO by Hakimov et al. last. However, QA systems have developed 

over the past few decades until they reached the structure that we have nowadays. 
 

2.1 IMPLEMENTATION APPROACHES FOR QA SYSTEMS 
 

The basic aim of QA System is to provide correct and short answer with high accuracy to the user 

and There are many Approaches used in Question answering system based on different purpose 
[13]. This section will present an implementation approaches for various categories of QA 

System such as: 
 

2.1.1 FIRST APPROACH 
 

That relied on artificial intelligence (AI) it called Linguistic approach and it has the ability to 

build QA logics by using methods that integrated natural language processing (NLP) techniques 

and knowledge base. It used Linguistic techniques for formulating user’s question into a precise 
query that merely extracts the respective response from the structured database, it Used to 

understand natural language text, linguistic & common knowledge Linguistic techniques such as 

such as (tokenization, POS tagging and parsing [14]. 
 

2.1.2 SECOND APPROACH  
 

(rule-based approach) that rely on the (rule-based mechanism), they are built to identify question 
classification features. Quarc developed by Rilloff et al., and Cqarc [15] developed by Hao et al. 

Used to identify the question class by using semantic clues in question and for looking lexical 

they used heuristic rules. 
 

 2.1.3 THE THIRD APPROACH 
 

 (Statistical approach) gives the better results than other approaches user can use this approaches 

successfully to  applied the different stages of a QA system, it  independent of structured query 
languages and can formulate queries in natural language form. IBM’s statistical QA  system was 

based on the statistical model. This system utilized maximum entropy model for question/ answer 

classification based on various N-gram or bag of words features. Moschitti had used Rocchio and 
SVM text classifiers for question and answer categorization. Availability of huge amount of data 

on internet increased the importance of statistical approaches [16].2.1.4 The Fourth Approach  
 

Is Pattern matching that have the ability to replace the sophisticated processing involved in other 

competing approaches by using the expressive power of text patterns. Some of patterns matching 

QA rely on templates for response generation while most of of the patterns matching QA systems 
[17]. 
 

2.1.5 THE FIFTH APPROACH  
 

Is the Surface Pattern based approach. This approach rely on an extensive list of patterns to 

extracts answers from the surface structure of the retrieved documents. It’s automatically learning 

based pattern or it is human crafted. [18]. However, to identify any question answer it depend on 
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the basis of similarity between their reflecting patterns having certain semantics as well as their 

Methods, definition and Characteristics, Limitation and Aims for each QA system that was 
developed before which will be helpful for new directions of research in this area (Table 1). 
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3. QA SYSTEM OVERVIEW 
 

Question answering is a process that understanding user natural language query and has the 

ability  to provide a correct answer and  extract it from retrieving relevant documents, data, or 

knowledge base .A question answering (QA) Question-answering systems are referred to as 

intelligent systems ,that can be used to provide responses for the questions being asked by the 
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user based on certain facts or rules stored in the knowledge base it can  generate answers of 

questions asked in natural [28]. 

3.1 QA SYSTEM PURPOSE AND TYPES 
 

The purpose of a QA system is to provide correct answers to user questions in both structured and 

non-structured collection of data. there are three main types for the QA Depending on the target 

domain and the way questions are answered it will present in table  
 

Table 4: Types of QA Systems 
 

 
 

4. QA SYSTEM ARCHITECTURE & ALGORITHM 
 

4.1 SYSTEM ARCHITECTURE 
 

As shown in figure (1) a QA system contain three main part beside other supplementary 

components: question classification (QUESTION PROCESSING), information retrieval 

(DOCUMENT PROCESSING) and answer extraction (ANSWER PROCESSING). The user 
writes a question using the user query interface. Then this query is used to extract all the possible 

answers for the input question. The architecture of Question Answering system is as shown in 

Figure1  
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Figure (1): Question Answering System Architecture 

 

4.1 QUESTION ANSWERING SYSTEM ALGORITHM 
 

4.1.1 STEP ONE 
 

 (Question processing): Given a question as input, user writes his question by an interface the 

function of the question processing module is to process and analyses the question, and to create 
some representation of the information requested module is to process and analyses the question, 

and to create some representation of the information requested the question, and to create some 

representation of the information requested analyses the question, and to create some 
representation of the information requested. This leads to the classification of question that 

include three parts: Query Interface, question analyzer and Question classification. This step help 

to generate complex structured queries . and detects the expected answer type of a question e.g. 

the expected answer type of " When was last time that you feel this headache?" is date or “Do 
other family members have similar headaches?” Is yes/no this information helps guide the answer 

extraction process [29]. 
 

4.1.2 STEP TWO 
 

After Input questions -Determining the question type:   is selected from question taxonomy that 

system uses. and candidate answers are extracted using all the information gathered in the 
previous steps, e.g., keywords, entities and relations. The remaining candidate answers are then 

filtered and ranked according to different measures of similarity to filter out candidates with 

incompatible types. The Document Processing Module retrieves documents from the corpus that 

are likely to contain answers to the user's question. It consists of a query generation algorithm, 
text search engine and information retrieval that retrieve the relevant documents based upon 

important keywords appearing in the question. The query generation algorithm takes an input the 

user's question and creates a query containing terms likely to appear in documents containing an 
answer. This query is passed to the text in system, which uses it to retrieve answer.  [30]. 
 

 

 



International Journal of Computer Science & Engineering Survey (IJCSES) Vol.9, No.6, December 2018 

10 

 

4.1.3 STEP THREE 
 

The answer processing module is responsible for identifying, extracting and validating answers 

from the set of ordered paragraphs passed to it from the Document Processing Module, takes 
input from the retrieval component and tries to retrieve an exact phrase to return as an answer to 

achieve this required parsing and detailed question analysis by using of answer extraction 

algorithms. The identity answer extraction returns the CenterPoint of the passage, stripping words 

from either end until it fits within the specified answer. Then Answer Display The result and 
converted into required text which is required by the user and displayed to the user. 
 

4.2 EVALUATION METRICS  
 

There are several parameters that are used to analyze the performance of different Question 

Answering Systems. In this section we describe some of the evaluation metrics used in Question 
Answering System to evaluate its performance such as: precision, recall and F-measure, a 

weighted harmonic mean of precision and recall, can be defined with respect to predicates for the 

purposes of QA evaluation. These precisions and recall metrics express true precision and recall, 

not approximations, when coupled with an answer key in which the judgments can be reasonably 
assumed to be exhaustive [31]. 
 

4.2.1 PRECISION 
 

Precision- Recall is the most common metric to evaluate information retrieval system. Precision 

is the ratio of retrieved documents that are relevant to all retrieved documents in the ranked list 

[30]. 
 

                                                            (1) 
 

4.2.2 RECALL  

 

                                                           (2) 
 

Recall in information retrieval is the fraction of the documents that are relevant to the query that 

are successfully retrieved  
 

For example: text search on a set of documents recall is the number of correct results divided by 

the number of results that should have been returned In binary classification, recall is called 

sensitivity. So it can be looked at as the probability that a relevant document is retrieved by the 
query. It is trivial to achieve recall of 100% by returning all documents in response to any query 

[32]. Therefore, recall alone is not enough but one needs to measure the number of non-relevant 

documents. 

 

4.2.3 F-MEASURE  
 

A measure that combines precision and recall is the harmonic mean of precision and recall, the 

traditional F-measure or balanced F-score: 

 

http://en.wikipedia.org/wiki/Harmonic_mean
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                                                                       (3) 
 

known as the measure, because recall and precision are evenly weighted. It is a special case of 

the general measure (for non-negative real values of ): 
 

                                                                     (4) 
 

Two other commonly used measures are the measure, which weights recall higher than 

precision, and the measure, which puts more emphasis on precision than recall. 
 

The F-measure was derived by van Rijsbergen (1979) so that "measures the effectiveness of 

retrieval with respect to a user who attaches times as much importance to recall as precision" 

[32]. 
 

                                                                                                 (5) 
 

It is based on van Rijsbergen's effectiveness measure  
 

Their relationship is                             where  

 

                                                   .                                                       (6) 

 

6. CONCLUSIONS 
 

In this survey paper are show an overview on what Question-Answering is and its architecture 

and how can be used as intermediate semantic representations of vague expressions. we pin down 
the previous related research with summarized and organized recent research results in a novel 

way that integrated and added understanding to work in the question-answering field. It 

emphasized the classification of the existing literature, developing a perspective on the area, and 
evaluating trends. However, because it is impossible for a survey to include all or even most of 

previous research, this survey included only the work of the top-publishing and top-cited authors 

in the QA field. 
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