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ABSTRACT

Autistic Spectrum Disorder (ASD) is a neurological condition associated with communication, repetitive, and social challenges. ASD screening is the process of detecting potential autistic traits in individuals using tests conducted by a medical professional, a caregiver, or a parent. These tests often contain large numbers of items to be covered by the user and they generate a score based on scoring functions designed by psychologists and behavioural scientists. Potential technologies that may improve the reliability and accuracy of ASD tests are Artificial Intelligence and Machine Learning. This paper presents a new framework for ASD screening based on Ensembles Learning called Ensemble Classification for Autism Screening (ECAS). ECAS employs a powerful learning method that considers constructing multiple classifiers from historical cases and controls and then utilizes these classifiers to predict autistic traits in test instances. ECAS performance has been measured on a real dataset related to cases and controls of children and using different Machine Learning techniques. The results revealed that ECAS was able to generate better classifiers from the children dataset than the other Machine Learning methods considered in regard to levels of sensitivity, specificity, and accuracy.
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1. INTRODUCTION

Autism Spectrum Disorder (ASD) is a developmental condition that affects an individual’s social and communication skills.¹ ASD traits are often observed in children of young age, i.e. 2-5 years. Recently, a number of scientists in the behavioral science and computational intelligence research fields, have investigated intelligent methods such as Artificial Intelligence (AI) and Machine Learning to detect the autistic traits at the diagnosis level.²,³,⁶ However, little research has been conducted on the use of AI and Machine Learning methods to improve ASD pre-diagnosis.⁷,⁸,¹¹ To address this problem, this research develops a new Machine Learning framework of ASD screening using a new class of learning called Ensemble Learners.

The current research aims to improve the ASD screening process by incorporating a new Ensemble Learning method based on Artificial Neural Network (ANN). ANN models have proved their superiority in several classification domains such as image classification, pattern recognition, speech recognition, and medical diagnosis.¹²,¹³,¹⁴ The power of these models is gained for several reasons, for instance, their ability to learn, their ability to generalize, and their fault tolerance.¹²,¹⁵ ANN models are normally created using an exhaustive trial-and-error
approach; to avoid this issue we adopt a self-structuring mechanism to intelligently amend the outcomes without relying on the trial-and-error approach. This study also aims to reduce the role of domain expert rules within current screening tools by utilizing classifiers derived by Machine Learning to improve performance. This is helpful for instances that are difficult to predict (instances unclearly exhibiting autistic traits). The main research question that this thesis will answer is:

- Can Ensemble-based Learning screening methods improve ASD screening of children?

The Ensemble-based Learning approach combines a set of learned classifiers from a training dataset, then individual decisions of these classifiers are utilized to produce the class of a test data instance. This learning approach reduces biased decisions and improves performance. The Ensemble-based approach learns classification models incrementally using a base classification algorithm, does not forget the previously learned models, and does not require access to the previously seen training data sets. This ensures that a collective decision is sought for test data class assignment. Boosting and Bagging are two common Ensemble Learners and will be discussed briefly in Section 2.

In this article, an ensemble-based classification model has been proposed and is called Ensemble Classification for Autism Screening (ECAS). The base classifier for ECAS is based on ANN which keeps amending the models’ structures and adds them to ECAS. This base learning algorithm simplifies deriving classifiers with good generalization ability. The algorithm does not randomly amend the neural network model, rather it adjusts it intelligently. The ECAS model was evaluated on a real dataset related to infants that had recently been collected. The dataset was downloaded and then extensive experiments conducted using ECAS and other known Machine Learning techniques including decision trees, voting, and rule induction among others. The main criteria for comparison are error rate, specificity, and sensitivity (Section 4 gives more details).

The paper is organized as follows:

Section 2 presents the problem and related literature on the adaptation of AI and Machine Learning techniques for autism screening. In Section 3, the methodology of the research is discussed. The dataset and features are presented in Section 4, and experimental analysis is discussed in Section 5. Lastly, conclusions and future work are given in Section 6.

2. THE PROBLEM AND LITERATURE REVIEW

2.1 The Research Problem

ASD screening does not require a clinical setup and usually includes a set of behavioral questions, i.e. social, repetitive behavior, communication, etc., looking for any symptoms of autism in an individual. Often, the individual’s medical professional, caregiver, parent, or teachers answer these questions on behalf of the child during the screening process then a final score is produced to pinpoint if the child is potentially exhibiting autistic traits and if he requires any additional medical check-ups. Since the aim of the screening process is to assess any possibility of autistic symptoms based on questions (attributes) and a dependent variable
(existence of autistic traits) then we can deal with this problem as a predictive supervised learning task (Figure 1).

Based on Figure 1, cases and controls are collected (training dataset) using a screening method such as AQ or Q-CHAT. The training dataset is then processed to build a predictive model, also known as a classifier, using a classification method. The classifier is then used to assign the target class (ASD traits or not) to new individuals (test cases that the model has never encountered during the training phase) accurately. We think that if Machine Learning is utilized instead of conventional scoring functions to screen individuals for the autism application, this can improve the performance of the screening in terms of predictive accuracy, sensitivity, and specificity. More importantly, the decision will be totally objective, rather than subjective, as models are derived from historical cases and controls; this can assist clinicians and medical specialists to better diagnose individuals.

![Fig. 1: Autism Screening as a Predictive Problem in Machine Learning](image)

### 2.2 LITERATURE REVIEW

There are many types of Ensemble Learning models such as Bagging and Boosting. In the Bagging Learning model, the user must identify the size of the sample used to train the local classifier. This sample is often drawn from the training dataset, randomly based on the size specified by the end user. For example, if the user assigned the sample size to 50%, then new random instances with a size equal to 50% of the training dataset size will be created randomly. Moreover, the parameter of how many bags (classifiers) must be specified by the user. Normally, this parameter will be dynamic and continue to increase until no further improvement on the resulting classifiers is observed. However, continuing to increase the number of bags can lead to higher overhead costs in terms of processing time and computing resources.
Boosting learning models such as AdaBoost were disseminated to overcome the cost associated with wrong predictions during the class assignment process (classification phase). They work by constructing an initial classifier using a base classification method such as decision trees. Then, the initial classifier will be applied to the training dataset and each wrongly classified training data will be assigned a new weight. Once the training instances have been assigned weights, then a new classifier is derived from the updated training dataset and the process is repeated until no further improvement can be achieved in terms of predictive accuracy. Finally, whenever a test data is about to be predicted, then models learned with different data weights are used to decide its class in a collective manner.

The existing clinical procedures for diagnosing autism demand long waiting times. In an attempt to reduce this and facilitate early detection of autism amongst children and toddlers, researchers have been attempting to develop new initial screening tools using Machine Learning. While a few researchers have resorted to acoustic analysis of vocal production to detect autistic traits, others are conducting non-verbal or behavioral analysis using video recordings. A few other researchers have adopted the traditional approach of a clinical questionnaire that feature selection techniques to develop a prediction model using the most effective features.

A study recently in Bangladesh analyzed which individual regional features are an indication of autism. This research targeted children aged between 16 and 30 months who were residents of various regions in Bangladesh. The data was submitted by the parents using Autism Barta apps which were redeveloped using the M-CHAT standard and contain 23 questionnaires. These entries, combined with the fieldwork conducted, resulted in a dataset of 642 instances. The raw data was cleansed, and pre-processing techniques were used to make the data suitable for analysis using Machine Learning tools such as WEKA (The Waikato Environment for Knowledge Analysis). The analysis was carried out using 10-fold cross validation on tree-based classifiers. Performance metrics such as accuracy, precision, recall, f-measure, and kappa statistics, among others, have been used in the comparison analysis. The C4.5 algorithm showed competitive accuracy, precision, recall, and an f-measure of 98.4%. In addition, the C4.5 algorithm was selected as the best model to extract 9 rules, 7 items, and 16 conditions about normal and autistic traits. The study concluded that only 8 out of the 23 features are needed to accurately predict if a child is autistic. These features also gave insight into the conditions required to detect autistic traits based on which region of Bangladesh the child came from.

A study aimed at answering if ML models built using minimum autistic features deliver better performance in the classification of autistic traits. The study used an ASD diagnostic dataset, which originally was comprised of 21 features. The noisy features in the dataset are eliminated by applying dimensionality reduction with feature selection. WEKA is used to build predictive models using original dataset and modified dataset post feature selection. Moreover, 10-fold cross-validation partition and various classifiers were employed in the experiments. The performance of the derived models was analyzed using evaluation metrics such as Feature Reduction Ratio, and accuracy, among others. For the original dataset, the support vector machine classifier reported the highest prediction accuracy of 99.66%. The Binary Firefly feature selection technique showed that a subset of 10 features of the dataset is optimum and has a feature reduction ratio of 0.48. The study concluded that feature selection improved the predictive performance of the model and 10 features were enough to predict autistic traits.

A recent research paper aimed to predict autism in children by using classification methods. The dataset used was obtained via the ASDTests app, and the target age group of the child dataset
was 4-11-years. The dataset consisted of 292 instances and 19 different attributes. Various models were built using a 70 percent training set and 30 percent testing set, and models’ evaluation was carried out using accuracy, sensitivity, specificity, precision, and f-measure. The study stated that overall, linear discriminant analysis performed well scoring acceptable accuracy, specificity, precision, and f-measure rates.

A mobile screening application for autism called ASDTests was developed. The author aimed at carrying out feature analysis on the collected data and then predictive analysis to study if this screening app increased efficiency and accuracy of ASD screening. The app can reach out to a wide audience as it is provided in 11 languages. Moreover, it takes into consideration the age of the test-taker and provides four categories: toddlers, children, adolescents, and adults. The data collected through the app is then used for analysis. The most influential features among the collected data are determined for each age group by using Wrapping Filtering along with a Naïve Bayes probabilistic classifier. The predictive analysis is carried out using a Naïve Bayes algorithm. The classification performance is determined using evaluation measures such as accuracy, sensitivity, and specificity rate. The study concluded that the features of the data collected using the proposed app resulted in the building of effective predictive models and that the app will be an important tool for data collection.

A recent study proposed the use of support vector machine to detect autistic traits in individuals. The underlying dataset for this study is the “Resting-state functional magnetic resonance imaging” (fMRI) data which is taken from the “Autism Brain Imaging Data Exchange” (ABIDE) database. It is comprised of 107 instances of which the authors have used only 84 instances in the actual study because the rest didn’t adhere to the specifications of the study. In the final sample size, 45 are autistic patients and 39 controls. The study reported that the support vector machine achieved a predictive accuracy of 96%; it further concluded that this performance is maximized and stabilized when the optimal number of base classifiers is 500, and the first 272 features make up the optimal feature set.

A study attempted to combine the traditional structured questionnaire-based approach with semi-structured video analysis for early detection of autism in children. The authors initially trained two algorithms; the first algorithm used answers to a short, structured questionnaire, which was completed by the parents. The second algorithm was trained by tagging the key behaviors of the child recorded in a short, semi-structured video taken in the home environment. The training dataset is obtained from score-sheets of ADOS and ADI-R diagnostic tools for children. The target age was 18 to 84 months. Intense feature selection and encoding techniques were applied to the test data to overcome the problem of scarcity, sparsity, and imbalance that existed in the training dataset. Logistic regression was then used to combine the numerical response of each of the parent questionnaires and video classifiers to build a combination model. This model was validated by using a clinical sample of 230 autistic children from autism centers in the United States. The predictive accuracy of the new model was assessed using ROC curves. The study concluded that using Machine Learning techniques along with traditional autistic screening methods significantly improved the effectiveness of clinical screeners.

3. METHODOLOGY

The proposed methodology is depicted in Figure 2 in which different structures of neural networks are constructed from the input data. The derived classifiers are integrated to create a global classifier that consists of an ensemble of outputs. When a test instance requires a target class, the
prediction decision of assigning the class value to test data becomes a collective decision based on a voting mechanism. This reduces any possibility of a biased decision as the class assignment procedure considers all ANN structures built. In the next sub-sections, we explain the details behind each component of the proposed methodology.

The mechanism of creating a new classifier in ECAS architecture is based on Bagging. The steps of the ANN algorithm used to build the local classifiers is shown in Figure 2a. Initially different parameters are set including number of neurons in the input layer and output layer respectively, connection weights, learning ratio, number of hidden layers, and maximum number of epochs. Details on the parameter’s values are given in Section 4. The input dataset is split into training, validation, and testing sets. The training set will be employed to build the classifier and the validation set is utilized to validate the performance of the learned classifier from the training dataset samples. Finally, the testing set is used to evaluate the final classifiers and to measure their effectiveness in predicting test instances.

**3.1 TRAINING PHASE**

The mechanism of creating a new classifier in ECAS architecture is based on Bagging. The steps of the ANN algorithm used to build the local classifiers is shown in Figure 2a. Initially different parameters are set including number of neurons in the input layer and output layer respectively, connection weights, learning ratio, number of hidden layers, and maximum number of epochs. Details on the parameter’s values are given in Section 4. The input dataset is split into training, validation, and testing sets. The training set will be employed to build the classifier and the validation set is utilized to validate the performance of the learned classifier from the training dataset samples. Finally, the testing set is used to evaluate the final classifiers and to measure their effectiveness in predicting test instances.

![Fig. 2a: Proposed Methodology of ASD Screening](image)
In learning the local classifiers (Figure 2b), we adopt an ANN approach in which the learning algorithm employs computed error rate and desired error rate to decide whether to update the structure of the classifier or to move ahead and generate the classifier. In this context, the learning algorithm determines the desired error rate to be accomplished in the upcoming epoch based on the computed error rate, therefore, it uses one sample of the dataset (randomly produced) to derive the computed error rate. When this computed rate is smaller than the desired error rate to be obtained before attaining the maximum allowed numbers of epochs, then the current classifier (network structure) can be enhanced. This ensures that the desired error rate is updated and set to the value of the current computed error rate. However, the algorithm will add a new hidden layer and continue the learning process when the desired error rate is not yet achieved. We used the Mean Square Error (MSE) (Equation 1) for the computed error rate.

\[
MSE = \frac{1}{n} \sum_{n=0}^{n}(p_n - t)^2
\]

Where \(p_n\) is the forecasted value for instance \(n\); and \(t_n\) is the actual value of instance \(n\) in the training dataset.

Each training pass (epoch) initiates setting the learning rate to a value equivalent to the computed error rate obtained in the previous training pass, and therefore a dynamic amendment process of the learning rate each epoch. This methodology ensures improvement in performance and classifiers obtained are competitive.

Upon the completion of a training pass, the learning algorithm evaluates the computed error rates obtained at two consecutive time frames (T and T-1) to observe any error rate increase or decrease and based on this information, the learning rate can be adjusted. In particular there are two scenarios:

a) When the error rate at time T is lower than that of Time T-1. In this case, the learning rate will be increased and the algorithm may converge to a potential good network structure

b) When the error rate at time T is larger than that of Time T-1. In this case, the learning rate will be decreased and the algorithm may investigate the possible network structure obtained before moving forward to seek any potential improvement.

This evaluation of computed error rates at different times in the training pass, and the amendment of the learning rate, will improve the quality of the training and building of the classifier processes; thus the learning algorithm quickly updates the weights and efficiently derives a network structure. Overall, the network learning algorithms always seek when the condition of computed error rate has been reached or the maximum number of epochs is met.

To evaluate the ANN classifiers obtained from the training sets, a validation set is used which measures the effectiveness of the obtained computed error rate from the training dataset sample. Therefore, after a training pass, the learning algorithm computes the error rate on the validation set. When the error on the validation data set starts to show increasing patterns, this is a sign of overfitting and thus the learning for that model should be stopped. However, to avoid local minimum point (terminating the learning too early), the ANN algorithm keeps the error rate obtained from the validation set. When the last obtained error rate is smaller than the minimum recorded error rate, this can be considered a good sign as the algorithm results can be generalized.
As soon as a new individual is about to be classified for the possibility of autistic traits, each ANN classifier decides a class then all decisions are utilized to finalize the outcome using voting. Note that we don’t have the concept of “model selection” in Deep Learning the same context that we have it in traditional Machine Learning. Deep Learning is the art of identifying what types of neurons we require, assembling them, and then selecting the hyperparameters for each layer. Given a robust representation of knowledge by selecting the proper types of neurons and hyperparameters in the previous layers, the number of dense neurons or learning rate is not significant to handle. For dense layers, we usually go with small numbers of neurons, and increase these gradually until desirable performance is achieved, considering overfitting is monitored as well. For learning rate, it’s usually 0.001 when we start the training, and then a smaller learning rate is chosen to further smooth the classifier. It also depends on how much time and resources we must train the DNN.

4. DATA DESCRIPTION

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samples of Independent and Dependent Variables as Dataset</td>
<td>A set of classifier models trained on dataset as Trained Models</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Initialize</th>
</tr>
</thead>
<tbody>
<tr>
<td>Divide the Dataset into Training, Verification, and Testing Samples</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Create ( n ) number of ANN Ensembles with different hyperparameters, loss functions, etc.</td>
</tr>
<tr>
<td>2. Train the ANNs on Training Samples</td>
</tr>
<tr>
<td>3. Use Verification Samples to check of ANNs’ training performance and overfitting</td>
</tr>
<tr>
<td>4. Adjust the hyperparameters if necessary</td>
</tr>
<tr>
<td>5. Repeat 2-4 until the networks achieve the desired performance</td>
</tr>
<tr>
<td>6. Return the Trained Models</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Feed the Testing Samples to the ANN Ensembles</td>
</tr>
<tr>
<td>2. Collect the ANN Outputs</td>
</tr>
<tr>
<td>3. Apply a voting function (such as max) on the ANN Outputs</td>
</tr>
<tr>
<td>4. The voting function outputs the ensemble decision</td>
</tr>
</tbody>
</table>

Fig. 2b: Learning Algorithm Steps of ECAS

The dataset in the study was collected through a mobile application called ASDTests\(^{17,18}\), which implemented a screening method called AQ-10-Child\(^{38}\) to collect primary data related to autism screening. The ASDTests application contains ten questions related to behavioral traits besides other features such as age, gender, ethnicity, and family history of autism. The participants undergo autism screening using the ASDTests app and, at the end of the screening, a score is calculated for the individual based on the answers and using the AQ-10-child scoring function. The score is utilized to screen ASD in which if the score obtained is greater than 6, this indicates that the child should take a further clinical assessment as he potentially exhibits autistic traits. Often parents, caregivers, teachers, or medical professionals take the test on behalf of the child. The dataset features are depicted in Table 1 in which features A1 - A10 are answers to the AQ-10-child questions. It should be noted that each question in the AQ-10-child (Questions
correspond to A1-A10 features) has four possible answers: “Definitely Agree”, “Slightly Agree”, “Definitely Disagree”, “Slightly Disagree”.

Table 1: The Dataset Features and Their Description

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>Answer to Question 1 in AQ-10-child screening method; Child usually notices small sounds when other do not</td>
</tr>
<tr>
<td>A2</td>
<td>Answer to Question 2 in AQ-10-child screening method; Child concentrates less on the small details of picture than the picture as a whole</td>
</tr>
<tr>
<td>A3</td>
<td>Answer to Question 3 in AQ-10-child screening method; It is easy for the child to keep account of conversations from many different people in a social group</td>
</tr>
<tr>
<td>A4</td>
<td>Answer to Question 4 in AQ-10-child screening method; It is easy for the child to switch between activities and go back to the previous one</td>
</tr>
<tr>
<td>A5</td>
<td>Answer to Question 5 in AQ-10-child screening method; Child finds it difficult to continue a conversation with his/her peers</td>
</tr>
<tr>
<td>A6</td>
<td>Answer to Question 6 in AQ-10-child screening method; Child is fine with social chit-chat</td>
</tr>
<tr>
<td>A7</td>
<td>Answer to Question 7 in AQ-10-child screening method; It is not easy for the child to figure out the intentions or feeling of the characters in a story they read</td>
</tr>
<tr>
<td>A8</td>
<td>Answer to Question 8 in AQ-10-child screening method; At preschool, child loves playing pretending games</td>
</tr>
<tr>
<td>A9</td>
<td>Answer to Question 9 in AQ-10-child screening method; It is easy for them to understand what someone is feeling or thinking by just looking at their face</td>
</tr>
<tr>
<td>A10</td>
<td>Answer to Question 10 in AQ-10-child screening method; They find it difficult to make friends</td>
</tr>
<tr>
<td>Age</td>
<td>Age of the child under study (4-11 years)</td>
</tr>
<tr>
<td>Sex</td>
<td>Biological gender of the child (Male or Female)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Which ethnic group the child belongs to</td>
</tr>
<tr>
<td>Jaundice</td>
<td>Whether or not the child was born with jaundice</td>
</tr>
<tr>
<td>Family ASD</td>
<td>Whether or not there is family history of ASD</td>
</tr>
<tr>
<td>Who completed the test</td>
<td>The person who took the test (Medical staff, parent, caregiver, etc.)</td>
</tr>
<tr>
<td>Class</td>
<td>ASD screening based on the score derived from the test (Yes = Scores above 6; No = Scores less than or equal 6)</td>
</tr>
</tbody>
</table>

The dataset was collected by conducting tests on 1104 children (aged between 4 and 11 years) to screen for the presence of autistic traits at an early stage. The score obtained per test was used to
detect early autism symptoms in a child; a class attribute was created (last column of Table 2) during the screening. Any child having a total score of less than or equal to 6 out of 10 was assigned “No ASD Traits”; otherwise the class attribute was assigned “Yes Autistic Traits”. Table 2 shows a sample of five instances from the dataset. The binary values assigned to features A1-A10 (“0” or “1”) have been transformed based on the actual answers given to these questions during the screening process. In particular, for questions 1, 5, 7 and 10, if the participant responded with “Definitely Agree” or “Slightly Agree” we assigned “1”; otherwise “0”. For questions 2, 3, 4, 6, 7, 8 and 9, if the participant’s answer was either “Definitely Disagree” or “Slightly Disagree” then “1” will be assigned; otherwise “0”. The transformation process to binary representation of the original answers will ease the process of data processing.

We performed a descriptive analysis on the dataset to reveal possible useful patterns. The child dataset is balanced with respect to the class label in which there are 575 instances without autistic traits and 529 instances with autistic traits. There are 740 male instances and 364 females. Figure 3a depicts the number of male and female instances with and without autistic traits. The number of male instances that exhibit autistic traits is more than that of the female; this supports recent research as more male are on the ASD spectrum. Figure 3b shows the distribution of two age categories with respect to autistic traits. We divided the instances into two age groups; Group 1: 4-7 years and Group 2: 8-11 years. The dataset is dominated by instances of Group 1 (715 instances) which shows that more parents are concerned about autistic traits early. Based on the collected dataset, there were 336 children with autistic traits from Group 1 and 193 children from Group 2.

Among the 1104 instances, there are 273 instances born with jaundice and 831 born without jaundice. Figure 3c depicts the distribution of instances with and without ASD traits that have been born with and without jaundice. As seen in the figure, 51.28% of individuals born with jaundice were identified with autistic traits, whereas 53.19% children born without jaundice were identified without any autistic traits. More specifically, among the 273 instances born with jaundice, there was 140 who exhibited autistic traits and 133 without any traits. Among the 831 instances born without jaundice, 389 exhibited autistic traits and 442 without autistic traits. Lastly, for all cases that exhibited autistic traits (529 children), 140 of them were born with jaundice, and from 575 instances without autistic traits, 133 were born with jaundice. All these figures show there is no clear indication that jaundice is an influential feature of the possibility of having autistic traits, and hence further study is recommended on the impact of this feature.
5. RESULTS ANALYSIS

5.1 EXPERIMENTAL SETTINGS AND EVALUATION MEASURES

Several experiments were conducted to analyze the children dataset using different Machine Learning algorithms and with respect to different evaluation metrics. The aim of this experiment was to reveal whether ECAS can do the screening process by detecting autistic traits as accurately as possible when compared with common Machine Learning techniques. The platform used to run the experiment is WEKA. WEKA is a Machine Learning tool that contains large collections of intelligent data mining and Machine Learning techniques for descriptive and predictive tasks. All compared algorithms are implemented in WEKA. The evaluation metrics used in the experiments are error rate, sensitivity, and specificity. These measures can be derived from the confusion matrix, a contingency table (Table 3) that shows True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) for a binary or multi-class classification problem such as for autism screening. TP, FP, FN, and TN are defined below:

- **True Positive (TP):** Number of children that are forecasted to have autistic traits and they do have autistic traits.
- **False Positive (FP):** Number of children that are forecasted to have autistic traits and they do not have autistic traits.
Table 3: Confusion Matrix for ASD Screening

<table>
<thead>
<tr>
<th>Actual Class Value</th>
<th>Predicted Class Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASD</td>
<td>True Positive (TP)</td>
</tr>
<tr>
<td>No-ASD</td>
<td>False Positive (FP)</td>
</tr>
</tbody>
</table>

- **False Negative (FN):** Number of children that are forecasted not to have autistic traits and they do have autistic traits.

- **True Negative (TN):** Number of children that are forecasted not to have autistic traits and they do not have autistic traits.

**Below are the evaluation metrics used in the results analysis.**

1) **Error rate:** It is the proportion of incorrect classifications.

   \[
   \text{Error rate} = 1 - \frac{tp + fn}{tp + tn + fp + fn}
   \]

2) **Sensitivity:** It is the True positive rate. It is the average probability of complete retrieval.

   \[
   \text{Sensitivity} = \frac{tp}{tp + fn}
   \]

3) **Specificity:** It is the True negative rate.

   \[
   \text{Specificity} = \frac{tn}{tn + fp}
   \]

The intelligent algorithms considered in the comparison with ECAS to assess screening performance are C4.5 (J48), PART, Repeated Incremental Pruning to Produce Error Reduction (Ripper), Voted Perceptron and Ensemble ANN.\(^{38,39-41}\) These algorithms are chosen because they adopt distinct learning approaches in deriving the classifiers. C4.5 is a decision tree algorithm that employs the concept of information gain to build decision trees. In doing so, each node of the decision tree represents an attribute and the one with the largest information gain is chosen as a root node. Each path from the root node to the leaf denotes a rule.\(^{32}\) Moreover, PART works on combining partial decision tree and converts them into rules after applying certain pruning procedures to reduce error.\(^{39}\) RIPPER is rule-based learning algorithm that employs the reduced error pruning method to trim unnecessary items during the process of constructing rules.\(^{40}\) The algorithm builds a set of rules to minimize the number of misclassifications by using a validation set. Lastly, the Voted Perceptron algorithm uses a classification method that involves linearly separable data having large margins by combining the perceptron algorithm and online learning to batch learning algorithm.\(^{41}\) Ten-fold cross-validation was used to train the classifiers.\(^{42,43}\) The choice of these algorithms was based on their common use in practical applications and the different learning methods employed during the training process.\(^{44,45-46}\)
Below are the main parameters for learning algorithms:

1) **ECAS Ensemble Learner**
   - L 0.3 (Learning rate for the backpropagation algorithm)
   - M 0.2 (Momentum rate for the backpropagation algorithm)
   - N 500 (Number of epochs to train through)
   - V 0 (Percentage size of validation set to use to terminate training)
   - S 0 (The value used to seed the random number generator)
   - E 20 (The number of consecutive increases of error allowed for validation testing before training terminates)
   - H a (The hidden layers to be created for the network)

2) **Voted Perceptron**
   - I 1 (The number of iterations to be performed)
   - E 1.0 (The exponent for the polynomial kernel)
   - S 1 (The seed for the random number generation)
   - M 10000 (The maximum number of alterations allowed)

3) **C4.5**
   - C 0.25 (Set confidence threshold for pruning)
   - M 2 (Set minimum number of instances per leaf)

4) **PART**
   - M 2 (Set minimum number of objects per leaf)
   - C 0.25 (Set confidence threshold for pruning)
   - Q 1 (Seed for random data shuffling)

5) **RIPPER**
   - F 3 (Set number of folds for REP. One-fold is used as pruning set)
   - N 2.0 (Set the minimal weights of instances within a split)
   - O 2 (Set the number of runs of optimizations)
   - S 1 (The seed of randomization)

### 5.2 EXPERIMENTAL ANALYSIS

The error rate results by percentage, obtained after obtaining the ASD screening classifiers of all considered Machine Learning algorithms on the child dataset, are depicted in Figure 4. The Ensemble Learner of ECAS shows ultimate superiority in deriving ASD screening classifiers when contrasted with all considered Machine Learning algorithms. In particular, the Ensemble Learner produced a classifier close to misclassification error. The Ensemble Learner of ECAS derived classifiers with 9.93%, 6.59%, 8.95%, and 12.21% less error rate than C4.5, PART, RIPPER and Voted Perceptron algorithms respectively. One principle reason of achieving this low error rate by the Ensemble learner is the ability of this learning algorithm to continuously amend the structure of the classifier during the training phase to a performance level desired by the domain expert yet not reaching overfitting. Among the contrasted algorithms, the VotedPerceptron algorithm-produced classifiers with the highest error rate of 12.86% and C4.5, RIPPER and PART algorithms generated classifiers 10%, 9.6%, and 7.24% respectively. Overall, the performances of the Machine Learning algorithms regarding error rate were all over 80% which is the acceptable level in applied behavioral science domains.
Figure 5 depicts the sensitivity and specificity rates derived by the different Machine Learning algorithms including the Ensemble Learner on the child dataset. The Ensemble Learner-derived classifiers with a 100% sensitivity and specificity show no misclassified instances using tenfold cross-validation. Voted Perceptron, C4.5, PART, and RIPPER algorithms produced classifiers with a good Sensitivity rate nearly or above 90%. For example, Voted Perceptron had 53 instances wrongly classified as No-ASD (FN) out of 529 instances. The same algorithm derived the highest error rate due to low specificity rate as it has the largest FP instances when compared with the considered algorithms.

Based on the confusion matrix (Table 5), out of 575 positive instances, 89 instances were misclassified to be on the spectrum by the Voted Perceptron algorithm. In the case of the RIPPER and PART algorithms, similar results were observed in terms of sensitivity and specificity rates. When we look at FN for PART and RIPPER, 31 and 40 instances were misclassified as No-ASD out of 529 positive instances respectively resulting in a higher sensitivity. Considering the Specificity for the PART and RIPPER algorithms, a lower result was generated by RIPPER owing to the 66 wrongly classified instances (FP) when they actually belong to No-ASD group. Looking at C4.5 results, the sensitivity and specificity rates are quite close to 90%. Considering that there are 529 positive instances and only 54 instances were classified as No-ASD or FN, and 63 instances out 575 negative instances were predicted in the ASD class.

![Fig. 4: Error Rate Derived by Machine Learning for ASD Screening](image)

![Fig. 5: Sensitivity and Specificity Figures Derived by Machine Learning Techniques for ASD Screening on the Child Dataset](image)
6. CONCLUSIONS

One of the key issues in autism screening is that the validity and accuracy of the screening process rely on the items designed in the screening method and the scoring function used to compute the final score by domain experts. This research investigated these issues by developing a new ASD screening framework based on Ensembles Learning to improve the performance of the screening process outcome with respect to accuracy, specificity, and sensitivity measures. The new proposed framework is called ECAS and it incorporates a novel Ensemble Learner to construct multiple classifiers from cases and controls related to children; it then employs a voting mechanism to produce the prediction in a collective manner. This not only improves the classification performance of detecting ASD traits, but also reduces biased decisions. Experimental tests on a real dataset related to children with 1104 instances (cases and controls) report that the ECAS reduces the numbers of misclassified instances for both children that exhibit ASD and children without ASD traits. More importantly, sensitivity and specificity results produced show that the classification method of ECAS (Ensemble Learner) was able to derive more accurate classifiers than decision trees (C4.5), PART, ANN with Voted Perceptron) and rule induction (RIPPER) techniques. This can be attributed to the ability of this learning method to amend the classifier during the learning process. All Machine Learning techniques showed improvements in ASD screening when compared with conventional screening approaches and maintained acceptable levels of performance in terms of sensitivity, accuracy, and specificity rates.

The development of a new autism screening method may encourage the adoption of this powerful technology in clinical environments for autism. This not only provides enhancement to the validity, efficiency and accuracy of the diagnostic process, but also empowers clinicians with distinctive tools that hold useful knowledge for better decision-making. In the near future, we will investigate how machine learning, particularly Ensemble Learners, can be embedded within a formal diagnostic tool in autism.
REFERENCES


