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ABSTRACT 
 

Parallel sorting algorithms order a set of elements USING MULTIPLE processors in order to enhance the 

performance of sequential sorting algorithms. In general, the performance of sorting algorithms are 

EVALUATED IN term of algorithm growth rate according to the input size. In this paper, the running time, 

parallel speedup and parallel efficiency OF PARALLEL bubble sort is evaluated and measured. Message 
Passing Interface (MPI) IS USED for implementing the parallel version of bubble sort and IMAN1 

supercomputer is used to conduct the results. The evaluation results show that parallel bubble sort has 

better running time as the number of processors increases. On other hand, regarding parallel efficiency, 

parallel bubble sort algorithm is more efficient to be applied OVER SMALL number of processors. 
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1. INTRODUCTION 
 
Element sorting is one of the most fundamental process for many algorithms such as searching 

and load balancing. Different sequential sorting algorithms have been implemented such as 

selection sort, insertion sort, bubble sort, quicksort, merge sort, and heap sort. Sequential sorting 

algorithms vary in their time complexity.  Table 1 lists the time complexity of different sequential 
sorting algorithms [1]. In order to enhance the performance of sequential sorting algorithms, 

parallel versions have been implemented. These parallel algorithms aim to reduce the overall 

execution time and increase the fault-tolerance of sorting based applications [2n].  The 
performance of parallel sorting algorithms depends on its implementation and the underlying 

architecture of the parallel machine [3][4][5][6][7][8][9][10].   

 
Table 1. The Time Complexity of Different Sorting algorithms [1]. 

 

Sorting Algorithm Best Case Average Case Worst Case 

Insertion O(n) O( ) O( ) 

Selection O( ) O( ) O( ) 

Bubble O( ) O( ) O( ) 

Heap O  O  O  

Merge O  O  O  

Quick O  O  O( ) 

 

The Objective of this paper is to evaluate the performance of parallel bubble sort. The parallel 
algorithm is implemented using Message Passing Interface (MPI) which is used to develop 
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parallel algorithms using many programming languages like C, C++, and FORTAN.  Many 

performance metrics are used for evaluating parallel bubble sort including the running time, 
speedup, parallel efficiency, communication cost, and parallel granularity according to a different 

number of processors. Results were conducted using IMAN1 supercomputer which is Jordan's 

first and fastest supercomputer [2].  

 
The rest of this paper is organized as follows; Section 2 summarizes some related works. Section 

3 introduces sequential and parallel Bubble sort. The evaluation results of parallel bubble sort 

algorithm are discussed in Section 4. Finally, Section 5 concludes the paper. 
 

2. RELATED WORKS 
 

Parallel sorting algorithms is considered to be a rich area of research due to the increasing need 

for efficient, fast, and reliable sorting algorithms which can be implemented over parallel 
platforms. The authors in [1] use a Message Passing Interface Chameleon (MPICH2) for 

Windows on a dual-core processor machine in order to study how number of cores and   number 

of processes affect the performance of parallel bubble sort algorithm. In [11] a new study of 
parallel bubble sort algorithm for K-Nearest Neighbour (KNN) search in introduces. The study is 

conducted on a parallel processor or accelerator that favours synchronous operations and has high 

synchronization cost. The authors in [12] proposed a high-sample rate 3-Dimention (3D) median 

filtering processor architecture that can reduce the computation complexity in comparison with 
the traditional bubble sorting algorithm. 

 

A study of common patterns of parallel sorting algorithms in terms of load balancing, keys 
distribution, communication cost, and computations cost is conducted in [13]. Another study 

based on qualitative and quantitative analysis of the performance of parallel sorting algorithms on 

modern multi-core hardware can be found in [14] [25] [26]. Moreover, several mechanisms for 
secured message passing use bubble sort algorithm to tackle security problems of information by 

enhancing the process of encryption and decryption the text message [15] [16] [17] [18] [19]. 

Sorting algorithms can be used to improve the performance of parallel implementation of 

different security algorithms such blowfish, RSA, etc. [20] [21] [22] [23]. 
 

3. AN OVERVIEW OF SEQUENTIAL AND PARALLEL BUBBLE SORT. 
 

Bubble sort is a simple sorting algorithm for a given dataset, it compares the first two elements 
and if the first one is greater than the second element, it swaps them. This process is performed 

for each pair of adjacent elements until it reaches the end of the given dataset. The whole process 

is repeated again until no swaps have occurred on the last pass. The average run time and worst-

case run time for sequential bubble sort are O (n2). Consequently, sequential bubble sort is rarely 
used to sort large datasets [1]. In this section, an overview of bubble sort algorithm is discussed. 

Section 3.1 discusses the sequential algorithm while section 3.2 discusses the parallel version of 

bubble sort. As discussed previously, the main two operations of Bubble sort are the comparison 
between two adjacent elements and the swap. In this subsection, sequential bubble sort is 

discussed in details as follows: For a given array “a” of unsorted elements, sequential Bubble sort 

algorithm is a recursive procedure works as follows: 

 

 Step 1: For the first round, compare a[1] and a[2], swap if needed, than compare a[2] and 

a[3] until the greatest value moves to the end of the array. 

 Step 2: In the second round, repeat the process in step 1 until the second greatest value 

next to the greatest value. 

 Step 3: Repeat until no swaps operations are performed. After moving all the 

comparatively greater values towards the end of the array, this array is sorted. 
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The Pseudo code for sequential Bubble sort is shown in Figure 1. To understand the sequential 

Bubble sort, we will illustrate the example shown in Figure 2. The list consists of five numbers 
and the goal is to sort them in ascending order. The inputs are {5, 1, 12, -5, 16}. Firstly, the 

algorithm will compare the first two elements {5,1} if 5 is greater than 1 then bubble sort 

algorithm will swap them, secondly the second and third elements will be compared, 5 is less than 

12 then nothing will happen then repeat these steps until all the list get sorted. 
 

 
 

Figure 1.  Sequential Bubble sort Pseudocode. 
 

 
 

Figure 2.  Sequential Bubble Sort Example. 

 

3.1 Sequential Bubble Sort Analysis 
 
Bubble sort has worst-case and average complexity both О(n2), where n is the number of items 

being sorted. There exist many sorting algorithms, such as merge sort with substantially better 

https://en.wikipedia.org/wiki/Big_o_notation
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worst-case or average complexity of O(n log n). Even other О(n2) sorting algorithms, such 

as insertion sort, tend to have better performance than bubble sort. Therefore, bubble sort is not a 
practical sorting algorithm when n is large. The only significant advantage that bubble sort has 

over most of the other implementations is that the ability to detect that the list is sorted efficiently 

is built into the algorithm. When the list is already sorted (best-case), the complexity of bubble 

sort is only O(n) [1]. 
 

3.2 Parallel Bubble Sort 
 

Parallel Bubble sort algorithm, also known as odd-even bubble sort, and can be implemented in 

different ways. The main idea in parallel bubble sort is to compare all pairs in the input list in 

parallel, then, alternate between odd and even phases. The parallel bubble sort pseudo code is 
shown in Figure 3. 

 

 
 

Figure 3.  The parallel bubble sort algorithm [24] 
 

Assuming that the input list size is n, the parallel version of bubble sort will perform n iterations 
of the main loop and for each iteration, a number of n-1 comparisons and (n-1)/2 exchanges will 

be performed in parallel. If the number of processors is lower than n/2, every processor will 

execute (n/2)/p comparisons for each inner loop, where p is the number of processors. In this 

case, the complexity level of the algorithm will be O(n2 /2p). If the parallel system has a number 
of processors p higher than n/2, the complexity level of the inner loops is O(1) because all the 

iterations are performed in parallel. The outer loop will be executed for maximum n times. 

Consequently, the complexity of parallel bubble sort equals to O(n) which is much better than the 
complexity of the fastest known sequential sorting algorithm with O(n log n) complexity [1]. An 

example of parallel bubble sort tis illustrated in Figure 4. 
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Figure 4.  Example of Parallel Bubble Sort 

 

3.2.1 Parallel Bubble Sort Analysis. 

 

Parallel Bubble sort is analyzed according to the communication cost, complexity and execution 
time.  
 

 Communication cost: the communication cost depends on the pre byte transfer time which 

is based on the channel bandwidth (tb), the diameter of the used topology (L), and the 

message size (m). The communication cost also depend on the time that a node requires to 
prepare the message to be transmitted, it consists of adding a header, trailer etc. This time is 

called startup time (ts). Based on this, The total communication cost = ( ts + m*tb)*L.  

 Complexity: this is the time required to perform bubble sort locally on each processor and 

the time of partition procedure. In the best case, each processor will sort n/p of elements 

using sequential bubble sort at the same time. As we can see in Figure 3, there are two loops, 
the outer loop will take n steps and the inner loop depends on the odd or even phase which   

takes n/2 steps and that time will be divided by the number of processors. So the time 

complexity that is required for all processors to sort the dataset is O (n2 /2p). 

 Execution time: this time includes both the time complexity of sorting and the   
communication cost. As discussed previously, the complexity of parallel sorting is O (n2 

/2p). The communication cost depends on the message that is transmitted over the link in 

each step, so the execution time = O (n2 /2p) + ( ts + m*tb)*L. 

 

4. PERFORMANCE EVALUATION AND RESULT 
 

In this section, the results are discussed and evaluated in terms of running time, speedup and 

parallel efficiency. IMAN1 Zaina cluster is used to conduct the experiments and open MPI library 
is used in the implementation of the parallel bubble sort algorithm. Parallel bubble sort algorithm 

is evaluated according to different number of processors. 

 

4.1 Run Time Evaluation 
 

Figure 5 shows the run time for the algorithm according to a different number of processors 
including the sequential time (p = 1). a fixed data size is chosen to conduct the experiments. The 

general behavior can be summarized as follows: As the number of processors increases the run 

time is reduced due to better parallelism and better load distribution among more processors. This 
is the case when moving from 2 to 8 or to 16 or to 32 processors. but, as shown in the figure, 

when using 64 or 128 processors the run time increases which indicates that the communication 

overhead increases too, as a result, the benefit of parallelism decreases. 
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Figure 5.  Run time According to Different Number of Processors 

 

4.2 Speedup Evaluation 
 

The speedup is the ration of the serial execution time of the best sequential algorithm for solving 

a problem to the time taken by the parallel algorithm to solve the same problem on P processors. 

The Speedup = sequential processing time/parallel processing time. Figure 6 illustrates the super 

linear speedup of the parallel bubble sort algorithm on 2, 4, 8, 16, 32, 64 and 128 processors with 

fixed data size. As can be noticed, parallel speedup increases when the number of processors 

increases.  The parallel algorithm achieves the best speedup on a large number of processors. 
When using 16 and 32 processors the parallel bubble sort achieves up to 54 and 74 speedup, 

respectively. On the other hand, for 64 and 128 processors the speedup decreases due to the 

communication overhead which increases when using 64 and 128 processors. 

 
 

Figure 6.  Speedup According to Different Number of Processors 

 

4.3 Parallel Efficiency Evaluation  
 

Parallel efficiency is the ratio between speedup and the number of processors, where the Parallel 
efficiency = S / P. Figure 7 shows the parallel efficiency for parallel bubble sort algorithm 

according to different number of processors. The algorithm achieves the best efficiency when 

using small number of processors, where the number of processors is equal to two, the parallel 
bubble sort achieves about 26% parallel efficiency.  On the other hand, when using medium and 

large number of processors (4,8,16 and 32), parallel bubble sort achieves 7.3%, 2.5%, 1.9% and 

1.4% parallel efficiency, respectively. 
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Figure 7.  Efficiency According to Different Number of Processors 

 

 

4.4 Parallel Cost Evaluation  
 

Cost of solving a problem on a parallel system is the product of parallel run time and the number 
of processors. On the other hand, the cost of solving a problem on a single processor is the 

execution time of the fastest sequential algorithm. Parallel Cost = p Tp , Sequential Cost = Ts. 

Figure 8 shows the sequential and parallel cost for parallel bubble sort algorithm according to 

different number of processors. As the number of processor increases the cost is reduced, this is 
the case when moving from 2 to 4 or to 8 processors. On the other hand, when moving from 16 to 

32 or from 64 to 128 processors the cost is increases. This is because as the number of processors 

increases on specific data size, the communication overhead increases too, consequently, the 
benefits of parallelism are decreased. 

 
 

Figure 8.  Cost According to Different Number of Processors 

 

4.5 Difference Between Analytical and Implementation Results. 
 

In this subsection, a comparison between the analytical and the implementation time results is 

discussed.  Table 2 lists the differences in time execution results. Figure 9 illustrates the error 
between the analytic and the implementation results. 
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Table 2. The Difference between analytical time results and implementation time results 

 

Number of processors Analytical Implemented 

1-Processor 40 40.622 

2-Processors 10.4105 10.518 

4-Processors 5.225 2.949 

8-Processors 2.605 1.018 

16-Processors 1.348 0.754 

32-Processors 0.697 0.55 

64-Processors 0.379 0.617 

128-Processors 0.1913 0.791 

 

 
 

Figure 9: The Difference between Analytical and Implementation Values. 

 

4.6 Granularity  
 
Granularity is the ratio of the time required for a basic computation to the time required for basic 

communication. Granularity = Computation time/ communication time. There are three types of 

granularity: 
 

1. Fine Grained: In fine grained parallelism, a program is broken down to a large number 

of small tasks. These tasks are assigned individually for many processors.  Consequently, 

the ration between the computation and the communication cost is small. 
 

2. Coarse Grained: In coarse grained parallelism, a program is split into large tasks. Due to 

this, a large amount of computation takes place in processors. Consequently, the ration 
between the computation and the communication cost is small. 

 

3. Medium Grained:  Medium-grained parallelism is a compromise between fine-grained 
and coarse-grained parallelism in which we have task size and communication time 

greater than fine-grained parallelism and lower than coarse-grained parallelism. 
 

 

 

 

 

 

 



International Journal of Computer Science & Information Technology (IJCSIT) Vol 11, No 3, June 2019 

 61 

Table 3. Granularity 
 

Number of processors Computation Communication Granularity 

2-P 10.155 0.255 39.82 

4-P 5.07 0.155 32.7 

8-P 2.5 0.105 23.8 

16-P 1.26 0.08 15.75 

32-P 0.63 0.0675 9.33 

64-P 0.317 0.0625 5.072 

128-P 0.16 0.0313 5.11 

 

As shown in Figure 10 the ratio between computation and communication is large, when used a 
small number of processors. For two processors, i.e. coarse grained, the granularity is up to 39.8. 

This means that the program is split into large tasks. The advantages of this type of parallelism 

are low communication overhead and the low synchronization overhead. On the other hand, when 

using a large number of processors, i.e. 32, the program is broken down to a large number of 
small tasks, this type is called fine grained and the communication and synchronization overhead 

will be increased in this type. When using a medium number of processors, i.e.8, the task size and 

communication time will be greater than fine-grained parallelism and lower than coarse-grained 
parallelism and this type called medium grained.  

 

 
 

Figure 10: The Ratio between Computation and Communication 

 

5. CONCLUSION 
 

In this paper, the performance evaluation of parallel bubble sort algorithm in terms of running 

time, speedup, and efficiency is presented. The algorithm is implemented using open MPI library 
and the experiments are conducted using IMAN1 supercomputer. The evaluation of the algorithm 

is based on varying number of processors. Results show that parallel bubble sort has better 

running time on large number of processors. According to parallel efficiency, parallel bubble sort 
algorithm is more efficient to be applied on small number of processors i.e.2 processors which 

achieves up to 26% parallel efficiency.  
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