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ABSTRACT 

 

Visual Cryptography (VC) schemes conceal the secret image into two or more images which are called 

shares. The secret image can be recovered simply by stacking the shares together.In VC the reconstructed 

image after decryption process encounter a major problem of Pixel expansion. This is overcome in this 

proposed method by minimizing the   memory size using lossless image compression techniques. The shares 

are compressed using Vector Quantization followed by Run Length Encoding methods and are converted to 

few bits. Decompression is done by applying decoding procedure and the shares are overlapped to view the 

secret image.  
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1.INTRODUCTION 
 

In recent years, along with the prevalent advancements in image processing, secret image sharing 

also has been in active research. Secret Image Sharing refers to a method for distributing a secret 

image amongst a group of participants, each of whom is allocated a share of the secret. The secret 

can be reconstructed only when a sufficient number of shares are combined together; individual 
shares are of no use on their own. A special type of Secret Sharing Scheme known as Visual 

Cryptography was proposed in 1994 by Naor and Shamir [1].  The most important feature of this 

scheme is that the secret image can be decrypted simply by the human visual system (HVS) 

without having to resort to any complex computation. 

 

VC schemes conceal the secret image into two or more images which are called shares. The 

secret image can be recovered simply by stacking the shares together. The shares are very safe 

because separately they reveal nothing about the secret image. Each of the shares looks like a 

group of random pixels and of course looks meaningless by itself [2]. Naturally, any single share, 

before being stacked up with the others, reveals nothing about the secret image. This way, the 

security level of the secret image when transmitted via the Internet can be efficiently increased. 

Suppose that we want to encode the secret S into n shares (S1, S2,…,Sn) and we wish that the 

secret data  S cannot be revealed without k or more shares. In Shamir secret sharing scheme the 

partition of the secret is done by the following polynomial: 

 

F(xi) = y + m1xi  + m2xi
2 + … + m(k-1)xi

(k-1) mod(p)  --(1)     where   i = 1,2,…,n          
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where y is the share, S1, p is a prime number and the coefficients of the K-1 degree polynomial 

m1 are chosen randomly and then the shares are evaluated as  S1 = F(1), S2 = F(2),…, Sn=F(n). In 

this scheme the size of the shared images is much bigger than the original image and hence it is 

compressed before it is shared. 

Image Compression is the process of reducing the number of bits required to represent an image. 

Compression has traditionally been done with little regard for image processing operations that 
may precede or follow the compression steps. In this proposed scheme compression follows VC 

as it results in pixel expansion.  Data compression is the mapping of a data set into a bit stream to 

decrease the number of bits required to represent data set. With data compression one can store 

more information in a given storage space and transmit information faster over communication 

channels. Strategies for Compression are reducing redundancies and exploiting the characteristics 

of human vision. The two types of data compression are lossless and lossy. Lossless compression 

has an advantage that the original information can be recovered exactly form the compressed 
data. The proposed system uses lossless compression techniques of vector quantization and RLE. 

 

Vector quantization (VQ) is a popular image compression algorithm  for reducing the 

transmission bit rate or storage,  which maps the pixel intensity vectors into binary vectors and 

indexing a limited number of possible reproductions  VQ is a block-coding technique that 

quantizes blocks of data instead of single sample. 

 

 

Figure 1. Vector Quantiztion Scheme 

 

VQ exploits the correlation between neighboring signal samples by quantizing them together [3-

5]. VQ Compression contains two components: VQ encoder and decoder as shown in Fig.1. 

At the encoder, the input image is partitioned into a set of non-overlapping image blocks. The 

closest code word in the code book is then found for each image block. Next, the corresponding 

index for each searched closest code word is transmitted to the decoder. Compression is achieved 

because the indices of the closest code words in the code book are sent to the decoder instead of 

the image blocks themselves. 

 

Run Length Encoding (RLE) is a simple and popular data compression algorithm. It is based on 

the idea to replace a long sequence of the same symbol by a shorter sequence. The RLE algorithm 

performs a lossless compression of input data based on sequence of identical values (runs).In this 

algorithm is represents explicitly by a pair (e, r) where e is the value of the element  and r is the 

run length of the value e [6]. For example, consider a screen containing plain black text on a solid 

white background. A hypothetical scan line, with B representing a black pixel and W representing 

white, might read as follows: 

 

WWWWWWWWWWWWBWWWWWWWWWWWWBBBWWWWWWWWWWWWWW

WWWWWWWWWWBWWWWWWWWWWWWWW   
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With a RLE data compression algorithm applied to the above hypothetical scan line; it can be 

rendered as follows:     12W1B12W3B24W1B14W. This can be interpreted as a sequence of 

twelve Ws, one B, twelve Ws, three Bs, etc. The run-length code represents the original 67 

characters in only 18 characters. 
 

In this paper, a novel method is proposed to enhance the process of image compression by using 

RLE algorithm to the Vector Index Table created by VQ. This reduces the size of VC shares 

significantly. The paper is organized as follows; Chapter 2 describes the proposed method in 

detail. Chapter 3 discusses the results of the proposed method based on standard metrics. Chapter 

4 gives a summary and future direction of research in this area. 

 

2.PROPOSED METHOD 
 

 

 

 

 

Cryptography is most commonly used techniques used for data security. Visual Cryptography is a 

secured and easy way of sharing secret images/information, which is devoid of any cumbersome 

decryption algorithm. 

 

The main objectives of this proposed method is to formulate a secret sharing system which has 

the following characteristics. 

 

• Exploit  the advantage of VC  to create meaningless shares to hide secret  

• Minimizing the drawback of VC, that is image expansion, by applying multistage Image 

Compression. 
 

The proposed system consists of three phases. In the first phase general VC scheme is applied to 

create 2 shares of secret image. The size of the shares will be 4 times the size of the original 

secret image as each pixel is replaced by a 2X2 block of pixel as illustrated in Fig.2. Shares 

generated in the first phase are compressed using VQ followed by RLE method and the images 

are converted to few bits in the second phase. Decompression is done in the third phase and the 

shares are overlapped to view the secret image.  

 

2.1.Phase I: Creation of VC Shares 

 
The secret image sharing scheme proposed by Naor and Shamir is used in the first phase, in 

which a secret monochrome image is encrypted into two shares. Monochrome pixels have only 
two values either black or white. If the pixel is white, one of the above two rows (Fig. 2(b)) is 

chosen to generate two shares. Similarly if  the pixel is black, one of the below two rows  is 

chosen to generate the two shares. Fig. 2(b) shows the possible values of pixels in each of the two 

generated shares. The reconstruction of the secret image is simply done by stacking the pixels 

again as shown in Fig. 2(b). There is expansion of pixels in the shares and the expansion factor is 

4, which is the block size used to replace a single pixel.  This drawback is overcome by reducing 

the share size using Phase II. 
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Figure 2.  Phase I – Creation of VC Shares 

 

2.2.Phase II: Image Compression (Encoding) 

 
VQ technique is applied to the shares generated in phase I. The basic idea in this technique is to 
develop a dictionary of fixed-size vectors, called code vectors (Code Book). A vector is usually a 

block of pixel values. A given image is then partitioned into non-overlapping blocks (vectors) 

called image vectors of size 4.  Then each image vector is compared with the code vectors in the 

dictionary and its index in the dictionary is determined which is used to encode the original image 

vector. Thus, each image is represented by a sequence of indices and is stored in a Vector Index 

Table (VIT) as shown in Fig. 3. 

 

The size of VIT is further reduced by applying RLE algorithm. This is a very simple compression 

method used for sequential repetitive data. This technique replaces sequences of identical 

symbols (index value in our case), called runs in a separate vector.  The Index in VIT has just two 

values 0 or 1 to represent the index of code vector. This is passed as an input to RLE algorithm. 

RLE creates two vectors, one to represent the arrangement of element and the other to represent 

the runs of the element. These two vectors and the code vector is the final output sent to the 

receiver. The phase II – encoding process is shown in Fig. 3.  

 

2.3.Phase III: Image Decompression (Decoding) 

 
The advantage of Image Compression and VC is taken into account to reveal the Secret Image in 

phase III.   Using the two vectors, elements and run vectors VIT is recreated using the reverse 
algorithm. Similarly using VIT and Code Vectors the Image Vectors (blocks) are formed which 

are combined together and the shares are created. By simply overlapping the shares Secret Image 

can be seen using our HVS. The Phase III decoding process is illustrated in Fig. 4.  
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Figure 3. Phase II - Encoding 

The proposed algorithm is outlined below. 

Phase I: VC share creation 

 
Step 1: Read a binary Image 

Step 2: Extract pixels from the image and replace it  with a 2x2 block as shown in fig.1. 

Step 3: Combine all the blocks to create 2 images  share1 and share2 
 

 

Figure 4. Phase III - Decoding 

 

Phase II: Image Compression (Encoding) 

 
Step 1: Read the shares and perform the following steps for both the shares 

Step 2: Convert the image into blocks of size 2X2 and then to a vector of size 4. 

Step 3: Compare each vector with the predefined vector used for creating shares. The Code book 

has 2  

            vectors (1,0,1,0) and (0,1,0,1) 

 

Step 4: Create Vector Index Table (VIT) which contains block number and code book index 

Step 5: Index in VIT has a sequence of two values 0 or 1 to represent the index of code book. 

This is   

             passed as a input to RLE algorithm 
 

Step 6: RLE creates two vectors, one to represent the arrangement of element and the other to  

            represent the length of the element. These two vectors and the code book is the final 

output  

            sent to the receiver 



International Journal of Computational Science and Information Technology (IJCSITY) Vol.4,No.1,February 2016 

62 

Phase III: Decompression (Decoding) and Revealing  Secret Image 

 

Step 1: From the two vectors (element and length) VIT  is recreated using the reverse algorithm 

Step 2: Using VIT and Code book the blocks   and then   the shares are created. 

Step 3: By simply overlapping the shares Secret Image  can be seen using our HVS  
 

3.RESULTS AND DISCUSSION 
 

Using the above proposed method experiments are conducted on several binary test images of 

size 512 x 512 pixels and 2 x 2 pixel block size using Pentium Dual-Core processor at 2.5 GHz 

with 2GB RAM. The performance of the proposed method is evaluated using standard 

compression metrics like peak signal-to-noise ratio (PSNR), compression and decompression 
time, bit rate in bits per pixel (BPP), compression ratio and structured quality index (Q) to 

measure the quality of the reconstructed image. Table 1 shows the performance of the proposed 

method for different images.  

 

Phase I of this method generates two shares of size 1024 x 1024 from the secret image of size 512 

x 512. Out of the two shares, first share of all the secret images is the same, having the same 2x2 

block (1,0,1,0) repeated for all pixels irrespective of the color of the pixel as discussed in phase I. 

Thus share1 will be acting as a mask and share2 will vary for different images. When share1 is 

compressed it needs just 4 bits to represent the block which is used to replace the pixel. So a bit 

per pixel for share1 is 3.8 x 10-6.  The compression ratio of share1 is calculated to be 2,097,152. 

The PSNR of share1 is infinity and the image quality index Q is 1.   In this chapter performance 

metrics of share2 for different secret images is discussed in detail. 

3.1.PSNR 

In statistics, the mean square error (MSE) of an estimator measures the average of the squares of 

the "errors", that is, the difference between the estimator (original image) and what is estimated 

(recovered image). 

 

The peak signal-to-noise ratio (PSNR) in decibels is computed between two images. This ratio is 

often used as a quality measurement between the original and the reconstructed image [7]. The 

higher the PSNR value better is the quality of the reconstructed image. PSNR is most commonly 

used to measure the quality of reconstruction of lossy compression. The signal in this case is the 

original data, and the noise is the error introduced by compression. 

PSNR is most easily defined via the MSE.  Given a noise-free m×n monochrome image I and its 

noisy approximation K, MSE is defined as: 

 

 
The PSNR (in dB) is defined as:  

 
The results table shows PSNR value as infinity for all images conforming the method used in this 

proposed method is a lossless compression. 

 

3.2.Bit Rate 

The compression efficiency is also measured by the bit rate, which is the average number of bits 

required to store a pixel and is computed as follows [4]. Bit Rate =  (bits per pixel)   where C is 

the number of bits in the compressed file and N is the number of pixels in the original image. The 

bit rate for Barbara image is 0.1886 (Table 1) which is high compared to other standard images. 
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The bit rate for a Rose image is just 0.0231,  which shows the compression efficiency of the 

algorithm. 

 

3.3.Compression Ratio 
 

Data compression ratio is the ratio of the original file size to the compressed file size. This shows 

how much compression is achieved for a given image and it is evident that higher compression 

ratio results in drastic reduction in the size of the compressed file.  Compression ratio of Barbara 

image is 42.412, where as that of rose is 344.84. Refer Table 1. 

Compression Ratio =  

 

3.4.Compression Speed 
 

It is the amount of time required to compress and decompress an image. This value depends on a 

number of factors such as the complexity of the algorithm, efficiency of Software/Hardware, 

implementation of the algorithm etc. Compression speed helps to rate the efficiency of the 

algorithm. The result table shows the efficiency of this algorithm.  The proposed method, on an 

average takes 1.3 sec to compress and 0.65 sec to decompress the image.  
 

Table 1. Performance Metrics – results of the proposed system. 

 

 
 

3.5.Structured Similarity Index (Q) 

A quality assessment measure for images, called the Universal Image Quality Index, Q was 

proposed by Wang et al.[8] which is defined as  

 

Q =    where µx and µy, σx and σy  represent the mean and standard  

 

deviation of the pixels in the original image (x) and the reconstructed image (y) respectively. σxy 

represents the correlation between the original and the reconstructed images. The dynamic range 

of Q is [-1, 1] [9]. The best value 1 is achieved for all our sample images as shown in Table 1, 

which shows the proposed method retains the exact original image after decompression. 
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4.CONCLUSION 

 
A novel secret image sharing scheme with Image compression is proposed in this paper. The 

disadvantage of VC is overcome in this by repeated image compression using vector quantization 

followed by RLE. The results show that the technique used here is lossless compression. Hence 

the shares received by the receiver are exactly the same as the sender. The proposed scheme uses 

binary images and compression ratio and bits per pixel obtained shows the efficiency of this 

method. In future this work can be extended to include color images. The bits per pixel needed 

for color images is high and thus  this method can reduce the number of bits needed to a great 

extent. Data security can be further enhanced by integrating Steganography with Visual 

Cryptography (VC) with the goal of improving security, reliability and efficiency.[10] 
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