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ABSTRACT 

We study the effect of decomposing time series into multiple components like trend, seasonal and irregular 

and performing the clustering on those components and generating the forecast values of each component 

separately. In this project we are working on sales data. Multiple forecast experts are used to forecast each 

component series. Statistical method ARIMA, Holt winter and exponential smoothing are used to forecast 

these components. We performed clustering for forecasting and discovered a set of best, good and bad 

forecasters. Selection of best, good and bad forecasters is performed on the basis of count and rank of 

expert id’s generated. Since we have thousands of experts, we experiment with combining method to get 

better forecast. Finally absolute percentage error (APE) is used for comparing forecast.  
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1. INTRODUCTION 

The accuracy of a sales forecast has great impact on manufacturing and sales. Sales forecasting is 

an important part of supply chain management both at the retailer end and at the distributors, 

manufacturers and suppliers. Timely and accurate sales forecasts are crucial in bridging the gap 

between supply and demand, thereby decreasing holding cost while maintaining a negligible 

probability of stock-out.  

Since market conditions are volatile and depend on too many factors, it is really hard for a 

traditional forecast system to be able to forecast demand with high accuracy. In this scenario Data 

Mining provides an alternative viable solution.  

Forecasting is stated as predicting future values [4] .Forecasting methods can be qualitative and 

quantitative. Qualitative techniques are more useful in the earlier stages of the product life cycle. 

Quantitative forecasting techniques are generally more objective than their qualitative 

counterparts. Quantitative forecasts can be time-series forecasts (i.e., a projection of the past into 

the future) or forecasts based on associative models (i.e., based on one or more explanatory 

variables).Our research uses quantitative statistical forecasting methods such as Holt-Winter, 

ARIMA(Auto-Regressive Integrated Moving Average) and exponential smoothing, as base 

models to design our Forecasting Component [5].  
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Decomposition is applied on time series data [6] to calculate trend (T), seasonality (S) and 

irregular (I) components. Multiple models are used with each series for decomposition. We use a 

combination forecast, where each forecasting expert is a triplet generated by the Cartesian 

product of the sets of forecasters for the T, S and I components. 

We have used multiple experts for our sales series and for individual components of the series 

obtained after applying basic decomposition. Since we generate a large number (about hundred 

thousand), we need a method to identify a subset of good models that can improve the forecasting 

accuracy. We propose the use of standard clustering techniques to solve this problem. 

We are clustering the experts based on their performance. Clustering of Best, Good and Bad 

experts at each point of time is done for 50% and 70% of the series as test data.  

Finally to check the performance of every series APE (Average Percentage Error) is calculated. 

As error measure plays an important role in calibrating and refining forecasting model/method. 

This calibration helps analyst to improve forecasting method. The choice of an error Measure 

may vary according to the situation, number of time series available and on whether the task is to 

select the most accurate method or to calibrate a given model. 

The outline of paper is as follows. In section 2, we present literature survey. Section 3, specifies 

our proposal and implementation. Section 4, consist of graphical representation of original and 

forecast values of sample series. APE (Average Percentage Error) for each series is tabulated. 

Overall Experiments and results are represented in this section. We compared all the series APE 

values. A summary of APE Values of all the series and conclusion are included in section 5. 

2.  LITERATURE SURVEY 

2.1. Time Series 

A time series is a sequence of observations taken sequentially in time[6]
.
 An intrinsic features of 

time series it that, typically, adjacent observations are dependent. Time series analysis is 

concerned with the technique of analysis of this dependence [6].  

The main objective of the time series analysis is to model a process, which is generating the data, 

to provide compact description and to understand the generating process. To allow for the 

possibly unpredictable nature of the future observations, selection of the probability model for the 

data is very important. We can define a time series model for the observed data {xt}, to be a 

specification of the joint distribution of a sequence of random variables {Xt} of which xt is 

postulated to be a realization. 

Time series forecasting
 
[6] refers to the use of a model to forecast future values of the series, 

based on known past values before they are measured. 

 
Table1. Represents sample weekly demand for weeks 1 through 30 



International Journal of Data Mining & Knowledge Management Process (IJDKP) Vol.3, No.1, January 2013 

41 

 
Figure.1 Graph representation of above time series data of weekly demand 

2.2. Forecasting Models 

Forecasting Models [3] are the mathematical model which make certain assumptions about the 

time series, captures certain features and then predicts the next unknown value. 

2.2.1. Holt's Linear Exponential Smoothing (LES) 

Holt’s two parameter exponential smoothing method is an extension of simple exponential 

smoothing. This method is used when a series has no seasonality and exhibits some form of trend. 

This is an extension of exponential smoothing to take into account a possible linear trend.  

Suppose that the series { yt } is non-seasonal but does display trend. Now we need to estimate 

both the current level and the current trend. Here we define the trend bt at time t as the difference 

between the current and previous level. There are two smoothing constants α and β.   

The equations are: 
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Here Lt and bt are respectively (exponentially smoothed) estimates of the level and linear trend of 

the series at time t, whilst Ft+m is the linear forecast from t onwards. 

2.2.2. Holt-Winter Method 

The Holt-Winter’s method is one of the best known forecasting technique for the time series that 

has both trend and seasonal components. There are two variants of this method, additive and 

multiplicative. The seasonality is multiplicative if the magnitude of the seasonal variation 

increases with an increase in the mean level of the time series. It is additive if the seasonal effect 

does not depend on the current mean level of the time series. The basic Holt-Winter forecasting 

method with multiplicative seasonality (exponential smoothing of level (St), trend (Tt) and 

seasonal index (It) ) is described by 

 

Here p is the number of observation points in a cycle (p = 12 for monthly data). α , β , and γ  are 

the smoothing constants. 
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The forecast at time t for time t + i is: 

 

2.2.3. Autoregressive Integrated Moving Average (ARIMA) 

Models for time series data can have many forms. When modelling variations in the level of a 

process, three broad classes of practical importance are the autoregressive (AR) models, the 

integrated (I) models, and the moving average (MA) models. These three classes depend linearly 

on previous data points. Combinations of these ideas produce autoregressive moving average 

(ARMA) and autoregressive integrated moving average (ARIMA) models. 

The Autoregressive Integrated Moving Average (ARIMA) models, or Box-Jenkins methodology, 

are a class of linear models that is capable of representing stationary as well as non stationary 

time series. ARIMA models rely heavily on autocorrelation patterns in data.  

 The Box- Jenkins ARIMA models are , most general class of models for forecasting a time series 

which can be done by transformations such as differencing and lagging. 

ARIMA methodology of forecasting is different from most methods because it does not assume 

any particular pattern in the historical data of the series to be forecast.An ARMA model predicts 

the value of the target variable as a linear function of Lags of differenced series appearing in 

forecasting equation lag values (the auto-regressive part) plus an effect from recent random 

values (the moving average part).A time series which needs to be differenced to be made 

stationary is said to be an "integrated" version of a stationary series.  

Autoregressive (AR) models can be coupled with moving average (MA) models to form a general 

and useful class of time series models called Autoregressive Moving Average (ARMA) models. 

These can be used when the data are stationary. This class of models can be extended to non-

stationary series by allowing the differencing of the data series. These are called Autoregressive 

Integrated Moving Average(ARIMA) models. 

Seasonal ARIMA models a pattern that repeats seasonally over time. It is classified as an 

ARIMA(p,d,q)x(P,D,Q) model, 

   P=number of seasonal autoregressive (SAR) terms,  

   D=number of seasonal differences, 

  Q=number of seasonal moving average (SMA) terms 

Non Seasonal ARIMA Models are classified as an "ARIMA(p,d,q)" model, where:  

p is the number of autoregressive terms,  

d is the number of non seasonal differences, and  

q is the number of lagged forecast errors in the prediction equation. 

2.4. Decomposition 

A time series is a composition of many individual underlying component time series. Some of 

these components are predictable whereas other components may be almost random which can be 

difficult to predict. Decomposing a series into such components enables us to analyze the 

behaviour of each component and this can help to improving the accuracy of the final forecast. 

Decomposition is applied on original series to calculate trend, seasonality and irregular. 

Decomposing a series into such components enables us to forecast better.  A typical sales time 

series can be considered to be a combination of three components i.e. trend component ( , 

seasonal component , and irregular component ( . 
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• The Trend represents changes in the level of the series. Trend does not imply a 

monotonically increasing or decreasing series but simply the lack of a constant mean. 

• The Seasonal component models patterns of change in a time series within a year. These 

patterns relate to periodic fluctuations of constant length, tend to repeat themselves each 

year. It refers to a cycle of fixed period (e.g. weekly, monthly, yearly etc.). 

• The Irregular component refers to variations or random pattern. 

Mathematical representation s for decomposition is  

 

Where   Actual value at point  

             = Trend Component at point  

             Seasonal Component at point   

            Irregular Component at point   

The decomposition could be additive if the magnitude of seasonal fluctuations do not vary with 

the level of the series.                        

 

• We have a multiplicative decomposition if seasonality fluctuates and increases and 

decreases with the level of the series. 

 

• Multiplicative model is more prevalent with economic series since most seasonal 

economic series have seasonal variation which increases with the level of the series. In 

this project we shall thus use the multiplicative decomposition model.  

• A method used in forecasting a single component is referred to as a forecasted value. A 

forecasted value for the original series is a triplet made up of the forecasted value for each 

component. The set of such triplets is the Cartesian product of the sets of forecasters for 

the T, S and I components. Each such triplet of forecasted value (T, S, I) is called an 

“expert”.  
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Figure 2. Components of Time Series 

2.5. Motivation for Combining 

There exist numerous series with different attributes. It is not possible for any one method to 

perform better on all kind of series. Some series can be forecasted better by application of one 

forecasting methods, whereas same methods will perform badly when applied to another kind of 

series. Different forecasting methods are designed to catch different attributes. As no single 

method can consider all important aspects of time series, we have used multiple forecasting 

experts. Now using multiple set of experts, we can try to consider many attributes of a series.  

 

To get final forecast, a function can be applied on the forecast of various experts. There are many 

forecasting techniques used in time series forecasting. Typically one technique is selected based 

on a selection criterion, hypothesis testing, and/or graphical inspection, and selected model is 

used for the forecasting. However, model selection is often unstable. To overcome the above 

problems, combining techniques can be useful. 

 

There are two most popular and simple methods to combine forecasts. One is taking mean and 

another is taking median of forecasts from different forecasting methods. 

 

In combining, we combine the forecast from different forecasting experts to generate final 

forecast. This combining function can be as simple as taking mean to as sophisticated as applying 

dynamic function over dynamic set of forecasting experts. Combining forecasts can be used for 

risk minimization as it reduces the variance of the final forecast. That means worst MAPE will 

follow non-increasing improvement as the number of experts in combining increases. Combining 

techniques can also be used to improve forecast accuracy.  

 

In this work, we use a total of 86 Trend models (atomic forecasters), 33 Seasonal models and 34 

Irregular component models. These are mostly ARIMA and seasonal ARIMA models of different 

orders. The Cartesian product of the Trend, Seasonal and Irregular models gives rise to 96,492 

expert forecasts per point. The Appendix A includes a list of atomic forecasters used in this work. 

 

2.6. Clustering for Forecasting  

Clustering could be “the process of organizing objects into groups whose members are similar in 

some way” [2]. A cluster is therefore a collection of objects which are “similar” between them 

and are “dissimilar” to the objects belonging to other clusters [1]. Clustering is making an impact 

in this area for selecting a model for a given series. 

 

We choose experts to forecast each component series. We perform forecasts for each series 

separately which are then used to derive the forecast for the original series. 
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In our approach we are clustering the experts. Clustering of Best, Good and Bad experts at each 

point of time is done.  

 

For performing clustering, we calculated count and rank. Where count is frequency of appearance 

of expert id And Rank is summations of each row number divided by number of rows in 

particular series. 

 

Clustering is done for 2 years (last 24 points) data on 70% and 50% of the series as test data. 

Finally to check performance at each point of time t, we calculated APE (Absolute percentage 

Error) of each expert for comparing forecasts. 

 

3. OUR APPROACH 

Forecasting large numbers of time series is a costly and time-consuming exercise. Before 

forecasting a large number of series that are logically connected in some way, we can first cluster 

them into groups of similar series. Similar series are first grouped together based on count and 

rank. The series in each cluster are then pooled together and their forecasts are obtained. Finally 

absolute percentage error (APE) is calculated. 

3.1. Preliminaries 

Data used  

Original series is time series data. We have used 31 series from time series data library. The time 

series data used is monthly sales data. Most of the series represent sales of Fast Moving 

Consumer Goods. All the series are listed in Appendix B. The below figure shows original time 

series data represented by graph of Abraham series. 

 

 
 

Figure 3.Graph represents Original Series of Abraham  

Experts Used 

The various experts are obtained from a Cartesian product of 86 Trend Experts, 33 Seasonal 

Experts and 34 Irregular Experts (96492 = 86×33×34). All these individual experts belong to the 

ARIMA family. These experts are listed in Appendix A. 
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Calculated Predicted Values using ARIMA Models by using Experts  

We have used multiple experts (forecasters) for forecasting individual component series, which 

gives multiple forecasted values for each component. We have performed Cartesian product of 

individual component forecasts which ultimately gives us a large number of experts. 

We have used multiple experts for our sales series and also multiple experts for individual 

components of the series obtained after applying basic decomposition and by using combining 

methods. The models considered for constructing the expert are ARIMA (including Seasonal 

ARIMA) models of various orders and various Exponential Smoothing Models such as Holt 

Winter Model, Holt Model, Seasonal Exponential Smoothing, etc in SPSS Tool. Some 

Appropriate transformation like logarithmic transformation is often used for time series that show 

exponential growth or variability proportional.  

These predicted values are calculated in IBM SPSS tool which is used to analyze historic data and 

predict values. Original series are forecasted by this set of experts. Most of the experts belong to 

the ARIMA family. 

In practice, we do not require higher order models such as ARIMA(4,0,0), so we were able to 

restrict the pool size to a reasonable limit. 

 

3.2. Implementation 
 

Model Collection and by Selecting Top (Best) 20000 and Bottom (Bad) 20000 samples after 

performing sorting operation. 

 
As we have used multiple experts so by performing Cartesian product we got 96,492 forecasted 

values. Individual component of the series are obtained by applying basic decomposition. We 

have selected and sorted top 20,000 and bottom 20,000 predicted values to perform clustering on 

the basis of best and bad. Further best models are clustered in best and good.  A set of top K 

experts (24 months data) is chosen at this point t and are combined by taking average of trend, 

season and irregular values to give us a forecast at time t. 

 

Forecasting technique for Clustering (Performed on the basis of count & rank) 

Based on frequency of model appearance we calculated count and rank. Where Count is total 

count of appearance of expert id And Rank is summations of each row number divided by 

number of rows in particular series. 

Clustering is done on expert id’s. Clustering of Best, Good and Bad experts at each point of time 

is done. Clustering is done for 2 years data on 70% and 50% data. Finally we calculated APE 

(Absolute percentage Error) of each expert id.  

In the same way we obtained forecast for all time instances for a particular series. 
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Figure 4.Sample line graph shows original values, best, good and bad forecasted values of 2years 

70% data 

 

 
 

Figure 5.Sample line graph shows original values, best, good and bad forecasted values of 2years 

50% data 

 

 
 

Figure 6.Sample bar graph shows original values, best, good and bad forecasted values of 2years 

70% data 
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Figure 7.Sample bar graph shows original values, best, good and bad forecasted values of 2years 

50% data 

Figure 4, Figure 5, Figure 6 and Figure 7 are line and bar graphs. This represents forecasted 

values of last 24 months data on 70% and 50% data. They represent clusters as Best, Good and 

bad. 

Error Measure: 

At each point of time t, we calculate the APE (Absolute Percentage Error) of each expert, which 

is obtained by looking at the full past performance (up to time t−1). A set of top K experts are 

then chosen at this point t and are combined by taking simple mean of them, to give us a forecast 

at time t. In this way, we obtain forecasts for all time instants. APE is used to compare forecast.  

N=Total Number of experts 

L=Training length used by each expert i(i=1,N) 

Rt(i)= The ith top expert based on performance in [L+1,t] 

Ft(i)=Forecast of expert i at time t. 

APEt(F)= Absolute percentage error of forecast F at point t. 

MAPEt(F)= Mean Absolute Percentage Error for forecast F at point t. 

 

 

 

 



International Journal of Data Mining & Knowledge Management Process (IJDKP) Vol.3, No.1, January 2013 

49 

4. EXPERIMENTS AND RESULTS  

 
Table 2. Represents average APE (Absolute Percentage Error) of last 24 months data for all the 

series 

 

Each series described in Appendix B contains 150 to 200 points (transactions), each consist of 

20,000 items (expert ids). The test data are the points in the last two years (24 months data).  

Table 2 represents average APE of last 24 points for all series. We worked on 50% and 70% data 

to find Best, Good and bad cluster. In almost all the series APE values are nearly identical for 

50% and 70% data. 
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Figure 8.Sample scatter graph  of 50% Best and Good Data 

 

 
 

Figure 9.Sample scatter graph of 70% Best and Good Data 

 

 
 

Figure 10.Sample scatter graph of 50% Bad and 70%Bad Data 

 

5. SUMMARY AND CONCLUSION 

Our strategy of series decomposition followed by combining results in huge set of experts. 

Decomposing a series into simpler components, predicting each component individually and then 

combining improves forecasts greatly. The challenge is to select a set of consistently good models 

for particular series. 
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First we identified set of experts and used those forecast series for last 24 points of series. We 

zoomed in T,S, and I Components models comprising each “good expert” at a particular point. 

We identified the frequency occurring of T,S and I. We clustered good sets of for each 

component series. The products of the average of the forecasts of models were used as final 

forecast. Then we clustered set of “bad experts” at a particular point. 

As before, filtering of “bad” experts exhibits superior performance compared to retention of only 

the “good” experts. Simple forecasting methods such as “best model from previous point” or 

mean forecast are often employed due to their simplicity.  

 Using multiple decomposition methods, we are able to capture more features of the time series. 

Hence we got improvement in the forecasting accuracy and its performance. Table 3 represents 

that our approach has given a significant average improvement over Holt winter method. 

 

Table 3. Represents Comparison of ARIMA and Holt Winter on basis of Average MAPE 
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Figure 11.Line graph of comparison 

 

Appendix A 

These below mentioned tables describe the various Trend, Seasonal and Irregular experts used in 

this research. 

 

Table 4: Trend Experts 
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Table 5: Trend Experts Contd. 
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Table 6:   Seasonal Experts 

 

 
   

Table 7:   Irregular Experts 
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Appendix B 

 
 

Table8: Describes the information of different series for sales forecasting 
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