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ABSTRACT 

Web pages represent various information that is easy and efficient way to meet the user requirement. A 

large type of data contains in various web page from different website and domain. Now a day’s these huge 

amounts of data create a large data crowd and from these crowds it is not so easy for a search engine to 

retrieve the perfect information that the user actually wants. The information that will meet the user 

requirement are contain in different website so the search engine needs to rank these web  pages according 

to the significance of user query to the search engine. Different search engine use different techniques for 

ranking purpose. But all these technique does not fulfil the user requirements fully. The common using 

techniques are relevance ranking, Term frequency, Inverse document frequency, page rank.  In this paper 

we propose a new formula for ranking the retrieved information that is a combination of TFIDF with hyper 

link classified page rank. 
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1. INTRODUCTION 

With the rapid growth of internet, the number of document in World Wide Web is increasing. For 

the documents there are almost eight billion addresses according to the index of Google. People 

want to get useful and effective data with a shortest time in case of web query. So different 

techniques are invented to meet the user requirements. From the various searching method almost 

two factors that distinguish the high quality page and low quality page are relevance factor and 

the ranking factor. The relevance factors give the attention of the contents of the web whereas the 

ranking factor gives the attention on the web structure not the, contents. TFIDF is the ranking 

technique for the relevance rank and page rank. HITS algorithm is very well known ranking 

technique which hyperlink n based is ranking. But the later hyper link base ranking there are a 

common problem is topic drift problem. Many techniques are given to eliminate topic drift 

problem’s PR weighted PR, Hyperlink classification but they cannot totally eliminate the topic 

drift problem. The paper is structured as follows: Section 2 introduces existing system. Section 3 

presents our new approach. In section 4.  We give conclusions and discuss ongoing work. 
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2. EXISTING TECHNOLOGY 

2.1   TFIDF 

 
Relevance ranking is not an exact science, but there are some well-accepted approaches. Given a 

particular term t, how relevant is a particular document d to the term. One approach is to use the 

number of occurrences of the term in the document as a measure of its relevance, on the 

assumption that relevant terms are likely to be mentioned many times in a document. Just 

counting the number of occurrences of a term is usually not a good indicator: First, the number of 

occurrences depends on the length of the document, and second, a document containing 10 

occurrences of a term may not be 10 times as relevant as a document containing one occurrence. 

One way of measuring �� (�, �), the relevance of a document d to a term t, is  

  

��(�, �) = log (1 + �(�, �)/�(�)) 

  

 

Where n (d) denotes the number of terms in the document and n(d, t) denotes the number of 

occurrences of term t in the document d.  

 

2.2 HITS 
 

HITS (Hypertext Induced Topic Search) is a ranking algorithm introduced by Jon Kleinberg in 

1998 [4] that utilizes web graph’s hyperlink structure to create two metrics associated with every 

page. The first is authority and the second is hub. Given a user query, the algorithm first 

iteratively computes a hub score and an authority score for each node in the neighbourhood 

graph. The documents are then ranked by hub and authority scores, respectively. 

Documents that have high authority scores are expected to have relevant content, whereas 

documents with high hub scores are expected to contain hyperlinks to relevant content. The 

intuition is as follows. 

 

A document which points to many others might be a good hub, and a document that many 

documents point to might be a good authority. Here, the figure shows the hub and authority of 

web page 

 

 

 

 

 

 

Figure 1.Hub and authority of web page 

 

Recursively, a document that points to many good authorities might be an even better hub, and 

similarly a document pointed to by many good hubs might be an even better authority. This leads 

to the following algorithm:  [6] 

 

(1) Let, N be the set of nodes in the neighbourhood graph. 

(2) For every node n in N, let H[n] be its hub score and A[n] its authority score. 

(3) Initialize H[n] to 1 for all n in N. 

(4) While the vectors H and A has not converged: 
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(5) For all n in N, A[n]:=∑ H[n]. 

(6) For all n in N, H[n]:=∑ A[n]. 

(7) Normalize the H and A vectors. 

 

The main problem of the HITS algorithm is the Topic Drift problem. Topic drift is the major 

problem, because all the links in a web page is not important. But all the links contain the same 

value. 

 

2.3 Page Rank 
 

The Page Rank algorithm, one of the most widely used page ranking algorithms, states that if a 

page has important links to it, its links to other pages also become important. Brin and Larry Page 

first introduce Page Rank and a well-known method used by GOOGLE. 

A slightly simplified version of Page Rank is defined as-[3] 

�(��(�)/�(�))
�

�
 

Page rank model is based on the Random surfer model. The original Page Rank is published as 

[3], 

��(�) = (1 − �) + � �(��(�)/�(�))
���

�
 

 

Where d is a dampening factor that is usually set to 0.85, (1-d) denotes the probability of hopping 

the next URL and d denotes the probability of stay on the same URL. Take the following 4 node 

page link to one another,         

 

 

 

 

 

 

 

 

Figure 2.Link from one node to another. 

 

In PR every link consider 1 on the matrix format, 

 

 

 

 

 

 

 

 

 

 

Figure 3.Link in the matrix form. 

 

If a page has more than one link, then total summation is 1 for each link, that is, 
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Figure 4.Setting value in the matrix. 

 

The page rank value of one page is equally divided to its outgoing link as, 

 

 

 

 

 

 

 

Figure 5. Rank is distributed in all pages. 

 

The main drawback of Page Rank is that all the hyperlink count as a vote, so topic drift problem 

is also exists like HITS. 

 

2.4  TS-Page Rank 

 

Taher H. Havliwala first introduces the Topic Sensitive Page Rank to improve efficiency of Page 

Rank. In topic-sensitive Page Rank [2], precompute the importance scores offline, as with 

ordinary Page Rank. However, in TS-Page Rank compute multiple importance scores for each 

page; compute a set of scores of the importance of a page with respect to various topics. At query 

time, these importance scores are combined based on the topics of the query to form a composite 

Page Rank score for those pages matching the query. 

 

To illustrate the method take the query: Bangla music download (3 words). By the TS-Page Rank 

method it creates set at 2^ (word), excluding empty (Power set). 

 

e.g. {bangla, music, download, (bangla, music), (music, download), (bangla,download),  

(Bangla, music, download)}. 

 

The main problem of the TS-Page Rank is that if the number of word is high, then the 

combination is also high and is time consuming. Another problem is that, it checks the pair of 

query word, unwanted result may come, e.g. after some rank Hindi music download page may 

come because it checks the pair music download. 
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2.5  Hyperlink Classification 

 

Li Cun He et al. propose a Link Classification method to improve Page Rank [4] and carry out in 

the Chinese Internet environment. They categorize the hyperlinks into 4 classes as follows: (1) 

recommending Inner Link, the weight factor β1 of Class, β1 = 5; (2) other Inner Link including 

the commercial ads, β2=1.0; (3) recommending outer Link, β3=6.0 ;(4) other outer Link, β3=1.0. 

There is a big question is that how we understood the recommended and other link? They propose 

three steps [2], as follows: 

Step1: Classify all the hyperlink inner links and outer links. If the source web URL of a hyperlink 

and the destination web URL belong to the same domain name, it is an inner link, or else it is an 

outer link. 

Step2: For each inner link i, if PR score (i)>average inner link score, link i belongs to 

recommending Inner Link, or else link i belongs to other Inner Link. 

Step3: For each outer link i, if PR score (i)>average outer link score, link i belongs to 

recommending outer Link, or else link i belongs to other outer Link. 

We try to give a theatrical view of the Link classification method by taking three page A,B and C 

as bellow: 

 

 

 

 

 

 

 

 

Figure 6: .Hyperlink Classification. 

 

 

Table 1.Theoretical value of hyperlink classification 

PR 
Inner 

Link 

Outer 

Link 

PR(Inner 

Link) 
Average Value 

PR(Outer 

Link) 
Average Value Total 

A 5 3 

.125 

.014 

.212 

.104 

.085 

.108 

5 

1 

5 

1 

1 

.212 

.184 

.185 

.192 

6 

1 

1 

21 (1st ) 

B 4 2 

.201 

.189 

.012 

.125 

.131 

5 

5 

1 

1 

.205 

.198 
.205 

6 

1 
19 (3rd ) 

C 6 1 

.019 

.102 

.212 

.189 

.028 

.104 

.109 

1 

1 

5 

5 

1 

1 

.184 .184 6 20 (2nd ) 
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3. PROPOSED METHOD 

3.1 Multiply the Hyperlink Classified PR with TFIDF 
 
Our first propose is modified the hyperlink classified page rank multiply with the term frequency 

inverse document frequency (TFIDF). We think it can totally eliminate the topic drift problem 

because a page can contain various links but if we check every page TFIDF, then it may helpful 

for eliminate the topic drift. 

 

Rank Position= (TFIDF*Hyperlink classified PR). 

 

3.2 Theoretical Implementation 
 

The given formula is theoretically implemented. We first select 100 different keyword and run a 

experimental searching through 3 top search engine that are Google, Yahoo and Bing.The retrieve 

list of information is manually checked by our  group work and we found in many case that the 

expected document rank in lower position. But using these keyword we and the expected page we 

apply our techniques and most of the case we see that the expected page  ranking in the top 

position.  In experimental evolution of techniques we calculate three values of any web page, 

Hyperlink number, PageRank, TFIDF Value. We use the link extraction java program and run in 

online to extract inner and outer link of a given web page or website. We also use PageRank 

calculator and TFIDF  calculator to find the PageRank and TFIDF value. From the beginning of 

our experimental evolution Suppose  ‗A‘  is  an  important  page  but  it  has  5  links and  ‗B‘  is  

another  page  which  contain  20  links  .Also  we search the term ‗abc‘ page ‗A‘ contain ‗abc‘ 

all of its 5 links, but only 2 links of B contain ‗abc‘ .So in normal hyperlink classified  PageRank, 

page ‗B‘ show first before page ‗A‘ .But in our propose method, all 18 links of page B except the 

2 links will not consider for any significance they must be ignored and consider link value is 0. 

So, the total PageRank  value of B is lower than the total PageRank  value of A. So, the important 

page A show first in the rank window of a search engine.  Now considering an example for three 

pages A, B and C, we give a theoretical value of our proposed method in table 2. 

 

Launching experiment with theoretical data with pages A,B,C we first consider that page A have 

total 8 link in which it have 5 inner link and 3 outer link. Accordingly from the inner and outer 

link the recommended inner link or other inner link and the recommended outer link or other 

outer link can be calculate by  PageRank  score as describe in upper section [2.5]. Within 5 inner 

links there are 2 recommended inner link and 3 other inner links. Therefore for each 

recommended inner link considering the weight factor β1 of Class, β1 = 5, and assigning the 

value to the recommended inner links. For three other inner links considering the weight factor β2 

of Class, β2 = 1  and  assigning  the  value  to  the  other  inner  links. Now  considering  outer  

links,  I  which  there  have  1 recommended outer link and 2 other outer links. Therefore for each 

recommended outer link considering the weight factor β3 of Class, β3 = 6, and assigning the 

value to the recommended outer link. For 2 other outer links considering the weight factor β4 of 

Class, β4 = 1 and assigning the value to the other outer links. Now finding the TFIDF of that page 

according to the respective links as for inner and outer links (including all recommended links 

and  other  links)  as  described  in  the  formula  in  [2.1]. 

 

Now  multiplying  the  value  of  term  frequency  inverse document  frequency  (TFIDF)  to  the  

value  of  hyper  link  classified  PageRank  value  β1,  β2,  β3,  β4  for  each respective page. 

Now summing up both the values for inner links and outer links and finally adding the inner and 

outer PageRank value which will be the final value of PageRank  for page A. Now follow the 

same procedure for page B and C and we get two final value for the page B and C. Now 

comparing these  PageRank  value of page A, B, C and which have largest value that page will 
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display in first position in the rank window of search engine. Accordingly other pages are display 

according to this method. We have shown in our theoretical experiment that there  page  B  

contain  4  inner  link  and  2  out  links,  but  the  entire  page  contain  our  required  terms,  so  

it‘s (TFIDF*Hyperlink classified PR) is higher than Page A and C. 

 

Table 2.Theoretical value of Combined TFIDF and hyperlink classified Pagerank 

 

 

 

4. FUTURE WORK 

In this paper we theoretically implement our formula, and create a java program that can finds the 

number of hyperlink of a web page, by which we can determine the number of inner link and the 

number of outer link. We want to practically implement our proposed method through an open 

source search engine and continuously search better techniques to find for an effective result for 

ranking. 
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