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ABSTRACT
Since the rapid advance of microarray technology, gene expression data are gaining recent interest to reveal biological information about genes functions and their relation to health. Data mining techniques are effective and efficient in extracting useful patterns. Most of the current data mining algorithms suffer from high processing time while generating frequent itemsets. The aim of this paper is to provide a comparative study of two Closed Frequent Itemsets algorithms (CFI), dCHARM and RISS. They are examined with high dimension data specifically gene expression data. Nine experiments are conducted with different number of genes to examine the performance of both algorithms. It is found that RISS outperforms dCHARM in terms of processing time.

KEYWORDS
Association Rules, Bioinformatics, Closed Frequent Itemsets, Data Mining, Gene Expression, Microarray.

1. INTRODUCTION
It is widely believed that thousands of genes and their products, RNA and proteins, in a given living organism open a new research area. The challenge is to extract useful information and discover knowledge from the biological data. Microarray technology promises to monitor the whole genome on a single chip to provide a better picture of the interactions among thousands of genes simultaneously [1, 5]. Microarray technology results in a new type of data format which implies the adaptation of computational techniques. Many bioinformatics and data mining researchers have been working on applying data mining techniques to analyze gene expression datasets such as classification, clustering, and association rules. Mining gene expression associations requires high computational capabilities in terms of memory space and processing time. These challenges inspired comparative researches among different algorithms.

The aim of this paper is to compare the performance of two Closed Frequent Itemsets Generation algorithms, RISS and dCHARM for microarray gene expression data in terms of processing time.

This paper is organized as follows: section two illustrates related work, section three introduces RISS algorithm, section four presents dCHARM algorithm, section five demonstrates the conducted experiments and their results, and section six concludes the research outcomes.
2. RELATED WORK

Most of the processing time in mining gene expression data is consumed in generating frequent itemsets. Therefore, researchers suggest the use of Closed Frequent Itemsets as an alternative to the usual Frequent Itemsets. The most common Closed Frequent Itemsets algorithms used for gene expression data are CARPENTER, COBBLER, FARMER, and MineTop-K [2-5]. CARPENTER addresses the problem of dealing with high dimensional datasets as gene expression by traversing row enumeration search space using Depth First Search (DFS) to discover closed frequent itemsets. COBBLER switches dynamically between column and row enumerations depending on the estimated cost of each during the mining process. FARMER addresses the problem of the huge number of resulted association rules by generating only interesting rule groups (IRG). IRG are a set of rules that are generated from the same group of rows and meet user interestingness constraints including minsupp, minconf, and minimum chi-square (minchi) threshold. MineTop-K focuses on the same problem of FARMER but generates most significant Topk covering rule groups rather than generating IRG. Topk covering rule groups are defined by first setting criterion for ranking and applying it to the resulted rules in the dataset. All of these works performed their experiments on the same data with different minsupp and different row lengths [3]. In most cases, COBBLER and FARMER outperform CARPENTER. All of these algorithms are reviewed in details in [6].

3. RISS ALGORITHM

Row Intersection Support Starting (RISS) algorithm is specially designed to handle datasets having a large number of items and relatively small number of rows such as gene expression dataset. RISS discovers closed frequent itemsets by traversing the Minimal Bottom-up row enumeration search space using BFS instead of the usual column enumeration traversal. It uses efficient search pruning techniques to yield a highly optimized algorithm. RISS traverse the row enumeration space using row enumeration-based mining algorithm which starts the search tree from the minsupp threshold deploying a vertical data format called RowSet (RS) [7].

3.1. Notations

Let T be a discretized gene expression table as shown in Table 1. It consists of a set of biological Samples B= {b1, b2, b3, …., bm} as its rows, and set of genes G= {g1, g2, g3, …., gn} as its columns. A table T is a triple (B, G, R), where R ⊆ B × G is a relation. For a bi ∈ B, and a gj ∈ G, (bi, gj) ∈ R denotes that the gene gj is over expressed or under expressed in the biological sample bi.

Definition 1    Row Set (B’)

Given a node in the enumeration tree, B’ is the set of biological samples that are represented in this node. Each node in the tree represents a row set B’. For example, in Fig 1, the node 12 represents the row set {b1, b2}.

Definition 2    Supporting Feature Set G (B’)

Given a row set B’ in a gene expression table, G (B’) is the maximal set of genes common to all the biological samples in B’. For example, in Fig 1, the supporting feature set of B’= {b4, b5} is G (B’)= {g1, g2, g3, g5}
Definition 3  Row Set Frequency (Freq (G(B')))

Given a row set B’ in a gene expression table, Freq (B’) is the maximal set of biological samples numbers that contain G (B’). For example, in Fig 1, Freq (G (B')) = \{1 \ 2 \ 3 \ 4 \ 5 \ 6\} is the row set frequency of B'= \{b2, b3, b6\}, and G (B') = \{g2\}.

<table>
<thead>
<tr>
<th>Biological Samples</th>
<th>g1</th>
<th>g2</th>
<th>g3</th>
<th>g4</th>
<th>g5</th>
<th>g6</th>
</tr>
</thead>
<tbody>
<tr>
<td>b1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>b2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>b3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>b4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>b5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>b6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

3.2. Minimal Bottom-up Search Strategy

It checks row combinations from the smallest to the largest to traverse the search space, Fig 1. For example, 1- row sets, then 2-row sets, ..., and finally n-row sets. Minimal Bottom-up search strategy is a modification from the traditional one [1-3, 8] as it starts the search from the minsupp – row sets rather than the 1- rows sets. This is valid as the maximum support for the K-row sets equals K. For example if the minsupp =3 the enumeration tree starts from level 3 as shown in the rectangle shape in Fig 1. Each node in the enumeration tree is represented by RS format.

3.3. Pruning Techniques

RISS algorithm deploys two pruning techniques to speed up the mining process by decreasing the search space. The first pruning implies that there is no maximal genes common to the biological samples B, so no further enumeration will be required on the branch of this node. The second pruning action checks if the G (B’) exists in CFI, if it is true, current and further enumeration of this node is truncated. In other words, G (B’) does not discover any new closed frequent itemsets. This results in a condensed enumeration tree as shown in Fig2.

RISS does not need to perform the closure check among the discovered Itemsets since RISS extracts only the closed itemsets. The proof is that G (B’) cannot be a maximal gene set that is common to all biological samples B’ unless it is a closed itemsets [9].

4. dCHARM ALGORITHM

dCHARM algorithm is based on diffset data structure [10]. dCHARM performs a search for closed frequent sets by exploring both the itemset space and transaction space over an IT-tree (itemset-tidset tree). It uses diffset vertical data representation for fast support computations. It is also reported that at a given level of support, the execution time is linearly increased with increasing number of transactions. Also, for many databases the intermediate diffsets can easily fit in memory even for low minsupp [11]. One of the reported limitations is that with databases
4.1. Notations

Consider gene expression data in Table 1, Assume that X and Y are any two members in class [P] with X= g1 and Y= g3.

**Definition 1 Diffset d(XY)**

Let d(X) and d(Y) are the diffsets of X and Y correspondingly. The diffset of the itemset (XY) can be calculated as \( d(XY) = d(Y) \setminus d(X) \).

Example:

Since \( d(g1) = 2 \) and \( d(g3) = 1 \) then \( d(g1g3) = d(g3) - d(g1) = 1 \)

**Definition 2 Support Supp (XY)**

Let d(X) and d(Y) are the diffsets of X and Y respectively. The support of the itemset (XY) can be computed as \( \sigma(XY) = \sigma(X) \setminus |d(XY)| \)

Example:

Since \( \sigma(g1) = 4 \), \( \sigma(g1g3) = \sigma(g1) \setminus |d(g1g3)| = 4 - 2 = 2 \)

Figure 1. Row Enumeration Search Space
Definition 3 Mismatch \( m(X) \)

\( m(X) \) and \( m(Y) \) denote the number of mismatches in the diffsets \( d(X) \) and \( d(Y) \).

Example:, \( m(g3)= 2 \) \( m(g1)=2 \)

dCHARM performs a DFS for closed frequent sets over a novel Itemset-Diffset (ID-tree) search space which is in fact a prefix-based class. It uses the concept of a closure check to validate if a given itemset \( X \) is closed or not. The support of an itemset \( X \) is also equal to the support of its closure, i.e., \( \sigma(X) = \sigma(c(X)) \) [10].

The original CHARM algorithm uses TIDset for initial database, but uses diffsets thereafter which has been modified to use diffset data structure from the beginning. CHARM uses four basic properties of IT-pairs for pruning search space [10].

5. EXPERIMENTS AND RESULTS

5.1. Data

Array data is used of 24,483 gene measurements recorded for 19 breast cancer patients [12]. It contains: systematic name given to each gene or sequence and a description of what is known about gene’s function. Also, it contains three values for each tumor sample profiled: Log10 (Intensity), Log10 (ratio), and P-value [13]. According to the biology specialists’ opinion, the P-value is used in mining process.

5.2. Experiments

The aim is to compare the performance of the two algorithms in terms of time. Nine experiments have been conducted with different number of genes \{2000, 4000, 6000, 8000\} with minimum support threshold equals 42.1%. All experiments are performed on a PC with Core Duo 2 GHz CPU, 1GB RAM and a 120GB hard-disk and algorithm is coded in MATLAB.

5.3. Results

The processing time for generating closed frequent itemsets for each experiments is recorded, Table 2 and Fig 3. Both algorithms indicate that as the number of genes increases the processing time increases. Also, dCHARM processing time increases exponentially whereas RISS processing time increases more or less proportional.
### Table 2. The Experiments Results.

<table>
<thead>
<tr>
<th>Genes</th>
<th>Processing Time (m second)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RISS</td>
</tr>
<tr>
<td>2000</td>
<td>1611.70</td>
</tr>
<tr>
<td>4000</td>
<td>5150.600</td>
</tr>
<tr>
<td>6000</td>
<td>13038.00</td>
</tr>
<tr>
<td>8000</td>
<td>24464.30</td>
</tr>
</tbody>
</table>

![Figure 3. CFI processing Time of RISS and dCHARM.](image)

### 6. CONCLUSIONS

This paper compares between RISS or dCHARM for microarray gene expression data rather than specifying their characteristics. RISS has four advantages over dCHARM: First, RISS does not require to check itemsets for minsupp condition. Second, RISS guarantees that the generated itemsets are closed ones without the need to check closure property. Third, RISS reduces search space by 57.14% while dCHARM pruned only 35.7% of its search space. Fourth, RISS is extremely faster than dCHARM especially in high dimension data.
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