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ABSTRACT

Clustering is one of the data mining techniques that have been around to discover business intelligence by grouping objects into clusters using a similarity measure. Clustering is an unsupervised learning process that has many utilities in real time applications in the fields of marketing, biology, libraries, insurance, city-planning, earthquake studies and document clustering. Latent trends and relationships among data objects can be unearthed using clustering algorithms. Many clustering algorithms came into existence. However, the quality of clusters has to be given paramount importance. The quality objective is to achieve highest similarity between objects of same cluster and lowest similarity between objects of different clusters. In this context, we studied two widely used clustering algorithms such as the K-Means and Fuzzy K-Means. K-Means is an exclusive clustering algorithm while the Fuzzy K-Means is an overlapping clustering algorithm. In this paper we prove the hypothesis “Fuzzy K-Means is better than K-Means for Clustering” through both literature and empirical study. We built a prototype application to demonstrate the differences between the two clustering algorithms. The experiments are made on diabetes dataset obtained from the UCI repository. The empirical results reveal that the performance of Fuzzy K-Means is better than that of K-means in terms of quality or accuracy of clusters. Thus, our empirical study proved the hypothesis “Fuzzy K-Means is better than K-Means for Clustering”.
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1. INTRODUCTION

K-Means has been around for many years to discover patterns by grouping objects based on some similarity measure. It is faster and simple. However, it takes uniform clusters and needs to know the number of clusters beforehand. Another important feature of K-Means is that it keeps an object into a specific cluster. However, in the real world an object might be closer to more than one cluster. The K-Means clustering is also known as hard clustering. To overcome the limitations of K-Means, Fuzzy K-Means came into existence which is known as soft clustering approach. Though both are unsupervised learning algorithms the significant difference is that the
Fuzzy K-Means is flexible enough and can allow an object to belong to more than one cluster. In the literature it is found that Fuzzy K-Means has better utility in the real world applications than K-Means with respect to the quality of clusters. This is the reason behind this research work. We made an empirical study besides review of literature to prove that the Fuzzy K-Means exhibits better clustering performance than K-Means. The literature on these two and their comparison besides other derivatives of them[1], [2], [3], [4], [5],[6], [7], [8], [9], [10], [11], [12], [13],[14], [15], [16], [17], [18], [19],[20], [21], [22], [23] and [24] can be found in section IV.

Our contributions in this paper include the study of K-Means and Fuzzy K-Means algorithms through literature and empirical study to know whether the hypothesis “Fuzzy K-Means is better than K-Means for Clustering” holds true. The empirical results revealed that the clustering performance of the Fuzzy K-Means is better than that of K-Means in terms of accuracy and quality of clusters. The remainder of the paper is structured as follows. Section II describes K-means algorithm. Section III provides details about the Fuzzy K-Means. Section IV reviews related literature. Section V described the proposed methodology to work on the hypothesis “Fuzzy K-Means is better than K-Means for Clustering”. Section VI presents experimental results while section VII concludes the paper.

2. K-MEANS ALGORITHM

K-Means [25] is one of the top ten clustering algorithms which are widely used in real world applications. It is a very simple unsupervised learning algorithm that discovers actionable knowledge by grouping similar objects into various clusters. However, it needs the number of clusters to be known priori. That is nothing but the value of K. With K value known, it defines the number of centroids required. The centroids are to be taken carefully to ensure the cluster quality. After making the centroids, the algorithm takes data points from data source and associates them with the nearest centroid. This process is done until no data point is left ungrouped. After completion of this early grouping k new centroids are computed and then the objects are bound with the nearest centroid. The process of centroid changing its location takes place until there are no more changes needed. As a final step, the K-Means algorithm minimizes an objective function. The objective function is known as the sum squared error function as given below.

\[ J = \sum_{j=1}^{K} \sum_{i=1}^{n} ||x_{i}(j) - C_{j}||^2 \]

Between a data point and cluster center \( ||x_{i}(j) - C_{j}||^2 \) is the chosen distance measure. Figure 1 illustrates the steps in the K-Means algorithm.

As can be seen in Figure 1, the algorithm has the following steps precisely.

1. Form initial centroids based on the number of clusters (K)
2. Assign each object taken from the data set to the nearest centroid to complete the initial grouping process.
3. Then re-compute the positions of K centroids
4. Repeat the steps 2 and 3 until there is no need for the centroids to be adjusted. Thus, the final clusters are formed.
3. FUZZY K-MEANS ALGORITHM

Fuzzy K-Means [26] is an improved form of K-Means algorithm which allows the degree of belonging. It does mean that an object can belong to more than one cluster in some degree. In case of K-Means it is not possible. Generally the points or objects which are on the edge of cluster might have less degree of belonging while the objects in the center might have higher belongingness. Coefficients are used to provide the degree of belongingness and they are defined as follows.

\[ \forall x \sum_{k=1}^{\text{num. clusters}} u_k(x) = 1 \]

In case of Fuzzy K-Means the mean of all points constitute the centroid. The objects are weighted by the degree in which they belong to a particular cluster.

\[ \text{center}_k = \frac{\sum x u_k(x) mx}{\sum_x u_k(x)m} \]

The inverse of distance to the cluster has inverse relationship with the degree of belonging. This is computed as follows.

\[ u_k(x) = \frac{1}{d(\text{Center}_k,x)} \]

Afterwards, the coefficients are normalized besides fuzzification. The fuzzification uses real parameter \( m > 1 \). Thus the sum is computed as 1. Therefore the following equation arrives.

\[ u_k(x) = \frac{1}{\sum \left( \frac{d(\text{Center}_k,x)}{d(\text{Center}_1,x)} \right)^{2/(m-1)}} \]
When the coefficients are normalized, they make the sum as 1. When m value is 1 or closer to 1, it does mean that the point is closest to cluster center and more weight is given to that point. Figure 2 shows the flow of the algorithm.

Figure 2 – Flow of Fuzzy K-Means Algorithm

As can be seen in Figure 2, it is evident that the algorithm has the following steps in execution.

1. Choosing number of clusters
2. Assigning coefficients of points randomly for being in the clusters
3. Every time the coefficients’ change between two iterations is observed and the sensitivity threshold is considered.
4. This process continues until the convergence of the algorithm.

In [4] Fuzzy K-Means is also used to cluster biomedical sample characterization where the fuzzy logic model is used. The fuzzy logic model is as shown in Figure 3.

Figure 3 – Fuzzy logic model [4]
As shown in Figure 3, it is evident the fuzzy logic model makes use of the fuzzy filtering concept which takes crisp inputs and produce crisp results. The intermediate steps include fuzzification, fuzzy inference, and defuzzification. Knoweland expert system is used in the fuzzy rule base which in turn used for fuzzy inference. Membership function is used in both fuzzification and defuzzification. The whole process is a non-linear mapping between inputs and the outputs. The convergence with respect to experimental results of this approach is satisfactory [4]. Fuzzy K-Means clustering algorithm can be used for getting what we want from the Internet. The search engine results can be clustered with satisfactory performance. The clustering takes place based on sentence similarity [10].

4. RELATED WORKS


Ghosh and Dubey [28] provided a comparative study of K-means algorithm and its improved form namely fuzzy k-means. The k-means is centroid based while the fuzzy c-means is a representative object based. Based on the efficiency of clustering, the algorithms are compared. In FCM an object can belong to more than one cluster resulting in soft clustering while an object belong to only one cluster in case of K-means algorithm. Another significant difference between them is that the K-means needs less computational power while the FCM needs more computational power. This is due to the processing of clusters based on the representative object in FCM. Change et al. [29] proposed cluster center displacement concept in which an FCM algorithm is achieved. Their proposed method is known as CDFKM. When this algorithm is compared with the FCM, the computing time of the CDFKM is reduced by a factor of 3.2 to 6.5 as it makes use of the concept of Gauss Markov sequence. The number of distance calculations is also significantly different so as to reduce the computational complexity further in case of CDFKM. The CDFKM can be extended further using the distortion measure. For instance, it can be improved using Humming distance measure. With such measure, it can provide better performance at less cost.

Gharehchopogh et al. [30] proposed algorithms that can perform clustering. However, their experiments are based on intrusion detection systems that can prevent intrusions or attacks launched by adversaries. Interestingly K-means and fuzzy k-means algorithms can be used to overcome the intrusions effectively. This is achieved by clustering the data available and making well informed decisions. Two groups of intrusion detection techniques are studied. They are known as supervised and unsupervised learning mechanisms with both k-means and fuzzy k-means algorithms. The uncertain quality parameter is explored by using the clustering algorithms. DoS attacks are explored in communication networks with respect to preventing intrusions by using clustering mechanisms effectively. The experiments revealed that the fuzzy k-means has better utility in detecting intrusions accurately.

Mingoti and Lima [31] employed SOM neural network and the improved form of K-means known as FCM for comparison of algorithms. The experiments proved that FCM has better comparable performance on all parameters. Outliers and overlapping have got their influence on the performance of all clustering algorithms. FCM is no exception for this. With respect to traditional hierarchical clustering approach K-means has shown similar kind of performance.
FCM has provided stable results and the SOM neural network have got performance issue and it makes use of more computational power.

Barathi et al. [32] applied FCM for images and them the results are compared with K-Means. Segmentation of color images is done by both the algorithms and the performance is compared. The empirical results revealed that the FCM has provided more accurate results. However, it consumed more computational power. This is due to fuzzy measures involvement in the process of clustering. Harima and Hanai [33] applied the FCM to gene expression analysis. When correctness ratios are compared, the FKM and fuzzy ART algorithms have shown the best performance. As far as accuracy is concerned they are good and of course they achieve this at the cost of computational complexity.

Burrough et al. [34] employed FKM to climate data for scientific studies. It was part of forest mapping research in USA. Here also it is proved that FKM has sensible approach in making clusters. It does mean that its accuracy is more when compared to the traditional K-means. For quantification of results also FCM is using representative approach and provide more accuracy. The clustering results reveal that morphological features are same with landscapes when compared with large areas. Ray and Turi [35] proposed an algorithm based on K-means for clustering. They applied clustering for color image segmentation. The experiments were done on both synthetic and real world images. A validity measure was employed to know the number of clusters known with respect to natural images. The validity measure makes use of the inter-cluster measure automatically and helps in obtaining the best results. Gasch et al. [2002] employed FKM for experiments on yeast gene expression. Especially they studied the conditional coregulation in yeast. However, they used the modified version of FKM that is based on heuristics. From the experiments it is understood that FKM is an analytical tool for deriving biological insights from gene expressions. It brings about specific and latent coregulation dynamics involved in yeast gene expressions.

Yang [37] has made an extensive survey of cluster analysis that involved both K-means and FKM algorithms. It does mean that it explored both soft and hard clustering. From the review, they concluded that the fuzzy clustering algorithms will have obvious performance gains over their counterparts that do not use fuzzy logic. However, they also consume more computational resources of the system.

5. METHODOLOGY

The aim of this paper is to know whether the hypothesis “Fuzzy K-Means is better than K-Means for Clustering”. Towards this end diabetes dataset is obtained from the UCI repository [1]. A prototype application is built to demonstrate the efficiency of the algorithms in terms of fixed clusters, best separation clusters, single pass clusters, multi-pass clusters, random fixed clusters with single pass, random fixed clusters with multi-pass, exchange best separation clusters, exchange fixed clusters, with other factors such as number of clusters, fuzziness, maximum iterations, precision, CPU time, and compactness. The empirical results are presented the ensuing section.
6. EXPERIMENTAL RESULTS

We built a prototype application to make experiments on real data sets. The application is built using Java platform. JDBC API is used for interacting with the data set. MySQL and text based files are used as backend. JfreeChart and JGraph API are used to generate graphs. Swing API is used to build graphical user interface. The environment includes a PC with Core 2 Dual processor; 2 GB RAM running Windows XP operating system.

Dataset

The real dataset on diabetes was obtained from the UCI repository [27]. The dataset has four important attributes such as date, time, code and value. The dataset is basically containing insulin administered to diabetes patients. The date column holds the date on which insulin is administered. The time attribute holds the time at which the insulin is administered to respective patient. The code attribute is very important in this research which represents the code of various activities and insulin doses. The actual codes and description of them are presented in Table 1.

Table 1 – Codes representing various actions and insulin doses

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>Regular insulin dose</td>
</tr>
<tr>
<td>34</td>
<td>NPH insulin dose</td>
</tr>
<tr>
<td>35</td>
<td>Ultra Lente insulin dose</td>
</tr>
<tr>
<td>48</td>
<td>Unspecified blood glucose measurement</td>
</tr>
<tr>
<td>57</td>
<td>Unspecified blood glucose measurement</td>
</tr>
<tr>
<td>58</td>
<td>Pre-breakfast blood glucose measurement</td>
</tr>
<tr>
<td>59</td>
<td>Post-breakfast blood glucose measurement</td>
</tr>
<tr>
<td>60</td>
<td>Pre-lunch blood glucose measurement</td>
</tr>
<tr>
<td>61</td>
<td>Post-lunch blood glucose measurement</td>
</tr>
<tr>
<td>62</td>
<td>Pre-supper blood glucose measurement</td>
</tr>
<tr>
<td>63</td>
<td>Post-supper blood glucose measurement</td>
</tr>
<tr>
<td>64</td>
<td>Pre-snack blood glucose measurement</td>
</tr>
<tr>
<td>65</td>
<td>Hypoglycemic symptoms</td>
</tr>
<tr>
<td>66</td>
<td>Typical meal ingestion</td>
</tr>
<tr>
<td>67</td>
<td>More-than-usual meal ingestion</td>
</tr>
<tr>
<td>68</td>
<td>Less-than-usual meal ingestion</td>
</tr>
<tr>
<td>69</td>
<td>Typical exercise activity</td>
</tr>
<tr>
<td>70</td>
<td>More-than-usual exercise activity</td>
</tr>
<tr>
<td>71</td>
<td>Less-than-usual exercise activity</td>
</tr>
<tr>
<td>72</td>
<td>Unspecified special event</td>
</tr>
</tbody>
</table>

The value attribute holds the actual value of various measures pertaining to a patient. For instance, post breakfast blood – glucose measurement, post – supper blood glucose measurement and so on. These values play a pivotal role in understanding the vital signs of patients in the real world. However, in this paper our research is limited to the grouping of objects which are similar using both clustering algorithms such as K-Means and Fuzzy K-Means. The focus of this paper is to work on the hypothesis “Fuzzy K-Means is better than K-Means for Clustering”.

Results

The experimental results with both K-Means and Fuzzy K-Means algorithms are presented in Table 2. The experiments are made in terms of fixed clusters, best separation clusters, single pass clusters, multi-pass clusters, random fixed clusters with single pass, random fixed clusters with
multi-pass, exchange best separation clusters, exchange fixed clusters, with other factors such as number of clusters, fuzziness, maximum iterations, precision, CPU time, and compactness.

Table 2 –Experimental Results

<table>
<thead>
<tr>
<th>ALGORITHM</th>
<th>FEATURE</th>
<th># of Clusters</th>
<th>Fuzziness</th>
<th>Max Iterations</th>
<th>Precision</th>
<th>CPU Time</th>
<th>Compactness</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-MEANS</td>
<td>Single Pass</td>
<td>3</td>
<td>1.7</td>
<td>200</td>
<td>0.01</td>
<td>51ms</td>
<td>9.541E</td>
</tr>
<tr>
<td></td>
<td>Multi Pass</td>
<td>3</td>
<td>1.7</td>
<td>200</td>
<td>0.01</td>
<td>80ms</td>
<td>6.304E</td>
</tr>
<tr>
<td></td>
<td>Best Separation</td>
<td>2</td>
<td>1.7</td>
<td>200</td>
<td>0.01</td>
<td>76ms</td>
<td>6.324E</td>
</tr>
<tr>
<td>Fuzzy K-Means</td>
<td>Fixed</td>
<td>3</td>
<td>1.7</td>
<td>200</td>
<td>0.01</td>
<td>69ms</td>
<td>6.314E</td>
</tr>
<tr>
<td></td>
<td>Best Separation</td>
<td>2</td>
<td>1.7</td>
<td>200</td>
<td>0.01</td>
<td>81ms</td>
<td>5.641E</td>
</tr>
</tbody>
</table>

As can be seen in Table 2, the accuracy or quality of clusters with respect to Fuzzy K-Means is more when compared to that of K-Means. However, K-Means is faster than Fuzzy K-Means and consumes less CPU cycles. The results are presented as a series of graphs as shown below.

![Figure 4](diabetes.png)

Figure 4 –Results of K-Means with Random Fixed Clusters and Single Pass

As can be seen in Figure 4, it is evident that the horizontal axis represents the classes of cluster labels while the vertical axis shows value. As visible in the graph there are three clusters formed. Each cluster is represented with different color. The cluster center is also presented. The results reflect the performance of K-Means with random fixed clusters in a single pass.
As can be seen in Figure 5, it is evident that the graph shows the classes of cluster labels. As visible in the graph there are two clusters formed. Each cluster is represented with different color. The cluster center is also presented. The results reflect the performance of K-Means with random fixed clusters and multi-pass.

Figure 6 – Results of K-Means with Exchange Best Separation Clustering
As can be seen in Figure 6, it is evident that the graph shows the classes of cluster labels. As visible in the graph there are two clusters formed. Each cluster is represented with different color. The cluster center is also presented. The results reflect the performance of K-Means with exchange best separation clustering.

As can be seen in Figure 7, it is evident that the graph shows the classes of cluster labels. As visible in the graph there are three clusters formed. Each cluster is represented with different color. The cluster center is also presented. The results reflect the performance of K-Means with exchange and fixed clustering.

As can be seen in Figure 8, it is evident that the graph shows the classes of cluster labels. As visible in the graph there are two clusters formed. Each cluster is represented with different color. The cluster center is also presented. The results reflect the performance of K-Means with fixed clusters.
As can be seen in Figure 9, it is evident that the graph shows the classes of cluster labels. As visible in the graph there are two clusters formed. Each cluster is represented with different color. The cluster center is also presented. The results reflect the performance of K-Means with exchange best separation clustering.

4. CONCLUSION

In this paper, we studied the two widely used clustering algorithms for data mining purposes such as K-Means and Fuzzy K-Means. From the literature a hypothesis is conceived such as “Fuzzy K-Means is better than K-Means for Clustering”. We made experiments to know whether the hypothesis holds true. Experiments are made on the real data sets obtained from the UCI repository. The data sets used are related to diabetes disease. We built a prototype application to demonstrate the experiments with the two algorithms in terms of fixed clusters, best separation clusters, single pass clusters, multi-pass clusters, random fixed clusters with single pass, random fixed clusters with multi-pass, exchange best separation clusters, exchange fixed clusters, with other factors such as number of clusters, fuzziness, maximum iterations, precision, CPU time, and compactness. The empirical results revealed that the Fuzzy K – Means take more iterations and the CPU time when compared to that of K-Means. However, the accuracy and quality of the clusters made by Fuzzy K-Means is more comparatively. Thus our experiments proved the hypothesis “Fuzzy K-Means is better than K-Means for Clustering”.
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