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ABSTRACT 

 
Text mining is an emerging research field evolving from information retrieval area. Clustering and 

classification are the two approaches in data mining which may also be used to perform text classification 

and text clustering. The former is supervised while the later is un-supervised. In this paper, our objective is 

to perform text clustering by defining an improved distance metric to compute the similarity between two 

text files. We use incremental frequent pattern mining to find frequent items and reduce dimensionality. 

The improved distance metric may also be used to perform text classification.  The distance metric is 

validated for the worst, average and best case situations [15]. The results show the proposed distance 

metric outperforms the existing measures. 
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1. INTRODUCTION 
 
Text mining may be defined as the field of research which aims at discovering retrieving the 

hidden and useful knowledge by carrying out automated analysis of freely available text 

information and is one of the research fields evolving rapidly from its parent research field 

information retrieval [1]. Text mining involves various approaches such as extracting text 

information, identifying and summarizing text, text categorization and clustering. Text 

Information may be available either in structured form or unstructured form. One of the widely 

studied data mining algorithms in the text domain is the text clustering.  

 

Text clustering may be viewed as an unsupervised learning approach which essentially aims at 

grouping all the text files which are of similar nature into one category thus separating dissimilar 

content in to the other groups. Clustering explores the hidden knowledge thus making it possible 

to perform statistical analysis [2, 15]. In contrast to the text clustering approach, the process of 

text classification is a supervised learning technique with the class labels known. 

 

In this paper, we limit our work to text clustering and classification. Clustering is a NP-hard 

problem. One common challenge for clustering is the curse of dimensionality which makes 

clustering a complex task. The second challenge for text clustering and classification approaches 
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is the sparseness of word distribution. The sparseness of features makes the classification or 

clustering processes in accurate, in efficient and thus becoming complex to judge the result.  

 

The third challenge is deciding the feature size of the dataset. This is because the features which 

are relevant may be eliminated in the process of noise elimination. Also deciding on the number 

of clusters possible is also a complex and debatable process. 

 

2. LITERATURE SURVEY 

 
Text mining spans through various areas and has its applications including recommendation 

systems, tutoring, web mining, healthcare and medical information systems, marketing, 

predicting, and telecommunications to specify a few among many applications [1].  

 

The authors [2,9], study and propose various criteria for text mining. These criteria may be used 

to evaluate the effectiveness of text mining techniques used. This makes the user to choose one 

among the several available text mining techniques. In [3], the authors use the concept of text 

item pruning and text enhancing and compare the rank of words with the tf-idf method.  

 

Their work also includes studying the importance and extending the use of association rules in 

the text classification. Association rule mining is playing an important role in text mining and is 

also widely studied, used and applied by the researchers in text mining community.  

 

In [4] authors discuss the importance of text mining in the predicting and analyzing the market 

statistics. In short, they perform a systematic survey on the applicability of text mining in market 

research.  

 

In [5], the authors work towards finding the negative association rules. Earlier in the past decade, 

the data mining researchers and market analysts were only interested in finding the dominant 

positive association rules. In the recent years, more research is being carried out towards finding 

the set of all possible negative association rules.  

 

The major problem with finding negative association rules is the large number of rules which are 

generated as a result of mining. The negative association rules have important applications in 

medical data mining, health informatics and predicting the negative behavior of market statistics.  

In [6], the authors use the approach of first finding the frequent items and then using these 

computed frequent items to perform text clustering. They use the method called “maximum 

capturing”.  

 

With the vast amount of information getting generated in the recent years, many researchers 

started coming out with the extensive study and defining various data mining algorithms for 

finding association rules, obtaining frequent items or item sets, retrieving closed frequent 

patterns, finding sequential patterns of user interest [7].  

 

All these algorithms are not suitable for their use in the field of text mining because of their 

computational and space complexities. The suitability of these techniques in text mining must be 

studied in detail and then applied accordingly. One of the important challenges in text mining is 

handling the problems of mis-interpretation and less frequency. The work of the authors includes 

proposing two methods namely  
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1. Pattern deploying and  

 

2. Pattern evolving  

 

which are used to refine the discovered patters for effective text classification. The experimental 

findings in [7] show their approach is far better than BM25 and SVM based models. 

 

An extensive survey on dimensionality reduction techniques is per-formed in [8]. The authors 

discuss the method of principal factor analysis, maximum likely hood factor analysis and PCA 

(principal component analysis).  

 

A fuzzy approach for clustering features and text classification which involves soft and hard 

clustering approaches is discussed in [12].  

 

An improved similarity measure overcoming the dis-advantages of conventional similarity 

measures is discussed in [10], their work also involves clustering and classification of text 

documents.  

 

In [11], the concept of support vector machines, SVM is used for document clustering. Section 2 

of this paper discusses the related works performed by various researchers  

 

Section 3 outlines incremental frequent pattern mining algorithm. We use the same algorithm 

published in the literature [13, 14, and 15] without any modification. The objective here is to find 

the reduced dimensionality. Section 4 introduces the proposed approach with the algorithm 

pseudo code.  For clustering we use the same process as used in [15].  

 

We discuss a cases study in Section 5 and some preliminary results evaluated. Finally we 

conclude the paper in Section 6. This paper is extension of the work carried out earlier in [15] 

presented at ACM COMPSYSTECH 2014. 

 

3. INCREMENTAL ALGORITHM 
 

The common assumption that the frequent item finding algorithms make is that the database does 

not change. This is hypothetical. In reality, there are many instances where the database keeps 

changing. How can we find frequent item sets in this scenario?  

 

This forms the basis for incremental approach. This is because as the existing databases changes, 

the frequent items and association rules corresponding to this database also changes.  

 

So, the previously computed frequent item sets are no more valid and hence must be re-computed 

and updated w.r.t modified database.  

 

This can be done in 2 ways.  

 

1. Find the frequent items for the whole database once again. This is time consuming and 

also not efficient. Each time database changes, we must start the process of finding 

frequent items from start. So, this is not a better approach. 
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2. Alternately , if we can somehow make use of  already computed frequent items and use 

these frequent items of the old database to find the frequent items of the updated database 

(old database + newly added database) then it would be better. 

 

The second approach is the foundation for incremental approach. This incremental approach is 

used to find frequent item sets and perform clustering in this paper. We outline the incremental 

algorithm for finding frequent item sets. 

 

3.1 Algorithm 
 

Algorithm.   Incremental approach using promoted border sets 

{ 

// P pass  

// Ii   item sets of level i 

// ∆min  user defined support value 

// Dold  , Dcurrent  old and present database 

P � 1 

i�1 

Ii � set of all item sets of level-i 

Scan the database to find support of items in  Ii  

Lp � store the frequent-1 item sets in the set denoted by Lp 

P � P+1  

 while (Lp-1 is not empty) 

 { 

       Ip � find candidate item sets from Lp-1 

       prune  Lp 

for each transaction 

       { 

        Increment count of each candidate item set in Lp  contained in transaction, t 
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        Lp  �  set of all candidate item sets satisfying user defined support  

        Bp  �  set of all candidate item sets below user defined support 

        P � P+1  

        L  � union of all the candidate item sets ≥ ∆min  

        B  �  set of all candidate item sets< ∆min 

     }    

   //  F frequent item sets of whole database 

   //   B Promoted border set 

Read newly added set of files and Increment support values of  X  such that  X Є Lold U Bold and 

place the item sets which support level w.r.t whole database in F and B respectively. 

If (there exists border items)  

then  

         F � frequent items of whole database 

else 

        Generate candidate sets which are supersets of promoted border set, B 

// end of algorithm 

} 

} 

4. PROPOSED METHOD 

 
In this section we first outline the proposed work and then give the pseudo code of the proposed 

approach. The  objective  is  to  perform  clustering  for  a  given  set  of  text  files taken as input.  

After selecting the input text files, the pre-processing phase applies stop-word removal which 

removes unnecessary words that doesn’t have any meaning, followed by stemming to find the 

root/stem of a word. 

 

We, then apply incremental algorithm to find frequent itemsets over the pre-processed data to 

further reduce the dimensionality of the terms, obtaining a document-by-word matrix. The 

document-by-word matrix contains data instances, where each data instance represents a binary 

value (0-1) to denote if the term is present or not in that particular document.  
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By applying our similarity measure over this matrix, we generate a similarity matrix that denotes 

the similarity between each document pair. Based on these similarity values, we perform 

clustering by grouping documents with same similarity value into a single cluster. We outline the 

pseudo code for the proposed approach below. 

 

4.1 ALGORITHM 

 
Clustering_text_files (input: Text files, output: Clusters) 

 

 {  

 

Step 1: 

  

Pre-process the set of input text files to eliminate unnecessary words. This may include 

elimination of stop words followed by stemming. In addition user may include additional stop 

words as per the requirement.   

 

Step 2:     

  
Form the feature vector, FV.  // Here FV contains all unique words from the input files.  

 

Step 3:   

1. Using the FV as columns, transform the content of files in to equivalent matrix 

representation where rows include text files and columns include words.   

2. Generate index for each word for making search process simple and efficient. The cells 

include frequency of each word in corresponding text files 

Step-4:   

 

Form binary matrix from frequency matrix obtained  

 

Step-5:   

 

Apply Incremental frequent pattern mining algorithm and find the final frequent items 

 

Step-6:  

 

These frequent items form the reduced dimensions. This reduced dimension is taken as the input 

for the clustering phase. 

 

Step-7:   

 

Apply clustering algorithm for the matrix with reduced dimensions. 
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Step-8:   

 

The result is set of clusters which are similar to a threshold  

} 

 

4.2 SIMILARITY MEASURE 

 
For Clustering we use the proposed distance metric for computing document similarity between 

two text files. 

 

In this section, we explain the proposed distance measure , ������  for finding the document 

similarity between any two text documents. The Table.1 represents the functional table of the 

function  ƒ	 < �� , �� >  which maps the particular word combination to one of the values 0, 1, 

-1. Here �� , �� represents k
th
 word in documents �� and �� 

 
Table 1. Truth Table 

 

combination ��  ��   ƒ	 < �� , �� > 

1 0 0 -1 

2 0 1 1 

3 1 0 1 

4 1 1 0 

 

To define the proposed similarity function, ������ , we define a function ���� as given by the 

equation 1.  

 

The function N is defined as  

 

���� =  
∑ �1��

�� (�� , ��)
∑ �2��

�� (�� , ��)
                                                                                                                    (1) 

 

where    

 

               − � (
    ƒ!"#$% ,#&%'

(
 ))

  ;  ƒ	 < �� , �� >  =   1 

 

                                   

 �1  =        0                            ;  ƒ	 < �� , �� > = −1 

 

                � (
    ƒ!"#$% ,#&%'

(
 ))

  ;   ƒ	 < �� , �� >  =     0                                                                        (2) 
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0   ;   ƒ	 < �� , �� > =  −1 

 

�2  = 

                        1    ;     ƒ	 < �� , �� > ≠ −1                                                                                            (3)     

             

The similarity measure is defined as 

 

          -./01�23 4515678539, ������    =
:1 + ����<

(1 + λ)
                                                                        (4) 

 

The value of lamda, λ is @ixed to 1 to normalize similarity value. �1 and �2  are distribution 

factors which indicate the statistical distribution and the features considered to evaluate the 

similarity measure.  

 

The similarity value lies between 0 and 1.  The parameter, ���� gives the normalized distribution 

effect of all the features over the documents being considered. 
 

The figure.1 below shows the workflow 

 
Fig. 1 Workflow of proposed approach 

 

5. CASE STUDY AND RESULTS 

Consider the document word matrix shown below in Table.2. Here File-1 to File-9 are text files 
with feature vector containing 7 features.  

 

 

 

 



International Journal of Data Mining & Knowledge Management Process (IJDKP) Vol.5, No.6, November 2015 

61 

Table.2: Matrix in Binary Form 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
The Table.3 shows the similarity matrix. The clusters obtained using the proposed similarity 

measure are shown in Table.4 

 
Table.3   Similarity Matrix 

 

   

 

 

 

 

 

 

 

 

 

 

 

 
Table.4   Clusters Obtained Using Proposed Measure 

 

 

 

 

 

 

 

 

 

 

 

 

File/Word W1 W2 W3 W4 W5 W6 W7 

File1 1 0 0 1 0 0 0 

File2 1 0 0 0 0 0 1 

File3 0 0 0 0 0 0 0 

File4 1 1 0 0 0 0 1 

File5 1 0 0 0 1 1 0 

File6 1 1 1 1 0 1 0 

File7 1 1 1 1 1 1 1 

File8 1 1 1 0 1 0 0 

File9 0 1 1 1 1 0 0 

 F2 F3 F4 F5 F6 F7 F8 F9 

F1 0.64 0.45 0.60 0.56 0.65 0.58 0.51 0.52 

F2 0 0.48 0.83 0.58 0.53 0.58 0.52 0.42 

F3 0 0 0.48 0.43 0.44 0.43 0.40 0.39 

F4 0 0 0 0.56 0.62 0.65 0.62 0.50 

F5 0 0 0 0 0.59 0.67 0.65 0.53 

F6 0 0 0 0 0 0.83 0.71 0.71 

F7 0 0 0 0 0 0 0.77 0.78 

F8 0 0 0 0 0 0 0 0.78 

F9 0 0 0 0 0 0 0 0 

Clusters Documents 

Cluster-1 6,7 

Cluster-2 2,4 

Cluster-3 8,9 

Cluster-4 1,5 

Cluster-5 3 
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The Silhouette Plot for Proposed Similarity Measure is shown in the Figure.2 below. The 

distribution of files with in clusters is found even using proposed measure as seen in the plot 

below.  

 

Also, the silhouette plot has maximum positive values compared to negative values. In this case, 

we have 8 positive and 1 negative values. The files with in the cluster are not much separated and 

are evenly distributed.  

 

This may be deduced from clusters 1, 3. Also, Cluster-5 has silhouette value of 1, which means 

that the document is correctly placed and separated w.r.t other clusters.   

 

This is not true w.r.t silhouette plot obtained in Fig.3 where the distribution of files is not well.  

 
Figure 2: Silhouette Plot for Proposed Similarity Measure 

 

Fig.3 below shows the Silhouette Plot for Euclidean distance measure. Cosine and City block 

distance measures were found infeasible to obtain the silhouette plots.  
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Figure 3: Silhouette Plot for k=5 Using Euclidean distance metric 

 

6. CONCLUSION 

 
Text clustering has been extensively studied in various research areas some of which include bio-

informatics, business intelligence, text mining, web mining, and security.  In this work, we use 

the concept of frequent itemsets to perform dimensionality reduction and use this reduced 

dimensionality to perform clustering. For frequent patterns, we use incremental approach as 

discussed. To perform text clustering, we make use of the distance metric which is an improved 

version of our previous measure [15]. The clustering approach in [15] is used to cluster the text 

files with the similarity matrix replaced by the proposed measure. 
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