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ABSTRACT 

 

Recently, GPS and mobile devices allowed collecting a huge amount of mobility data. Researchers from 

different communities have developed models and techniques for mobility analysis. But they mainly focused 

on the geometric properties of trajectories and do not consider the semantic facet of moving objects. The 

techniques are good at extracting patterns, but they are hard to interpret in a specific application domain. 

This paper proposes a methodology to understand mobility data and semantically interpret trajectory 

patterns. The process considers four different behavior types such as semantic, semantic and space, 

semantic and time, and semantic and space-time. Finally, a system prototype was developed to evaluate the 

behavior models in different aspects using one of the location based services. The results showed that 

applying the semantic association rules could significantly reduce the number of available services and 

customize the services based on the rules. 
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1. INTRODUCTION 
 

With the increasing number of smartphones, it becomes handy to collect the movement data 

generated by different moving entities. Moreover, most of the smart phones can offer positioning 

functionalities such as Global Positioning System (GPS) [1]. These kinds of technologies 

significantly increase the potentials of existing applications such as traffic monitoring and 

establishing geo-social networks, and also promote accessing location based services (LBS) such 

as location-aware advertising and integrated information services [2]. The widespread use of 

these applications and services in our daily activities has led to a large number of positioning data 

that can be represented as trajectories [3]. Generally, these types of data take the form of an [x, y, 

t] triplet that represents the spatial coordinates and time stamp of a location [4]. With such an 

increase of trajectory data, there is a need for improving the existing methods to efficiently 

handle and investigate user behavior from such a large amount of data. 

 

To explore user behavior, some researchers have investigated new analytical techniques [5]–[7] 

and computational methods [8]–[10] for the analysis of movement data. Moreover, some 

researchers have developed new techniques to discover similar trajectories [11], periodic 

movement [12], and identify relative motion patterns [13]. Therefore, many studies have 

determined approaches to use trajectory data for different types of knowledge discovery methods 

such as trajectory data modelling and analysis, trajectory pattern mining, and exploratory visual 

analytics [8], [9], [14], [15]. However, the proposed approaches have mainly concentrated on the 

geometric properties of trajectories. Therefore, the extracted patterns are classified based on a set 

of geometric properties. The techniques are good at extracting patterns, but the they are difficult 

to understand in a specific application domain [16]. In addition, when the nature of the movement 
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data is considered as context within the mining process, the mined results can be made more 

meaningful [3]. Therefore, movement data needs to be reconsidered from the spatiotemporal and 

semantic view as well. Recently, new research efforts have investigated methods that support 

trajectories with rich conceptual models where semantics of movement can be clearly expressed 

[17]–[20]. Considering former conceptual studies on trajectories, the motivation of this paper is to 

further explore semantic methods for analyzing trajectory data, not only from a geometric view, 

but also from a semantic perspective as well. This can be obtained by means of a semantic 

process, where raw trajectories are enhanced with semantic information and integrated with 

geographic knowledge encoded in an ontology. Using semantic within the knowledge discovery 

process in order  to extract behavior patterns can help in the understanding of the movement of an 

object [3].  

 

Therefore, the main idea of this paper is to propose a methodology to understand mobility data 

and semantically interpret trajectory patterns. To achieve this goal, it is necessary to define a 

semantic conceptual data model and a technique to use a rich model and extract meaningful 

trajectories from the movement data. The reminder of the paper is organized as follows. In 

section 2 related work from current work is presented. In section 3 the proposed methodology is 

described and each part is illustrated. In section 4 the conducted experiments on a dataset is 

showed. Moreover, a summary of the results is presented. In section 5 the paper is concluded and 

the future research regarding further development is described. 

 

2. RELATED WORKS 
 

2.1. Knowledge Discovery for Movement Data 
 

Recently, the database community has concentrated on defining several spatiotemporal data types 

such as moving points and moving regions [21]. Guting et al [22] have paid significant attention 

to moving object databases. They proposed various methods for modeling moving objects in 

constraints networks such as road networks. Pelekis et al [23] established a prototype named 

HERMES to use the spatial data types, which were provided by a database management system. 

Mostly, research in this area has motivated on the geometric facet of trajectories. A number of 

data mining (DM) techniques have been proposed for discovering similar trajectories [24]–[26]. 

Generally, most research have concentrated on the mining step itself, and overlooked the entire 

knowledge discovery process [4]. 

 

Lately, the perception of a semantic trajectory was advanced as a sequence of stops and moves 

[27]. A stop is defined as an attracting place in which a moving object has stayed for a period of 

time and move is defined as the part of the object’s movement among consecutive stops [21]. A 

number of researchers have implemented this concept as a standard for semantic trajectory 

modelling and analysis, but only a few such as Vania et al [4], Baglioni et al [28] and Trasarti et 

al [29] have adopted semantic knowledge to interpret and understand trajectory patterns. 

Therefore, in this work we extend a typical DM framework by considering ontologies in the 

knowledge discovery process.  

 

2.2. Ontology and semantic knowledge discovery 
 

Ontology is a key in geospatial information systems by defining interrelations between different 

domains of spatial and temporal entities [30]. Lately, some research have shown the efficiency of 

using ontologies in the knowledge discovery process [31]. Phillips and Buchanan [32] utilized 

ontologies to improve a feature selection method in the process of knowledge discovery. 

Bernstein et al. [33] proposed an ontology based intelligent DM to rank the mining process. 
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Bauer and Baldes [34] designed an ontology based interface to help users understand their  

learning system from a semantic view. Canataro and Camito [35] expressed the use of an 

ontology based DM to simplify knowledge discovery process. However, none of the mentioned 

works have deliberated a model ontology that contains spatial, temporal, and other dimensions of 

data. They mostly concentrated on data dictionaries, data interoperability, and data representation 

[21]. Therefore, the main purpose of this paper is to demonstrate the key role that ontologies can 

play in the knowledge discovery process, especially in the association rule mining process.  

 

3. METHODOLOGY 
 

Figure 1 illustrates the proposed methodology. It consists of three main parts, namely: semantic 

trajectory ontology, semantic behavior modelling, and prototype development. 

 

 
 

Figure 1. The proposed methodology 

 

The first part generally contains maps/layers and an application domain. In this part, a conceptual 

data model is defined and based on that, a semantic trajectory ontology model is designed. Then 

the ontology concepts are mapped to the users’ trajectory data. The second part shows the 

procedure to model the behavior of users. It includes data preprocessing and rule mining. The 

input data for the modelling process are semantic trajectories. The input data has to be 

preprocessed and transformed into a proper dataset that is suitable as an input for rule mining. 

The generated rules constitute the behavior model, which are imported into the ontology model. 

In the last part, a prototype is developed to evaluate the ontology based behavior model in 

different aspects by considering one of the LBSs called location based advertisement.  
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3.1. Semantic Trajectory Ontology 
 

The essential part of this work is a conceptual data model of semantic trajectories, which is 

illustrated in Figure 2-a. It describes the conceptual model, which addresses the modelling 

requirements with the goal of analysis of semantic trajectory data. The aim of this model is to 

represent the concepts and relations of the movement domain where trajectory data and semantic 

movement patterns are to be interpreted along with the behavior types. This model is an expanded 

form of the conceptual data model presented in Spaccapietra et al.[17]. The conceptual model 

contains information related to: moving object, raw trajectory, sub-trajectory, semantic sub-

trajectory, semantic trajectory, semantic place, stop, move, activity type, and behavior type.  

 

 

 
 

Figure 2. (a) Extended conceptual model of semantic trajectory used in this work 

 

 
Figure 2. (b) Semantic trajectory ontology model 

 

Moreover, in this part an ontology model is built based on the proposed conceptual data model. 

Figure 2-b shows a very partial version of this ontology with only the most important concepts 

and relationships. This ontology provides the semantic description of application-relevant 

trajectories with their domain specific semantic meaning. Every trajectory is composed of stops 

and every stop is connected to other stops by moves. Moves can be identified by transportation 

mean type. Every stop is connected to an interval that represents the time of the stop. It includes 

begin time and end time concepts that identify when the trajectory starts and ends. Moreover, 
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each stop is linked to a place and an activity type that can be performed in the place in order to 

enrich the stop entity. An activity can be associated to a behavior type, which is already 

associated to the trajectory concept. Movement patterns are composed of different activity types, 

which are some of the main parameters to identify movement behavior. 

 

3.2. Ontology Based Semantic Behavior Modelling 
 

3.2.1. Semantic trajectories 
 

A semantic trajectory is a type of trajectory that has been enhanced using contextual data such as 

activity types. The process of creating the semantic trajectories is described in detail in Mousavi 

and Hunter [36]. As shown in Table 1, a semantic trajectory of a user, which not only has the 

activity types but also has some other semantic features such as time, duration, and date. For 

instance, On June 8
th
, the user has left home at 7:12 am and has gone to work at 7:45 am and 

stayed there for 9 hours and 13 minutes.  

 
Table 1. Semantic trajectory of a user 

 

Date Start Time_1 End Time_2 Day Stayed 

8-Jun Home 7:12 Work 7:45 Monday 9:13 

8-Jun Work 17:25 Shopping 17:41 Monday 2:01 

8-Jun Shopping 19:50 Home 20:13 Monday 10:12 

 
The next step is to find the behavior type of users, which indicate the regularities between users’ 

activity types. For instance, if a user goes shopping, what is the possibility the user might do 

other activity types such as going for shopping again, going to visit a friend or return home 

afterward (Figure 3). The figure shows a schematic representations of the activity types and their 

connections.  

 
Figure 3. Association between different activity types 

 

3.2.2. Data preprocessing 

 

Data preprocessing is necessary to obtain an appropriate dataset. This process involves several 

steps such as selection, transformation and aggregation of the data. In this paper, ontologies are 

used for representing terms and relationships of the activities. Activities can be represented as 

taxonomy, from the more specific to the more general. Figure 4 shows an activity classification of 

a user. It is classified into four different major activities such as recreation, profession, shopping, 

and other activity types. 
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Figure 4. Activity types classification 

 
Profession activity types could be working, getting involved into different jobs, etc., Shopping 

refers to time spent at different stores for buying food and drinks, or groceries in general required 

for one’s daily needs. Recreation might include going to the theatre, the pub, gyms, and other 

places related to leisure. Other activity type might include relaxing at home, cultural or religious 

activities, etc. Humans regularly perform their activities at different times. Thus, it is very 

improbable to find regular relationships in a specific timestamp. This paper defines different 

ranges for date and time to extract some common behavior patterns. Therefore, the time ontology 

contains the temporal discretization such as absolute intervals as shown in Table 2. 

 
Table 2. Temporal discretization of time ontology 

 

Time Definition 

Morning 4:00 AM - 11:59 AM 

Afternoon 12:00 PM - 4:59 PM 

Evening 5:00 PM - 8:59 PM 

Night 9:00 PM - 3:59 AM 

 

The acquired data is used as input for the described mining process. Several datasets are 

generated based on variety of attributes. The behavior of a trajectory in general, is computed with 

intelligent methods such as data mining algorithms. As shown in Figure 5, a behavior is 

composed of different activities and their attributes, since one activity may or may not be 

followed by another.  

 
Figure 5. A behavior is composed of different activities and their attributes 
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Different types of behavior patterns such as semantic, semantic and time, semantic and space, and 

finally, semantic and space-time are considered as it can be seen in Figure 6. 

 

 
 

Figure 6. Different semantic behavior models 

 
3.2.3. Association Rule mining 
 

Apriori [37], which is one of the association rule mining algorithm  was used to extract 

relationships from the observed activity types of users as behavior type. The dataset  includes 

all different types of activities occurred by users and is used as input for the process. Let 

 be a finite set of all  task relevant items. It is determined during the 

preprocessing, which was explained in the previous sub-section. A subset  is named 

itemset. This algorithm is based on the frequency of the itemsets in the dataset. For instance, 

assume an instance I is a non-empty subset of . All instances together form the 

dataset . An association rule is an implication of the form  

where , , ,  and . There are two measures to calculate the 

interestingness of the extracted patterns, which are called support and confidence [38].  

The support (1) shows how often  and  happened together in the dataset. 

 

                                                                                           (1) 

 

The confidence of a rule (2) shows the number of itemsets containing Y that also contains X. 

                                                                                                  (2) 

 

The procedure is performed in two different steps. First, a set of frequencies is generated for each 

activity type. Minimum support criteria is applied as a constraint to control this step. Second, the 

relevant association rules are generated from the frequent itemsets. Minimum confidence criteria 

is applied to control and filter the expected rules from the itemsets. The minimum support and 

confidence criteria differ corresponding to the kinds of rules that the expert is willing to  identify 

in the dataset[36]. 
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3.3. Prototype implementation 

 
In this work a prototype was developed to evaluate the applicability and usefulness of generated 

information using the proposed methodology. To test the prototype, location based advertisement, 

which is one of the LBSs, was considered. It is customized based on the results of the 

methodology. Therefore, several runs of the user based on different scenarios are tested. 

 

4. EXPERIMENTS 
 

The performance of the proposed methodology was evaluated using Calgary’s dataset. The data 

used for this experiment was captured by a user, who has installed an application (developed for 

this research) on his phone and carried the phone with him while driving a car in the city for a 

year.  
 

4.1. Association rule mining 
 

Apriori algorithm was applied to determine support for, and confidence in a particular pattern to 

find rulesets. A number of association rules found in the Calgary’s semantic trajectories using 

minimum support of 2, and a minimum confidence of 60%. All the extracted rulesets were stored 

into the data repository and imported into the ontology model. Different rulesets are shown below 

from different behavior types. Table 3 lists a number of rules extracted from semantic attributes. 

For instance, if the user performed a recreational activity, there was 2.3 % support and 66.7 % 

confidence that the user will return home or if the user performed a work activity, there was 26 % 

support and 78 % confidence that the user will return home.  
 

Table 3. A number of extracted association rules developed from semantic attributes 

 

Rules Support Confidence 

If Recreational THEN Return home 2.3% 66.7% 

If Shopping THEN Return home 22.1% 62.1% 

If Work THEN Return home 26% 78% 

 

Table 4 lists a number of rules extracted from semantic and time attributes. For instance, if the 

user performed a work activity in the afternoon, there was 3.1 % support and 88.1 % confidence 

that the user will return home or if the user was at home in the evening, there was 12.2 % support 

and 75 % confidence that the user will go shopping. 

 
Table 4. A number of extracted association rules developed from semantic and time attributes 

 

Rules Support Confidence 

If Work – Afternoon THEN Return home 3.1% 88.1% 

If Home - Morning THEN Work 26% 94.1% 

If Home - Evening THEN Shopping 12.2% 75% 

 
Table 5 lists a number of rules extracted from semantic and space attributes. For instance, if the 

user performed a shopping activity at location number 39, there was 6.1 % support and 100 % 

confidence that the user will return home or if the user was performed a socializing activity at 

location number 3, there was 2.3 % support and 100 % confidence that the user will return home. 
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Table 5. A number of extracted association rules developed from semantic and space attributes 

 

Rules Support Confidence 

If Shopping_39 THEN Return home 6.1% 100% 

If Shopping_10 THEN Shopping_39 6.9% 66.7% 

If Socializing_3 THEN Return home 2.3% 100% 

 

Table 6 lists a number of rules extracted from semantic and space-time attributes. For instance, if 

the user performed a shopping activity at location number 39 in the evening, there was 5.3 % 

support and 88.9 % confidence that the user will return home or if the user was at home in the 

evening, there was 11.45 % support and 68.5 % confidence that the user will go shopping at 

location number 10. 

 
Table 6. A number of extracted association rules developed from semantic and space- time attributes 

 

Rules Support Confidence 

If Shopping_39 – Evening THEN Return home 5.3% 88.9% 

If Home - Evening THEN Shopping_10 11.45% 68.5% 

If Socializing_3 – Evening THEN Return home 2.3% 100% 

 
4.2. Prototype Testing 
 

To test the capabilities of the system, several runs of the user based on different scenarios have 

been tested. Different cases are elaborated on below. Based on the user’s semantic and time 

behavior ruleset, in the evening, the user usually performs a business activity (fuels with gas). 

Therefore, once the user passes by any gas station in the evening, he would get a notification to 

fuel with gas (Figure 7). 

 

 
 

Figure 7. Testing the system using time and semantic behavior type 

 
Based on the user’s semantic behavior ruleset, since the user had some activities such as 

recreational, once he passes by a park, he would get a notification about the park (Figure 8). 
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Figure 8. Testing the system using semantic behavior type 

 
In this case, the user passed by two different places such as a park and a mall. Based on his 

semantic and space behavior ruleset, he would get two notifications, one for each location (Figure 

9). 

 
 

Figure 9. Testing the system using space and semantic behavior type 

 
Based on the user’s semantic and space-time behavior ruleset, if the user performs a recreational 

activity at location number 5 in the evening, then he would go shopping afterward. Therefore, 

based on this ruleset, the user has received a notification about a shopping activity while leaving 

the park and passing by a mall (Figure 10). 

 

Would you 

like to go 

shopping? 
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Figure 10. Testing the system using semantic and space-time behavior type 

 
Moreover, the location based advertisement was used to test the extracted behavior models. 

Different service types; temporal, spatial and spatiotemporal were considered in this regard ( 

Figure 11. ). The temporal services are the ones with a limited time period. For instance, there’s 

30% discount on everything at Tommy this week. The spatial services are the ones that will be 

sent in specific distance of the user. For instance, if the user’s distance to Tommy store is less 

than or equal to 200 meters, a notification will be sent to the user. The spatiotemporal services are 

the ones that not even the user has to be in specific distance of the store, but also it has to match 

with the time period. For instance, if the user’s distance to Tommy store is less than or equal to 

200 meters in this week, a notification will be sent to the user.  

 

 
 

Figure 11. Service types 

 
As it can be seen in Table 7, there are different service layers used in this research to implement 

the prototype such as sport, amenity, community center and business. Each one had variety of 

services to provide. For instance, amenity layer had some services related to parks and recreation. 
 

Table 7. Different service categories of the city of Calgary 

 

Sport Amenity Community center Business 

Education 

School 

 

Parks 

Recreation 

 

Attraction 

Community center 

Court 

Hospital 

Library 

School 

Retail dealer 

Contractor 

Cleaning services 

Food services 

Personal services 

 

 

P5 
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As it can be seen in Table 8, the above mentioned services are related to the extracted activities. 

For instance, for recreational activities, two different service categories named sport and amenity 

were considered. 

 
Table 8. Different service categories related to different activity types 

 
Activity type Service category 

Socializing Sport/Amenity Services 

Shopping Business Services 

Daily shopping Business Services 

Eating Business Services 

Education Sport/Community Services 

Recreational Sport/Amenity Services 

Business services Business Services 

Health services Community Services 

 

Four different behavior models: semantic, semantic and space, semantic and time, and semantic 

and space and time were considered in this testing. As it can be seen in Table 9, by considering 

different behavior models, the number of regular services has significantly reduced for each 

behavior model. For example, by considering semantic and temporal behavior model, the number 

of services had decreased from 800 to 309 services. This indicates that considering the user’s 

behavior model can customize the available services for the user by filtering out some irrelevant 

services. 

 
Table 9. Comparing different behavior types with the number of delivered services 

 

Behavior type No. of Customized 

Services 

No. of Regular 

Services 

Semantic 412 800 

Semantic and space 215 800 

Semantic and time 309 800 

Semantic and space-time 54 800 

 

5. CONCLUSIONS 

 
The proposed methodology was applied to discover interesting knowledge about different 

behavior types of users as rulesets. The results showed that applying these rulesets could 

significantly reduce the number of available services and customize the services based on the 

rules. Therefore, the rule mining process is application dependent and it is required to enrich 

trajectories with geographic information. Moreover, developing an ontology based model could 

help to enhance communication between users and the system and service providers could 

provide the most suitable services to users. Therefore, generating different users’ behavior types 

as new knowledge could be beneficial for different applications in LBS. This knowledge could be 

exploited to make intelligent predictions about user’s future behavior given the time and location 

of the user. Regarding future work, we are investigating the affect of spatial and temporal 

uncertainty of discovered association rules and their effect on interpretation. 
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