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ABSTRACT

The increased use of social media in Arab regions has attracted spammers seeking new victims. Spammers use accounts on Twitter to distribute adult content in Arabic-language tweets, yet this content is prohibited in these countries due to Arabic cultural norms. These spammers succeed in sending targeted spam by exploiting vulnerabilities in content-filtering and internet censorship systems, primarily by using misspelled words to bypass content filters. In this paper we propose an Arabic word correction method to address this vulnerability. Using our approach, we achieve a predictive accuracy of 96.5\% for detecting abusive accounts with Arabic tweets.
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1. INTRODUCTION

Twitter is a micro blogging social media platform where users post short messages called tweets. Each tweet is limited to 140 characters\(^1\) and can comprise text, links, symbols, videos, and, or pictures. Users in Twitter may have both a following and followers, thereby forming a social network. Followings are users that a Twitter user subscribes to, while followers are users who subscribe to an account. A Twitter account gets more influence in a social network whenever it has more followers. Each username starts with the symbol @, and occurrences of a username in a tweet are called mentions. A mention may include part of the original tweet, a reply, or may simply acknowledge a username. A tweet’s topics start with symbol #, which it is called a hashtag. A hashtag can be part of the tweet and can be searched through Twitter’s search engine. Arabic is a complex morphological, syntactical, and semantical language which varies in different regions of the Middle East [1]. Arabic text is read from right to left, and the words are separated by a whitespace unlike Farsi language [2]. Arabic language does not have capitalization; however, diacritization is used on the top or the bottom of the words to emphasize their pronunciation. Arabic has two forms: formal Arabic, also called Modern Standard Arabic (MSA), and informal Arabic. Formal Arabic is used in books, newspapers, academia, and other forms of formal literature, while informal Arabic comprises local words and slang words within different regions of the Arabic-speaking world.
Arabic is one of the top ten languages used in Twitter, and 6% of the daily tweets are in the Arabic language [3]. Since the Arab Spring revolution in 2011, the number of Twitter users from the Middle East has increased to over five million active users. Consequently, these users post over 500 million tweets per year, which is about 17 million tweets per day [4]–[7].

There is limited research on informal Arabic. Some of the limitations facing the automated classification of Arabic tweets are:

1- Use of slang words which differ among regions in the Middle East, and the lack of a dictionary that defines meanings of words for these dialects.
2- Lack of capitalization for words to express emotions like anger or attention. Instead of capitalization, Arabic uses word elongations (repeated sequences of letters). This elongation leads to misclassification of words.
3- Deliberate misspelling of words is used to reduce the number of the letters in a Tweet in order to meet the Twitter limitation of 140 characters. Such word compressions can mislead spelling correction and word normalization tools.
4- Arabic diacritization can lead to misspelled words. Twitter users often disregard adding discretization to the word but instead use letters in the word to reflect the pronunciation sound of the diacritization.
5- Using symbols to reflect letters in the words leads to misspellings and confuses attempts to automatically determine word meaning.

Spammers are exploiting these limitations in Arabic lexical tools to bypass content filtering and internet censorship systems and send targeted Twitter spam to Arabic-speaking users. There are different kinds of spammers who target social networks, such as those who post abusive content, profanity, swear words, insulting words, harassment, child pornography, and child exploitation. Collectively, we call the accounts of such spammers abusive accounts.

In this work, we make three main contributions:

- We have proposed a method that uses Arabic tweet word correction to improve the detection of abusive accounts on Twitter.
- We have evaluated the results of the proposed Arabic word correction method with other well-known word correction methods using more than 800 accounts and more than one million tweets.
- We have used word stemming in each method to assess the performance of each method with and without stemming.

The rest of the paper is organized as follows: in Section 2 we discuss prior and related work; in Section 3 we explain the proposed method of Arabic tweet normalizing; in Section 4 we describe the dataset; in Section 5 we outline the experimental setting and results obtained; in Section 6 we present our conclusions and discuss future work.

2. PRIOR AND RELATED WORK

This research focuses on finding the best method to normalize Arabic tweets in order to improve automated detection of abusive accounts. Prior and related work falls into two categories: Arabic normalization and spam detection in social media.
2.1 Arabic Normalization

In [8], Duwairi et al uses more than 25,000 labeled tweets to classify the tweet type. The tweets were normalized using three domain specific lexicon dictionaries that translate the informal words to MSA. This research shows the benefit of understanding the informal words in the tweets, and normalizing these informal words with Latin letters. Interestingly, this work finds that stemming the tweets would weaken the classification accuracy.

In [9], Sallam et al compares the results of using three datasets of MSA, namely: non-normalized and non-stemmed, only normalized, and only stemmed. The "only normalized" data set has the best result as it outperforms the other two data sets. Hence, normalization has higher impact on the result than the stemmer.

Shaalan et al in [10] developed an automatic spell checker for standard Arabic and Egyptian dialects. They created different lists of common Arabic spelling errors to choose corrected words from an Arabic dictionary. The first dictionary was the Reading Errors list which contained a group of letters that looked similar to each other. The second was the Hearing Errors list that contained a group of letters with similar pronunciation. The third was the Touch Typing Errors list that contained a group of letters close to each other on the keyboard. The fourth was the Morphological Errors list that contained a list of common words based on Arabic morphology. The fifth was the Editing Errors list that deal with typing mistakes such as insertion, deletion, and substitutions. This approach corrects the word based on detected error type, which may result in incorrect word correction for different dialects.

In [1], Muaidi et al divide each word into bigrams to develop an Arabic spell-checker. Each bigram is given a score. There are scores for the end of the word, anywhere in the word, or not in the word which are assigned values of 2, 1, or 0 respectively. Each word is compared against a list of words with similar bigrams. A word is considered correct if it has score of one for all the bigrams in the beginning and middle of the word, and a score of two for the last bigram, otherwise the word will be considered wrong, hence a score of zero.

In [11], Shaalan et al use a dictionary that contains more than 9 million words for Arabic spell correction. A word is considered misspelled if it is not part of the dictionary list, then the Edit Distance algorithm is applied to get a list of candidate words. Each candidate word is scored based on a noisy channel model that uses a one-million-word corpus, then the word with the highest score is chosen. This approach would apply to the MSA correction corpus, but it would not cover the informal Arabic word corpus.

2.2 Spammers in Social Media

Countries in the Middle East restrict and regulate the use of social media by the public and government employees to reduce the incidents of exploitation from spammers[12]. Spammers create and stockpile social media accounts, especially on Twitter because of its simplicity to create new accounts due to weak account opening and verification mechanisms. Spammers use these accounts to launch spamming campaigns that contain profanity, curse words, adult content, promotion of child pornography and exploitation, and harassment [13]. Spammers then disseminate targeted Twitter spam by exploiting weaknesses of the internet censorship and content filtering systems that use the blacklisted keywords, blacklisted URLs, and blacklisted spamming words [14].

Analyzing tweet content would enable better detection of the spammers. In [13], Singh et al used six filthy keywords in Twitter searches to collect a pornographic spammer dataset. The dataset
contains more than 73 thousand tweets and more than 18 thousand users. The result of analyzing
the tweets’ content distinguished spammer accounts from non-spammer, and had a better
performance than using the profile information alone. Therefore, the number of the followers and
following of the spammers did not show any difference from a celebrity account, but the tweet
content reflects the spammers behavior uniquely; that is, spammers are using filthy words in their
tweets, screen names, and profile descriptions (bios).

In [15], Shekar et al studied pharmaceutical spammers on Twitter, where the study shows
improved results by using two lists of words instead of one list. The first list is the name of the
product, and the second list is the words associated with the products, for example organic, tablet,
refill, etc. The classifying result had less false positives when the second list was used.

In [16], Irani et al studied the top trending topic on Twitter by connecting the tweet content to the
URL content on the web. One finding was that spammers were using the top trending topic in
their tweet either as hashtag, or text, but the URL content was not related to the tweet topic. Also,
the study used information gain measures to reduce the features with noise and the improve
performance of the classifiers.

In [17], McCord et al used four different machine learning algorithms to identify spammer and
non-spammer accounts on Twitter. The features were based on the user information and the
content information. The most effective features were: the word weight based on average number
of spamming words in the tweet, the number of the hashtags in the tweet, and the time of the
tweet. The dataset showed the spammers are using more than one hashtag in each tweet, tweeting
in the early morning, and they have more spamming words in their tweets.

Wang et al in [18] detected the new spammers on social media by studying suspended spammers’
accounts. In their approach, they first matched the URLs, IP addresses, and hashtags with
suspended account data to predict the spammers’ accounts. They then classified profile data, text
data, and the webpage content to determine similarities between spammer behaviour in different
social networks, such as spammers use of profane words in the online community by replacing
letters with symbols to bypass filtering systems.

In [19], Yoon et al determined the correct spelling of profane words that have symbols in them.
Each word is checked against a list of regular words. If not identified, the word is checked against
a profane word list. If not recognized in this list either, then a similarity letter process is applied.
The similarity process checks for symbols in the word and replaces them with corresponding
letters from a list of letters with matched symbols. After replacing the symbols, the word is again
checked against the regular word list and the profanity word list.

3. PROPOSED APPROACH

We propose a domain-specific lexicon approach for choosing the correct words from candidate
words based on the content of the tweet. As shown in Figure 1, the process has three main phases:
identifying misspelled words with corresponding candidate words, building a list of n-gram
words with their frequency, and lastly choosing the correct word.

3.1. Identifying misspelled words

Each word is compared against the Arabic Hunspell dictionary [20] that contain 300,000 words.
The string matching is based on Levenshtein Distance algorithm [21] where the edit distance of 0
is an exact word match from the dictionary. The words that match with the dictionary list are
considered correct and no further processing is required; otherwise, the word is considered
misspelled, and it has a list of candidate corrected words from the dictionary. This approach corrects the misspelled words with a word that matches the tweet content, but does not replace a wrong word that is correctly spelled.

The candidate word list is based on the following operation in each letter on the word: insertion, deletion, substitution, and transposition. Insertion is adding one letter in different places to the word. Deletion is deleting a letter from the word. Substitution is replacing a letter with another letter in the word. Transposition is changing the letter’s place with another letter in the word. These operations will lead to matching words from the dictionary that are correctly spelled, but only one is the best match for the tweet.

3.2. **N-gram word with frequency count list**

In this phase we used the n-gram word list to choose the correct word that fit the tweet meaning. We divided each tweet into n-gram words and counted the frequency of each n-gram word as shown in Table 1.

This list is built by using 1,300,000 tweets came from 49,200 Twitter accounts. These tweets were collected by using five Arabic swearing words that are presented in [22]. We have compared the correction result of three different sizes of n-gram that include unigram (1-gram), bigram (2-gram) and trigram (3-gram) to choose the right size of n for the n-gram list. We randomly picked 300 tweets that had misspelled words and ran them against the three n-gram word lists, then we manually analyzed the word correction of each set. We analyzed the
performance of each set by counting the number of misspelled words that were replaced and the number of replaced words that fit the tweet’s meaning.

Table 1. N-Gram List Comparison

<table>
<thead>
<tr>
<th></th>
<th>Replaced misspelled</th>
<th>Replaced with correct word</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uni-gram</td>
<td>89%</td>
<td>64%</td>
</tr>
<tr>
<td>Bi-gram</td>
<td>80%</td>
<td>91%</td>
</tr>
<tr>
<td>Tri-gram</td>
<td>10%</td>
<td>33%</td>
</tr>
</tbody>
</table>

Table 2. Tweet with Misspelling that Corrected by N-Gram Words List

<table>
<thead>
<tr>
<th>TWEET</th>
<th>CORRECT</th>
<th>UNI-GRAM</th>
<th>BI-GRAM</th>
<th>TRI-GRAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>ألف مبروك فوز المنتخب العراق بجميع طوافاته وقومياته! يمثله هذا المنتخب</td>
<td>ألف</td>
<td>فلا</td>
<td>ألف</td>
<td>طالعه</td>
</tr>
<tr>
<td>الحمد لله رحمة ورخاء وشدة وطاعه والحمد لله يوما وشهرًا و</td>
<td>طالعه</td>
<td>طالعه</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Summary of Bi-Gram Words List

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of tweets</td>
<td>1,300,000</td>
</tr>
<tr>
<td>Number of bigrams in word list</td>
<td>2,000,000</td>
</tr>
<tr>
<td>5% of bigram word list</td>
<td>100,000</td>
</tr>
</tbody>
</table>

As shown in Table 1, the first column represents the percentage of misspelled words that were replaced with correct words, whereas the rest of the misspelled words were not replaced because there are no matching sequences of words in the n-gram list. The results show the trigram words list is not effective on matching three words and finding the correct word, while the other two n-gram words lists replaced more than 80% of misspelled words. Moreover, the second column presents the percentage of the corrected words that fit within the tweet, as the misspelled word could be corrected by using a word that changes the tweet's meaning. For example, in Table 2, the unigram replaced the misspelled word “thousand” (الف الف) which is missing Hamza(油田), with word “Don’t” (لا), but the bigram list detected the misspelled part and corrected it. The bigram word list replaced the misspelled word with the correct word more accurately than the unigram word list as shown in Table 1. Based on the results of comparing the three sizes of n-gram word lists, we selected the bigram word list for correction since it has a higher percentage of replacements that match the tweet's meaning.

The total tweets shown in Table 3 produced 2,000,000 bigram words. This list contains 5% of bigram words with frequency of five or more, and the rest of the list has a frequency less than five.

3.3. Choosing the correct word

One candidate word from the suggested candidate word list is assigned to replace each misspelled word. The replaced word will be used with the next word in the tweet to form a bigram words set. Each bigram words set is compared to the bigram word list to find the exact word match (edit distance of zero). The set with higher frequency is used as the corrected word.
Table 4. Summary of Dataset

<table>
<thead>
<tr>
<th>Type of Content</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accounts</td>
<td>350,000</td>
</tr>
<tr>
<td>Tweets</td>
<td>1,300,000</td>
</tr>
<tr>
<td>Hashes</td>
<td>530,000</td>
</tr>
<tr>
<td>Links (URLs)</td>
<td>1,150,000</td>
</tr>
</tbody>
</table>

Otherwise, if the word is not part of the bigram word list, the word is identified as unknown, and is not replaced.

The word dictionary has a limited word set that does not cover local dialects and slang. The tweets contain some informal Arabic words that cannot be found in MSA dictionary. Therefore, some of the misspelled words are not corrected and are kept without change.

4. Dataset

This section describes the dataset collection, dataset normalizing, sub-datasets, features, and classifying method.

4.1. Collecting the dataset

As noted above, we used 1,300,000 tweets to create the bigram words list containing misspelled words. To ensure the minimum number of misspelled words in the bigram words list, we randomly chose different sets of 500 bigram words with frequency of 1,2,3,4, and 5 respectively to reduce the number of misspelled words. We found that sets with frequencies of 1,2,3, and 4 have over 70% misspelled words in each set, but the set with a frequency of 5 has 14% misspelled words. Therefore, we used the bigrams set with frequency equal to and higher than 5, and this set is about 5% of the total bigrams set. This list was used to choose the correct word from the candidate suggested words.

4.2. Normalizing the dataset

We normalized the tweets using the following steps:

- Removed all non-Arabic words.
- Removed all symbols.
- Removed all digits.
- Removed all the stop words by using the stop word list in [23]–[25].
- Removed all sequences of letters in the words except the name of God (Allah- ﷲ) [22].
- Removed all diacritics.
- Removed all extra whitespaces.

4.3. Sub-dataset

The normalized data set is used to create eight sub-datasets of: clear tweets, basic normalization, edit distance, proposed approach, and four other datasets that are the same previous four sets with the light stemmer applied. The description of the first four datasets is:
Clear tweets dataset is the normalized dataset without applying any further process of correcting misspelled words.

Basic normalization dataset is the normalized dataset with the basic Arabic normalization process to correct the most common Arabic spellings. This is the same as the one that was used in [9], [26]:

- Converting ḍ–ṣ–ṭ to ḍ
- Converting ى to ے
- Converting ɔ to ِ
- Converting ڇ–ڏ to ء

Edit Distance dataset is the normalized dataset in which we choose the correct word by using an edit distance of 1. The edit distance is a measure of the four operations of deletion, substitution, indentation, transposition [21].

Proposed Approach dataset is the normalized dataset in which we apply the proposed approach of correcting misspelled words as described above.

The rest of the four datasets are the first four datasets with the light stemmer applied. The light stemmer removed the prefix and suffix without dealing with infix or getting the root of the words. Arabic text mining has better performance with a light stemmer than a root stemmer [9], [27]. The two most common Arabic light stemmers are ISRI [24], [28] and Tashaphyne [29]. In our work the ISRI light stemmer was used.

4.4. Features

This paper uses bag of words (BOW) as the feature selector for the classifier because of the simplicity of this approach with our datasets [30].

4.5. Classification Method

One commonly well-performing classifier in text mining is the Support Vector Machine (SVM) algorithm [31]–[33]. SVM is a set of associated supervised learning methods that uses a maximal decision boundary between two classes. We evaluated the performance of an SVM classifier based on average precision (P), average recall (R), average F-measure (F), and accuracy (A). All four measures are computed based on the confusion matrix and provide a balanced approach to evaluating classifiers in general. The confusion matrix is presented in Table 5 where (TP, or True Positive) represents the number of non-abusers correctly classified as non-abuser, (FN, or False Negative) represents number of non-abusers incorrectly classified as abuser, (TN, or True Negative) represents number of abusers correctly classified as abuser, and (FP, or False Positive) represents number of abusers incorrectly classified as non-abuser. The precision (P), and recall (R) are measures of completeness and exactness respectively.

5. Evaluation

In this study we have used the same dataset in [22] summarized in Table 4. We randomly selected 2,500 Twitter accounts with more than 100 tweets each. These accounts were manually analyzed by three researchers to identify the abusive accounts (spammers) and legitimate accounts (non-spammers). Each account was categorized based on the tweets’ content, hashtags, and pictures. The researchers agreed on 407 abusive accounts and 581 legitimate accounts.
The researchers’ consensus is based on voting that has either three out of three or two out of three voting for the same account category.

Correcting the misspelled words generally improves text classification performance and the overall result [2], [9], [34], [35]. To evaluate the performance of the proposed approach, we classify the Twitter accounts to find appropriate word correction, and compare this result with other word correction approaches to find the quality of the improved result.

We classified each of the eight datasets using two classes: abusive accounts and non-abusive accounts, and compared the performance result of each dataset. From the manually categorized twitter accounts, we randomly picked 403 Abusive Twitter accounts and 403 non-abusive Twitter accounts, each of which had at least 100 tweets. Tweets in each dataset were converted into BOW for classification.

Classifier accuracy is over 90% for all eight datasets, but better on all datasets without stemming. The performance of the classifier on each dataset is shown in Table 8. The classifier for the dataset of our proposed approach with word correction but not light stemming performed better across all measures than the rest of the datasets.

A comparison of the results based on the confusion matrices is shown in Figure 2 for the basic normalized dataset and the proposed approach. The True positive (TP) rate shows improvement of 0.5% for identifying the non-abusive accounts, which implies the use of word correction improves the abusive account detection performance. In addition, the confusion matrices of Table 6 and Table 7 shows the FP of the basic normalized dataset is higher than the proposed approach, which shows the ability of the proposed approach to detect spammers using misspelled words to evade detection.

Additionally, the basic normalization method deals with four common typing mistakes, but the proposed approach has the ability to cover all kinds of misspelled mistakes by using a larger dictionary.

The proposed approach can be improved by using a larger dictionary that contains slang and local dialect words. Also, the proposed approach has a lower false positive rate, where it identifies some spammers as non-spammers. In cyber-crime networks it is better to have a false negative than a false positive, assuming the false negative does not disproportionately affect the legitimate network.

<table>
<thead>
<tr>
<th>Table 5. Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-Spammers</strong></td>
</tr>
<tr>
<td>Non-Spammers</td>
</tr>
<tr>
<td>Spammers</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6. Basic Normalized Dataset Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-Spammers</strong></td>
</tr>
<tr>
<td>Non-Spammers</td>
</tr>
<tr>
<td>Spammers</td>
</tr>
</tbody>
</table>
The stem datasets provided worse performance results than the non-stem datasets, which reflect the need for the full word length in Arabic text classification. The full word length reflects the gender, time, and population, which would be lost when using the stemmed word. For example, one spammer tweeting behavior is to talk about the future businesses and interactions, not about their past experience, which would be missed by stemming.

6. CONCLUSION AND FUTURE WORKS

This paper proposes a tweet-based word correction approach that uses Arabic text classification to detect abusive accounts on Twitter. Our approach outperforms other common approaches on Arabic word correction in Twitter. The performance result shows the drawback of using stemming in Arabic tweets compared to classification of tweets without stemming.

For future work, we will be collecting more tweets to refine the mechanism of choosing the correct word; we need to collect more tweets to build a larger list of bigram words with their frequencies. Also, the dictionary we used has limitations on dealing with slang and dialect words; therefore, we need to build a larger dictionary that covers all kinds of Arabic words.

Table 7. Proposed Approach Confusion Matrix

<table>
<thead>
<tr>
<th></th>
<th>Non-Spammers</th>
<th>Spammers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Spammers</td>
<td>395</td>
<td>8</td>
</tr>
<tr>
<td>Spammers</td>
<td>20</td>
<td>383</td>
</tr>
</tbody>
</table>

Table 8. Classifier Performance of Eight Data-Sets

<table>
<thead>
<tr>
<th>Data-set</th>
<th>P</th>
<th>R</th>
<th>F</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clean Data-set</td>
<td>0.958</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
</tr>
<tr>
<td>Basic Normalized Data-set</td>
<td>0.961</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>Edit Distance Data-set</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
<td>0.957</td>
</tr>
<tr>
<td>Propose Approach Data-set</td>
<td>0.966</td>
<td>0.965</td>
<td>0.965</td>
<td>0.965</td>
</tr>
<tr>
<td>Stem-Clean Data-set</td>
<td>0.963</td>
<td>0.963</td>
<td>0.963</td>
<td>0.963</td>
</tr>
<tr>
<td>Stem-Basic Normalized Data-set</td>
<td>0.961</td>
<td>0.960</td>
<td>0.960</td>
<td>0.960</td>
</tr>
<tr>
<td>Stem-Edit Distance Data-set</td>
<td>0.963</td>
<td>0.963</td>
<td>0.963</td>
<td>0.963</td>
</tr>
<tr>
<td>Stem-Propose Approach Data-set</td>
<td>0.963</td>
<td>0.963</td>
<td>0.963</td>
<td>0.963</td>
</tr>
</tbody>
</table>

Figure 2. Confusion Matrix Result of TP and FP Rate
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