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ABSTRACT

Data mining is a task in which data is extracted from the large database to make itin an understandable
Sform or structure so that it can be used for further use. In this paper we present an approach by which the
concept of hierarchal clustering applied over the horizontally partitioned data set. We also explain the
desired algorithm like hierarichal clustering, algorithms for finding the minimum closest cluster. In this
paper wealso explain the two party computations. Privacy of any data is the most important thing in these
days hence we present an approach by which we can apply privacy preservation over the two party which
are distributing their data horizontally. We also explain about the hierarichal clustering which we are
going to apply in our present method.
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1. INTRODUCTION

Data mining is a very current research area in these days only because of its ability to extract the
data from a large data set very efficiently. Data mining is a field in which the main aim is to
extract or mine knowledge from a large amount of data [1]. In data mining generally the
processing is done over the large volume of data that is stored in a database and search for pattern
and relationships inside the data. Privacy is also the main point of focus in these days in between
the researchers all of us have some data that we don’t want to share with anyone hence whenever
the situation arises that we wants to secure our data from others then we use have some
approaches like association rule mining, classification and clustering. In this paper we are going
to use clustering approach.

Clustering of data is a method by which the similar kind of cluster are grouped together and one
by one each attribute comes to any cluster in the end of the approach. When we are dealing with
some sensitive information then the privacy issue is a major concern because if any of the
information is leak or compromise then that may result to effect or harm to individual or financial
losses to any well stablished organisation. Clustering is used widely in many real time areas like
in financial affairs, marketing, medical, chemistry, insurance, machine cleaning, data mining etc
[2,3].
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2. PRELIMINARIES

In this section we are going to present some preliminaries. We first introduce the partitioning
approach by which we partition the data set. Then we explain about how to party works and after
then the main approach or algorithms which we are going to implement to fulfil our approach.

2.1 Two party computation

Two party computationsare an approach in which mainly two party involve in computation.
These two parties have their own data set in an equal amount but they don’t expose their data to
its corresponding party. In this way they a form an distance matrix and share their distance matrix
to each other not the original data set by merging the two distance matrix of each party we come
to a single matrix by which we can easily get the solution of our queries because these distance
matrices compute the smallest distance of each cluster with the help of cluster center so any user
get their result in a very reasonable time [4]. Two party computation query model which consist
of mainly four entities these are following:-

Randomizer.
Computing engine.
Query front end engine.
Individual Database.

Eal e

In this the randomizer and computing engine are comes in primary engine. The query front end
engine which is responsible for receiving all of the queries from the users and then it forward
these queries to the randomizer. An encoded query which is normally contains the type of query
to its computing engine. The computing engine coordinates that query to individual database for
computing the result of query.In our approach we apply hierarichal clustering over two party
computations which are using horizontally partitioned data.

Query
Response query

Figurel. Two Party computations Model
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2.2 Partitioning Of Database

Partitioning of data base is the process in which we partition the data set in horizontal, vertical
and arbitrary. In the partitioning we apply several techniques to full fill the task of preserving the
data if we apply the perfect partitioning then we can easily make our approach good. First is
horizontally partitioning this means that the partitioning apply on the data set in which we are
deal with the data of a complete row we don’t have to worry about the column information a
complete row information comes in result.

In vertically partitioning the data is distributed in columns if any of the query come that means
that the information of a complete row comes in result this is good for if we are requesting for the
data of a single attribute.

The third partitioning approach is arbitrary partitioning that means that the horizontal and vertical
both type of approaches comes in this. When the query is requested from the database at that time
it is decided to apply either horizontal or vertical approach.

In all of the approaches the arbitrary approach is good but there is not much exploration in this
field but this approach is applied by using k-means clustering.

Table 1. Record of Students

S.No Name Branch Id
1 Ram CSE 234
2 Rohan CSE 235
3 Geeta CSE 223
4 Pooja ECE 342

Table 2. Vertically Partitioned

S.No Name
1 Ram
2 Rohan
3 Geeta
4 Pooja
Table 3.Horizontally Partitioned
S.No Name Branch Id
1 Ram CSE 234
2 Rohan CSE 235

In our approach we are going to use horizontally partitioned database hence we have the data
which is organised by row [5]. If we are taking data by a single attribute we have the all
information about a single attribute in a same time hence this is good approach for the banks and
academics. For this partitioning we use hierarchical clustering and also we are using
agglomerative approach with some encryption techniques.
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3. CLUSTERING

Clustering is an approach which is best if we are dealing with some sensitive data or information.
The privacy is the major issue because there are many chances that the information is leak. Hence
clustering is the most appropriate approach for making the privacy strong[6] [7] [8].

Clustering is mainly said that if we are clustering some data then we have to find the data which
is most similar in their properties hencethey are cluster in a single group. Each group is different
from the other groups either in size, number of objects and their dimension and also they have
different data types.

Cluster 1

Figure 2. Clustering of Database

Clustering is a data mining technique which is unsupervised data analysis [9]. It offers advanced
and more abstracted view to the dataset which is complex to handle if we are using simple
techniques. There are many clustering based privacy techniques which are given by researchers.
Types of clustering are following:-

Hierarchical clustering.

K-means clustering.

Density based clustering.
Self-organised maps EM clustering.

e S

These are basic types of clustering algorithm which are mainly used in these days in many
approaches.

4. HIERARCHICAL CLUSTERING

Hierarichal clustering is one of the clustering approaches [10]. In hierarchal clustering is mainly
divided in two methods which are following:-

1. Agglomerative approach.
2. Divisive approach.

4.1 Agglomerative Approach

Agglomerative approach is one of the hierarichal clustering approach which is applied over the
database. In agglomerative approach this make cluster of database from its bottom to its top
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hence it is also called as bottom up approach. This is the most commonly used approach in the
field of clustering of data sets.

Figure 3. Agglomerative Approach
4.2 Divisive Approach

In divisive approach hierarichal clustering is applied over the database from top to bottom. Hence
this approach is called as top to bottom approach.

Figure 4. Divisive Approach

5. PRIVACY PRESERVING CLUSTERING ALGORITHM

5.1 K-Means clustering.

In our approach we are using k-means clustering algorithm for partitioning of datasets. The
followings steps are followed:

e Let X={X1,X2,...... Xn} are the data elements and v={vl, v2,....... vc} are the set of
cluster center.

First randomly select ‘c’ cluster center.

Calculate the distance between each of data element and cluster center.

Assign the minimum distance of each element from the entire cluster center.

These steps are repeated until all of the elements come to a cluster.
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5.2 Euclidian Distance Matrix

Euclidian distance matrix is an nxn matrix which represents the spacing of n points in any
Euclidian space.

Let there are two party P1 and P2 these are distributing the database D. P1 have the distance
matrix of first nxk elements and P2 have another nxk+1.

Now both of the parties have two set of data and the k-cluster center and distance matrix.
Before sharing the distance matrix we have to apply encryption over the data. In our approach we
use two encryption algorithms which are following:

1. SHAI
2. MD5

These two algorithms are applied over the data of two parties. Each of the party uses a different
encryption technique. Hence it is hard to understand for each of the party about the original
dataset.

The main advantage of this approach is that one dataset is damage then that will not affect the
other dataset.

5.3 Privacy Preserving Hierarichal agglomerative clustering.

Input: P1 have his cluster center and distance matrix and P2 have its own cluster center and
distance

Matrix.
Output:

Assign all of the elements to a cluster.

P1 compute k-cluster center (cy, c,, c3.._ci) from the first attributes.

P2 compute in the same manner the left attributes (cy;1, Cx42 - - .-Cox)-

P1 and P2 compute their cluster center and distance matrix as Mp; and Mp, respectively.

P1 and P2 randomly share their cluster center and distance matrix. We use permute share

algorithm for sharing this information between them.

e Pl and P2 make the all possible cluster from the existing cluster informationi.e. k* cluster
will be formed.
Make a closest cluster from each party.

¢ Find the minimum value of each row of X matrix to find closest cluster for each instance
that is if the i column have minimum value in j" instance then that will become the
closest i"" cluster.
Place each instance to its appropriate closest cluster.

e Merge k” cluster to make the final k cluster.

5.4 Algorithm for closest cluster.

Input: Given distance matrix of P1 and distance matrix of P2.
Output: first assign the closest cluster for n instance. A matrix X( nxk?) that holds the
distance between each pair of n points and the k* cluster center.
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For a=1ton
1=0
For b= 1to k
Forc=1tok
1=1+1
Xal= Pab tac
end for

end for
end for
Return X

6. EFFICIENCY AND PRIVACY ANALYSIS

P1 and P2 both compute k-cluster on their own data set and then they share it to each other after
encrypting the value of data in distance matrix. The encryption is done through two algorithm
which are SHA1 and MDS5 which takes O(k) time for each party. In the next step computational
complexity for computing the distance matrix by each party is calculated as O(nk). In the next
step hierarichal k-clustering take O(k”) time for computation. The computational complexity for
closest cluster is O(nk?). In the last step for each instance run time is o(k?).

So the total time complexity is O(nk?)

Both of the party send or receive their k cluster independently but in an encrypted form. So the
information of the parties does not public to other including the opposite party. They share only
the distance matrix but this distance matrix is only the distance computed between the cluster
center and instance. So the information is not leak. After merging the final k-cluster center is
exposing to each other. Hence the privacy preserving by using hierarichal clustering algorithm
over two parties using horizontally partitioned data is secure and does not leak any information.

7. EXPERIMENTAL RESULT

In the given approach we take a small database of 500 students. There records have weight and
height. These records are distributed in four clusters by using k-means clustering algorithm. After
this on two clusters we apply SHA-1 and on the other we apply MD-5 algorithm for encryption of
the data or information that these cluster have. After encryption these are shared between these
two party P1 and P2. The overall approach is explained briefly above.

Here we give the comparison of our approach with some other techniques which are similar in
work but take more time in query processing. We take basically k-means clustering over
horizontally partitioned data , hierarichal clustering of two parties over vertically partitioned data
and k-means clustering over vertically partitioned data.
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A brief description is given in figure that how the given approach is better than the existing
methods.

RISHINWS(IL EXPRESS.clusterr - dbo.cluster 3 uerny2.sql - Not connected™
narme height weights = no

> 1 55 220 1
Skt 73 150 2
Shircarn S 110 3
Tarun &1 120 S
Shubharm TS 150 s
Sudhansho &7 20 &
Wi ek &2 230 i
Shivanshu O 220 =]
Saurabh &2 130 =]
Prabhat 56 210 10
Pawwan T 190 11
Wishal S 180 12
Unais T 170 13
Ao hit O 210 14
St &1 110 15
Crevesh S8 100 16
Shailendra =157 230 17
Fani S5 120 18
Krishna 1= Z10 19
Shobhit &1 130 20
Surmit 71 215 =1
Crhoni = 210 =i
Sachin &1 125 23
Feroz= TS 175 24

Figure 5. Some of data set on which hierarichal clustering is applied

B file///C/Users/RISHABH /documents/visual studio 2... =

Figure 6: After clustering the database is divided in two party and 6 clusters
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Party 1
100% M Series 5
M Series 4
50%
m Series 3
0% M Series 2
cluster 1 cluster 2 cluster 3 B Series 1
Graph 1: Cluster formed in Partyl
Party 2
400
300 M Series 4
200 m Series 3
100 M Series 2
0 M Series 1
Cluster 1 Cluster 2 Cluster 3

Graph 2: Cluster formed in Party 2

The above graph shows the representation of data after the original database is distributed in
between the two parties. Hence there are total six cluster are formed in our experiment. On these
two different set of cluster we use two different encryption algorithms. Both the parties are
unaware of the encryption technique of other. Hence the privacy of data is high.

s_no height weights
1 73 BEOSTDACAA4CI0AOFCIDFCEFFDOOCCEL1490291DC7
4 T3 13682AC418603AA0966369D46BBF2E82F562ACE4T
10 (77 3APDCEeTTDEESSACE 6541 T44E2SEDS04882FEBS36
11 (75 ECTF1F653067126F3B2BDI103TDEEALISDODE2ECE4B
12 |74 T17B2F3DER16830549097908C134E1729C516542
Figure 5.Encryption over party 1 using SHA-1
s o height welchts
0 58 FEool30DFSE105939612 111 5E770CsD I
2 59 1PA4FBS>CGESSE /A1 5D EES 2 /599 62642
" | 51 OBEs19251A10057CEEVOQT7TO2TIEDSAAS
7 51 SDEF184ADESF4755FF209862EATIZIO3DTy
10 S8 SFO3FORISMMDIEFRITW AAS4469TI O FORE IR
11 59 DA4AFBSCOESIETADIDESS2T7599FAG2042
14 Gl 1385974EDS904A438010FF TBDB3IF 7439

Figure 6.Encryption over party 2 using MD5
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Table 4. Comparison among different cluster approach

Types of k-means Hierarichal with k-means Hierarichal with
cluster clustering over HPD clustering over VPD
HPD VPD
No of 300 150 300 150
database
scanning
Running time 3.6304 1.342 3.6309 1.451
(sec)

B K-means HPD

M Hierarichal HPD

K-means VPD

M Hierarichal VPD

Figure 7.Execution time of each approach

8. CONCLUSION

In this paper we analyse the privacy preserving problems for horizontally partitioned data. There
are various techniques used to solve the problems like adding noise or encryption data value. In
this paper a hierarichal clustering approach for horizontally partitioned data for two parties is a
novel approach to secure data.

9. FUTURE RESEARCH WORK

The future research work can be to find solution for hierarichal clustering for multiparty which
can be apply over horizontal and vertically partitioned data. The hierarichal clustering can be
further enhancing for arbitrary partitioned data.
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