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ABSTRACT 
 

 

Due to the enormous amount of data and opinions being produced, shared and transferred everyday across 

the internet and other media, Sentiment analysis has become vital for developing opinion mining systems.  

This paper introduces a developed classification sentiment analysis using deep learning networks and 

introduces comparative results of different deep learning networks. Multilayer Perceptron (MLP) was 

developed as a baseline for other networks results. Long short-term memory (LSTM) recurrent neural 

network, Convolutional Neural Network (CNN) in addition to a hybrid model of LSTM and CNN were 

developed and applied on IMDB dataset consists of 50K movies reviews files. Dataset was divided to 50% 

positive reviews and 50% negative reviews. The data was initially pre-processed using Word2Vec and word 

embedding was applied accordingly. The results have shown that, the hybrid CNN_LSTM model have 

outperformed the MLP and singular CNN and LSTM networks. CNN_LSTM have reported the accuracy of 

89.2% while CNN has given accuracy of 87.7%, while MLP and LSTM have reported accuracy of 86.74% 

and 86.64 respectively. Moreover, the results have elaborated that the proposed deep learning models have 

also outperformed SVM, Naïve Bayes and RNTN that were published in other works using English datasets. 
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1. INTRODUCTION 
 

By definition, sentiment analysis or opinion mining is the use of text analysis, computational 
linguistics, or Natural Language processing (NLP) in order to get semantic quantification of the 
studied information[1]. 
 

Sentiment analysis aims to indicate the opinion of a specific text (e.g. a tweet, or a product 
review). These indications are used accordingly by decision makers in planning and taking 
appropriate actions such as marketing decisions, customers hunting or business expansion in 
specific geographic region. 
 

Due to the massive data evolution and the amount of data being exchanged and produced every 
second, the urge to comprehend, mine and analyse this data has remarkably increased. And since 

the regular machine learning techniques and Neural Networks were not sufficient to be obtained 
on this big data, deep learning was the key of the big data era[2].  
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Deep learning is a subfield of machine learning and an alternation of neural networks. That is, 
regular neural network is a single network with an input and output layers in addition to hidden 
layers in between, were computation is done. Where Deep Neural Networks are, basically, consist 

of multiple neural networks where the output of one network is an input to the next network and 
so forth. This concept has overcome the limitation of the number of hidden layers in Neural 
Networks and made working with big data more feasible[3]. 
 
Deep learning networks learns the features on its own[4], that is, it has become apparent as a 
robust machine learning technique that learns multiple layers of features of the data and induces 
results of prediction. Deep learning has been recently used in various applications in the field of 

signal and information processing, especially with the evolution of big data[5][6]. In addition, 
deep learning networks have been used in sentiment analysis and opinion mining. 
 

This paper has applied sentiment analysis over a dataset of English movies reviews (IMDB 
dataset) using deep learning techniques in order to classify this dataset files into positive and 
negative reviews. 
 

Since sentiment analysis among English movies reviews has been applied using non-deep 
learning techniques, which are SVM and Naïve Bayes and using Recurrent Neural 
Networks[7][8], this paper is introducing four deep neural networks (MLP, CNN, LSTM in 
addition to a hybrid model CNN_LSTM) and compares the results of these four models with the 

results of SVM, Naïve Bayes [9]. Moreover, reported results of the proposed models have been 
compared to the results reported by applying RNTN to an English movies reviews dataset[8]. 
 

2. RELATED WORKS 
 

In a published sentiment analysis work the authors have classified online product reviews into 
positive and negative classes. This paper has applied different machine learning algorithms in 
order to experimentally evaluate various trade-offs, using approximately 100K product reviews 
from the web. Three classifiers have been applied (Passive-Aggressive (PA) Algorithm Based 
Classifier, Language Modelling (LM) Based Classifier, and Winnow Classifier). In addition, n-
grams was used for linguistic features extraction[10]. 
 
The results have illustrated that when a high order n-gram as features is used with a significant 

classifier, a comparable result can be achieved, or higher performance than that reported in 
academic papers can be achieved. 
 
A second work have reported that SVM performed better classification with 82.9% accuracy 
compared with the Naive Bayes that achieved 81% on positive and negative movie reviews from 
the IMDB (imdb.com) movie reviews dataset that consists of 752 negative and 1301 positive 
reviews [9]. 
 

The researchers of a third paper have proposed Recursive Neural Tensor Network (RNTN) model 
for identifying sentences as positive or negative by using fully labelled parse trees. They used a 
dataset based on a corpus of 11,855 movie reviews. The RNTN have obtained 80.7% accuracy on 

fine-grained sentiment prediction across all phrases and captures negation of different sentiments 
and scope more accurately than previous models[8]. 
 

A fourth paper has focused on customer reviews. Products reviews were collected from 

Amazon.com (11,754 sentences). It proposed a novel deep learning framework named Weakly-
supervised Deep Embedding for reviewing sentence sentiment classification with accuracy 87% 
[11]. 
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Lastly, a work that was published in 2018 performed several deep learning models for a binary 
sentiment classification problem. They used movie reviews in Turkish from the website www. 
beyazperde.com to train and test the deep learning models[12]. The whole dataset consists of 

44,617 samples including positive and negative reviews. 4000 samples from the dataset were used 
for testing the models. Two major deep learning architectures were applied, CNN and LSTM. 
Word embedding were created by applying the word2vec algorithm with a skip-gram model on 
the used dataset. Experimental results have shown that the use of word embedding with deep 
neural networks effectively yields performance improvements in terms of run time and accuracy. 
 

3. PROPOSED WORK 
 
As previously mentioned, in this paper 4 deep learning techniques were implemented MLP, CNN, 
LSTM and SNN_LSTM; The proposed CNN_LSTM is illustrated in Figure 1. As shown, the first 

step is loading the dataset then applying pre-processing procedures, the result would be processed 
by a convolutional layer, Maxpooling has been applied afterwards; after that LSTM layer has 
processed the data and finally the output of classified reviews is produced. Each step of this 
workflow is elaborated in details in the following subsections. This workflow represents only the 
workflow of the hybrid CNN_LSTM model, other methods were also applied (MLP, CNN and 
LSTM) so the number of processing layers may vary according to the applied methodology. 
 

 
 
 

Figure 1. Work flow of the proposed Model CNN_LSTM 

 

3.1 Pre-processing 
 

In this paper, there are more than one method used together in order to extract significant features 

from the review text files that could be used for training purposes. These features were then used 
to train the network. 
 

 Tokenization: Initially, data in all documents have been split to formulate a huge vector 
of words. 
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 Normalization[13]: The data has been normalized before further processing,  (i.e. 
punctuation removal, converting all text into Lowercase and substituting numbers by 

their word equivalents). 
 

 Word Embedding [14]: word2vec embedding provided by Keras library was applied with 
vector size of 32. Hence, each word was converted to its corresponding numerical vector 
to be understood by the network. These vectors are learned as the model trains. The 

vectors add a dimension to the output array. Hence, (batch, sequence and embedding) are 
the three resulting dimensions. 
 

 Sequencing [14]: Data has to be passed to any neural network as a binary vector; thus, 
sequencing is essential in order to turn the numeric array resulting from the word2Vec 
embedding into a digital vector that would be passed afterwards to the built classification 

model.  
 

Finally, the maximum review length was caped to 500 words. While, reviews that are longer than 
that were truncated and documents shorter than that were padded with zero values. 
 

3.2 Convolutional Neural Network (CNN) Layer 
 

Convolutional Neural Networks are like typical Neural Networks, these networks are consisting 
of neurons that own learnable weights and biases. Some input was received by each neuron; a dot 
product was performed. CNN consists of one or more convolutional layers after that its  followed 
by fully connected layers like the ordinary multilayer neural network[15].  
 
CNN works using three key concepts (local receptive fields, shared weight and biases, and 
activation and pooling)[16]. A small region of neurons in the input layer are connected to hidden 

layer neurons. These small regions are called local receptive fields. The network has neurons with 
weights and biases. During the training process, the model learns the weight and biases values 
however these values are the same for neurons in the hidden layer. The step of activation function 
applies the conversion to the output of each neuron by using Rectified Linear Unit (RLU). RLU is 
a commonly used activation function. The function of pooling step is to condense the output of 
the convolutional layer by half by reducing the dimensionality of the features map. Hence, CNN 
can be used for learning structure in paragraphs of words[17]. 

 

3.3 Maxpooling Layer 
 

To enhance and reduce the results of the convolutional layer, Maxpooling mask has been 
applied[18]. This is done by applying that mask sequentially on the entire data and each time the 
mask is applied it selects the value with the highest weight only and ignores the rest values which 

significantly reduces the input to the next layer.  
 
Thus, we have implemented one dimensional CNN with 32 filters provided by Keras library. 
Based on the given input 500 words vector the output of CNN layer was 500 and then the output 
was reduced by 50%, producing 250 words vectors after applying the maxpooling layer. 
 

3.4 Long Short-Term Memory (LSTM) 
 

LSTMs are used in the field of deep learning and considered as an artificial recurrent neural 
network architecture[19]. LSTM consists of (cell, input gate, output gate and a forget gate). Data 
can be stored or written or read from the cell like information in the memory of a computer [20]. 



International Journal of Data Mining & Knowledge Management Process (IJDKP) Vol.9, No.2/3, May 2019 

23 
 

The cell takes decisions about what to read or write or erase via opened and closed gates. These 
gates work on the signals that they receive, and similar to the nodes of NN, they pass or block the 
data due to its strength or weakness. 

 

For inputs elements of {𝑋(0), … , {𝑋(𝑇)} Where, 𝑥(𝑡)∈𝑅(𝑚)and ℎ(𝑡)∈𝑅(𝑛) as the hidden layer of 
the Recurrent Neural Networks for time t.  
 
V and W are considered as shared weight matrices and f is considered as a nonlinear activation 
function. 
 

ℎ(𝑡) = 𝑓(𝑊ℎ(𝑡−1) + 𝑉𝑥(𝑡))                                                    (1) 

 
 [21] In the proposed CNN_LSTM model, LSTM layer was applied on the output resulting from 
the maxpooling layer. 
 

3.5 Output Dense 
 

Lastly, the last layer is connected as a dense to a single output node, since the proposed model is 
handling binary classification problem, sigmoid function has been applied on the e data resulting 
from LSTM layer in order to produce a fraction value that lies between 0 and 1, and according to 
this value a review is classified (i.e. 0 for a negative review and 1 for a positive review). 
 

4. EXPERIMENTAL WORK 
 

4.1. Dataset 
 

The used IMDB dataset consists of 50K movie reviews files(25K positive reviews files and 25K 
negative review files) reviews, all written in English.  
 
Files sizes has ranged from 1kb-15kb. No rating information was included in the text files.  
Dataset was split to 80% training set and 20% testing set. 
 
4.2. Development Environment 

 

Table 1 summarizes the specifications of the environment used to build and run the proposed 
model. 
 

Table 1. Development Environment specification 

 

OS Windwos 10.1 

Memory 12.0 GB 

Processor Intel Core i7 

Dataset storage location OS File system 

Development tool Python 3.6 

Used Libraries Keras and Tensor flow 
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4.3. Data Processing 

 

The proposed model CNN_LSTM has been implemented according to the work flow illustrated in 

Figure1 in addition to MLP, CNN and LSTM models.  
 
Models has been implemented using Python 3.6 by means of Tensor flow and Keras libraries, 
each model was implemented, trained and tested separately and results were studied afterwards. 
Each deep network was trained on 80% of the dataset files and tested using 20% of the dataset. 
Highest accuracy reported of each model was recorded accordingly, as elaborated in results 
section. 

 
Number of Epochs has been gradually tuned and then set to 100 epochs, no accuracy 
enhancement has been reported after exceeding approximately 45 epochs for all implemented 
models. 
 

5. RESULTS AND DISCUSSION 
 
During the training process, figures 2 and 3illustrate the loss and the accuracy curves of the 
proposed hybrid CNN_LSTM respectively. Loss curve shows that loss has decreased from 42% at 
the first epoch to less than 1% by reaching epoch 45.  
 

On the other hand, the accuracy curve illustrates the increase from approximately 60% to 99% 
after exceeding the 45th epoch. 
 

 
 

Figure 2. Loss curve across the training process over 100 epochs 
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Figure 3. Accuracy curve of training process over 100 epochs 

 
Moreover, Table 2 illustrates the previously reported results and their referenced papers in 
addition to the reported accuracies of the proposed deep learning models. While figure 4 
summarizes the results achieved by the proposed models in addition to the previously published 
papers. [7] has applied NB and SVM on 752 negative and 1301 positive reviews with total of 
2053, lastly, [8] has used another English movies reviews dataset by Pang and Lee (2005) and 
consists of 11,855 single sentences extracted from movie reviews. 
 

As shown, the hybrid of CNN_LSTM has outperformed all other deep learning techniques and 
has also out performed SVM, RNTN, and NB, and has achieved the highest accuracy of 89.2%. 
This result indicates promising results, considering the significantly higher number of processed 
reviews, with promising higher accuracy if combined with further enhanced word embedding. 
 

As elaborated in table 2 and figure 4, the reported results proves that all implemented deep 
learning models in this paper have outperformed the previously reported results using SNM, 
Naïve Bayes (NB), RNTN. 
 
Table 2.  Reported accuracies using the proposed deep learning models Vs reported accuracies that were in 

published work along with the number of processed reviews. 

 

Previous work Models 
On English Movies reviews 
Dataset 

Proposed 
Models (50K 
review files) 

SVM[9] 2035 
review 
files 

82.90% MLP 86.74% 

NB[9] 81% CNN 87.70% 

 

RNTN[8] 

11,855 

sentences 
80.70% 

LSTM 86.64% 

CNN-
LSTM 

89.20% 
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Figure 4. Reported Accuracies using the proposed deep learning models (MLP,CNN, LSTM and 

CNN_LSTM) in addition to accuracies of other models reported in previously published works (SVM, NB 

and RNTN) 

6. CONCLUSIONS 
 
This paper has implemented sentiment analysis classifier for IMDB dataset of 50K movies 
reviews using 3 deep learning networks (MLP, CNN and LSTM) in addition to a hybrid network 
CNN_LSTM. Word2vector technique was used for words embedding. 
 
The results have shown that CNN_LSTM has outperformed all other implemented deep learning 

techniques. In addition, the achieved accuracies have been compared to accuracies reported by 
previously published works that have used other machine learning techniques, and have used 
English movies reviews dataset; and the result showed that the proposed deep learning techniques 
(MLP, CNN, LSTM, and CNN_LSTM) have outperformed SVM, Naïve Bayes, RNTN. 
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