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ABSTRACT 

 

Applications of machine learning are widely used in the real world with either supervised or unsupervised 

learning process. Recently emerged domain in the information technologies is Big Data which refers to 

data with characteristics such as volume, velocity and variety. The existing machine learning approaches 

cannot cope with Big Data. The processing of big data has to be done in an environment where distributed 

programming is supported. In such environment like Hadoop, a distributed file system like Hadoop 

Distributed File System (HDFS) is required to support scalable and efficient access to data. Distributed 

environments are often associated with cloud computing and data centres. Naturally such environments are 

equipped with GPUs (Graphical Processing Units) that support parallel processing. Thus the environment 

is suitable for processing huge amount of data in short span of time. In this paper we propose a framework 

that can have generic operations that support processing of big data. Our framework provides building 

blocks to support clustering of unstructured data which is in the form of documents. We proposed an 

algorithm that works in scheduling jobs of multiple users. We built a prototype application to demonstrate 

the proof of concept. The empirical results revealed that the proposed framework shows 95% accuracy 

when the results are compared with the ground truth.  
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1. INTRODUCTION  
 

Big data, as the name indicates, is very voluminous data with other features such as velocity 

(streaming data) and variety (data in different formats such as structured, unstructured and semi-

structured). When data is in the form of relational database, it is known as structured data. When 

data is in the form of documents of any kind, it is known as unstructured data. When data is in the 

form of XML, it is known as semi-structured data. The characteristics of big data are shown in 

Figure 1 where it can be understood that velocity refers to speed, volume refers to volume and 

variety refers to complexity. By processing big data it is possible to gain comprehensive business 

intelligence that is needed by enterprises in the real world for making strategic decisions and 

business growth.  
 

 
 

Figure 1: Shows Characteristics of Big Data 
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Having understood what is big data it is essential to know why it needs to be mined. When big 

data is analyzed, it is possible that important and hidden trends or patterns can be obtained. When 

such data is not analyzed it may results in inaccurate business decisions. The ensuing sub section 

throws light into the need for processing big data.  
 

1.1 Need for Big Data Mining 
 

Big data is the complete data of business with all details. When such data is processed in a 

distributed environment, it is possible that it produces comprehensive business intelligence. If 

partial data is processed, it may result in inaccurate business intelligence that cannot be used for 

making expert decisions.  
 

 

Figure 2 : Limited View of Users Provided Biased Conclusions 

 

As shown in Figure 2, it is evident that people who are analyzing data were not able to produce 

correct output. There is elephant over there and people has seen a part of it and understood 

differently. For instance the leg of the animal is understood like a tree. Probably it is the act of 

blind person who cannot see the complete picture but can touch and say what it is. Here it is very 

obvious that biased conclusions are provided. These conclusions are wrong and they cannot help 

in making well informed decisions. Thus it is understood that when whole data (complete data) is 

considered, it can produce intelligence for making good decisions.  
 

1.2 Big Data Evolution  
 

Right from 1968 there has been evolution of big data. It has not happened in a year or two. It is 

the continuous improvement in data analytics over a period of time. In 1968 Online Transaction 

Processing (OLTP) was explored with day to day transactions stored in database and processed. 

In 1983, data warehousing technology came into existence. This has helped to have historical data 

to be obtained from OLTP data in order to use it for data mining. Thus historical data can be 

processed in order to make business intelligence out of it. This phenomenon was named as Online 

Analytical Processing (OLAP).  
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As shown in Figure 3, it is evident that the evolution is from OLTP to OLAP to RTAP. Real 

Time Analytical Processing (RTAP) is the subject pertaining to stream processing and big data 

analytics. The processing of data at rest, historical data and data in m

improvements from 1968 to 2010. Finally it resulted in big data and its real time processing for 

business analysis.  

 

1.3 Map Reduce Programming
 

Map Reduce programming is a new programming approach based on object oriented 

programming using Java programming language. It is the process of writing program with two 

parts such as Map and Reduce. Map takes care of processing big data while reduce takes care

combining Map results provided by thousands of worker nodes in distributed environment. This 

kind of programming is supported by cloud computing, data centres and the presence of modern 

processors such as Graphical Processing Units (GPUs). The power of

leveraged with big data in such environments. 
 

Figure 4:

 

The architecture shown in Figure 1 is related to Hadoop which is one of the distributed 

programming frameworks. The Map

the figure. First of all the input files are divided into multiple parts and each part is given a 

mapper present in worker nodes. The mapper produces its output. Then the intermediate files are 

taken by other set of worker nodes for performing 
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Figure 3: Evolution of Big Data 

As shown in Figure 3, it is evident that the evolution is from OLTP to OLAP to RTAP. Real 

Time Analytical Processing (RTAP) is the subject pertaining to stream processing and big data 

analytics. The processing of data at rest, historical data and data in motion were the 

improvements from 1968 to 2010. Finally it resulted in big data and its real time processing for 

Map Reduce Programming 

Reduce programming is a new programming approach based on object oriented 

programming using Java programming language. It is the process of writing program with two 

parts such as Map and Reduce. Map takes care of processing big data while reduce takes care

combining Map results provided by thousands of worker nodes in distributed environment. This 

kind of programming is supported by cloud computing, data centres and the presence of modern 

processors such as Graphical Processing Units (GPUs). The power of parallel processing is 

leveraged with big data in such environments.  

Figure 4:Map Reduce programming paradigm 

The architecture shown in Figure 1 is related to Hadoop which is one of the distributed 

programming frameworks. The Map Reduce programming supported by Hadoop is illustrated in 

the figure. First of all the input files are divided into multiple parts and each part is given a 

mapper present in worker nodes. The mapper produces its output. Then the intermediate files are 

by other set of worker nodes for performing Reduce task. Once the reduce task is 
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completed, it is possible to have output files generated. Both input and output files are stored in 

distributed file system Hadoop.  

 

In the existing systems, machine learning algorithms were not optimized for big data processing. 

In this paper we proposed a framework that supports generic machine learning process that is 

processing of big data. Stated differently, the proposed system takes big data (documents) as 

input and produces clusters. There are many operations involved that are related to processing 

documents. The operations include identification of keywords, finding feature space, TF/IDF and 

so on. Finally the resultant clusters. The remainder of the paper is structured as follows. Section II 

provides review of literature. Section III presents the proposed system in detail. Section IV 

presents experimental results while section V concludes the paper. 

 

2. RELATED WORKS 
 

Machine learning is the process of providing intelligence to programs so as to help them learn. 

The learning process may be of two types known as supervised learning and unsupervised 

learning. Various methods of machine learning can be found in [1], [2], [3], [4], [5] and [6]. 

These techniques are used in the real world. However, in the area of vision and natural language 

processing there is still possibility for further research. Moreover, the existing machine learning 

algorithms are not optimized for big data processing. The algorithms are to be developed keeping 

the distributed programming environment like Hadoop and new programming paradigm such as 

Map Reduce.  

 

As explored in [7] Hadoop is a distributed programming framework that is used to process huge 

amount of data. A distributed file system is associated with Hadoop to support scalable and 

available processing of data. Hadoop can be compared with some in-memory products. However, 

Hadoop provides superior performance than its in-memory counterparts discussed in [8] and [9]. 

There are other systems that are powerful and versatile with low level programming interfaces 

[10], [11]. The problem with them is that they are specific and cannot provide general high level 

programming interface, scheduling and other needed mechanisms.  

 

Making models and working with models is found in Pregel [12] which is graph-centric platform. 

It supports partitioning of models with in-built scheduling and mechanisms for consistency. 

However there is no realization of its widespread usage. Lohr [13] opined that big data bring new 

possibilities with machine learning algorithms. Moreover the big data is a wealth for making 

strategies in business. For instance Google is using such data in order to drive its business. Chen 

et al. [14] explored business analytics and intelligence on big data. Management information 

systems are improved with big data science. Jacobs [15] opined that organizations need to be 

careful about the pathologies of big data and carefully consider what exactly big data is. Chen et 

al. [16] explored the possibilities of big data in future with a good survey of articles on big data. 

They opined that big data can add big value to businesses when harnessed properly. Labrinidis 

and Jagadish [17] investigated opportunities with big data such as ability to obtain comprehensive 

business intelligence. They also found many challenges such as environment, algorithms, dealing 

with different kinds of data and so on. Kraska [18] discussed about the increasing need of big data 

and its processing which looks like finding a needle in haystack.  

 

Agrawal et al. [19] explored the current state of the art on big data besides future opportunities. 

They focused on scalable DBMS that can help in processing big data. Snijders et al. [20] opined 

that knowledge gaps are filed with big data processing. Herodotou et al. [21] explored on big data 

and found that it can help in agility and depth in information processing and obtaining business 

intelligence. Cuzzocrea et al. [22] focused on big data and explored how big data revolution can 

work with multi-dimensional data for business intelligence. Chen and Zhang [23] studied big data 
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process in the context of data-intensive applications to find methodologies that can help in 

processing big data. Katal et al. [24] discussed on the tools already available for processing big 

data. The tools like Hadoop and other related products help in big data analytics. Bizer et al. [25] 

understood that four perspectives such as defining the problem, searching (processing), 

transforming, and entity resolution are important to obtain meaningful information. In this paper 

we proposed a generic framework that supports big data processing with machine learning 

algorithms. It also supports scheduling jobs in multi-user environments.  

 

3. PROPOSED FRAMEWORK FOR DISTRIBUTED MACHINE LEARNING 
 

We proposed a machine learning framework which is generic in nature with high level 

programming interface. It is meant for processing big data in multi-user environment. It provides 

common operations need to process unstructured data. Besides it supports algorithm for 

scheduling multiple jobs of users concurrently in a distributed environment. In fact the framework 

can support any machine learning algorithm for clustering documents. It supports information 

retrieval and natural language processing with machine learning to understand big data and 

perform clustering of documents.  

 

 

Figure 5: Generic Framework for Machine Learning on Big Data 

 
 

The framework shown in Figure 5 is generic in nature and works with any set of documents that 

constitute big data. The framework takes big data as input and produces clusters. The operations 

involved in the framework include keyword identification, construction of feature space, 

computing TF/IDF, similarity computation and clustering. Keywords are the important words 

identified. The feature space is constructed in order to process the data. Afterwards, TF/IDF 

measure is used to find statistics based on term frequency. This will help in finding similarity 

between documents in order to make well-informed decisions on clustering. There are many 

distance measures that can be used for finding similarities between documents. They are as 

follows.  
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Listing 1: Shows Different Functions that are used as Similarity Measures 

The listing 1 shows many similarity measures such as Jaccard function, cosine function, 

Euclidean Distance, Extended Jacccard Function and Dice function. All the functions are capable 

of supporting the similarity computation in big data processing. Especially in this paper they are 

used for finding similarity between two documents. The similarity measure results in a value 

between 0.0 to 1.0. The more this value is the more the similarity is between any two documents. 

Here is the proposed algorithm for multi-user job scheduling.  
 

 
 

Algorithm 1: Multi-User Job Scheduling Algorithm 
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The algorithm is responsible to schedule jobs in order to improve the productivity of big data 

processing. The distributed machine learning 

schedules them properly in such a way that they are processed in an optimi

waiting time concept is used to ensure that the jobs are given their turn and processing of big data 

is carried out in efficient manner. 
 

4. EXPERIMENTAL RESULTS
 

We built a custom simulator (prototype application) that simulates distributed programming 

framework such as Hadoop with Map and Reduce functionalities. It supports multiple nodes in 

the processing and multiple jobs provided by many users simultaneously. T

with the application in terms of processing Big Data (documents) which is in unstructured format. 

The results are observed in terms of number of concurrent users and the performance of the 

proposed framework in accurate clustering of

with ground truth.  
 

No. of 

Users 

10 

Time (sec) 1 

Table 1: Shows Performance in Terms o

As shown in Table 1, there is relation between number of users and the time taken to process big 

data. In the simulated environment 

performance in terms of time taken. 

also caused more time to be taken. 

 

Figure 6: Clustering 

As shown in Figure 6, it is evident that 

horizontal axis represents time taken in order

results reveals a fact that when number of users is increased the time taken for processing big data 

is also increased proportionately. 

the time taken for 10 users is 1 second. 
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processing. The distributed machine learning environment takes number of user jobs and 

schedules them properly in such a way that they are processed in an optimized fashion. The 

waiting time concept is used to ensure that the jobs are given their turn and processing of big data 

manner.  

ESULTS 

We built a custom simulator (prototype application) that simulates distributed programming 

framework such as Hadoop with Map and Reduce functionalities. It supports multiple nodes in 

the processing and multiple jobs provided by many users simultaneously. The framework is tested 

with the application in terms of processing Big Data (documents) which is in unstructured format. 

observed in terms of number of concurrent users and the performance of the 

proposed framework in accurate clustering of documents. The clustered documents are evaluated 
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Performance in Terms of Workload VS. Time Taken 

 

As shown in Table 1, there is relation between number of users and the time taken to process big 

data. In the simulated environment multiple users and their jobs are considered

performance in terms of time taken. The results revealed that when number of users increase, it 

more time to be taken.  

 
 

Clustering Performance in Multi-User Environment 
 

, it is evident that number of users is represented by vertical axis while the 

time taken in order to perform clustering of big data. The 

a fact that when number of users is increased the time taken for processing big data 

is also increased proportionately. When number of users is 100 the time taken is 17 seconds while 

the time taken for 10 users is 1 second.  

10 20 30 40 50 60 70 80 90 100

Workload (No. of Users)
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5. EVALUATION 
 

Human experts are involved in evaluating the work of the proposed framework. The clustering of 

big is done manually by spending time on a portion of big data in order to establish ground truth. 

The ground truth is then compared with the performance of the system. Thus the proposed 

framework with underlying algorithm is evaluated. 
 

Table 
 

As shown in Figure 7, the proposed framework performance is presented in the form of true 

positives and false positives. The system has showed 95% true positives and 

This is carried out based on the ground truth values provided by human experts. The results 

revealed that the proposed system can be used effectively for processing big data. 

needs further refinement in order to make it more
 

Figure 

The results shown in Figure 8 reveal that there is performance difference between tag

search and TF/IDF based search. 

percentage performance is shown in vertical axis. There is slight difference between the two 

kinds of searches in performance. 
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Human experts are involved in evaluating the work of the proposed framework. The clustering of 

by spending time on a portion of big data in order to establish ground truth. 

The ground truth is then compared with the performance of the system. Thus the proposed 

algorithm is evaluated.  

True 

Positives 

False 

Positives 

95 5 
 

Table 1: Shows Results of Evaluation 

 

Figure 7: Evaluation Results 

 

, the proposed framework performance is presented in the form of true 

The system has showed 95% true positives and 5% false positives. 

This is carried out based on the ground truth values provided by human experts. The results 

revealed that the proposed system can be used effectively for processing big data. 

needs further refinement in order to make it more useful and add value to enterprises. 

 

Figure 8: TF/IDF and Tab Based Search 
 

The results shown in Figure 8 reveal that there is performance difference between tag

search and TF/IDF based search. The top-n values are represented by horizontal axis while the 

percentage performance is shown in vertical axis. There is slight difference between the two 

kinds of searches in performance.  

True Positives False Positives
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Human experts are involved in evaluating the work of the proposed framework. The clustering of 

by spending time on a portion of big data in order to establish ground truth. 

The ground truth is then compared with the performance of the system. Thus the proposed 

 

, the proposed framework performance is presented in the form of true 

5% false positives. 

This is carried out based on the ground truth values provided by human experts. The results 

revealed that the proposed system can be used effectively for processing big data. However, it 

useful and add value to enterprises.  
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percentage performance is shown in vertical axis. There is slight difference between the two 
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6. CONCLUSIONS AND FUTURE WORK 
 

In this paper we proposed a framework that supports distributed programming. The framework 

supports processing of big data with its pre-defined building blocks. It supports machine learning 

approach with natural language processing in order to perform clustering of given big data 

(documents). It makes use of Map Reduce programming paradigm in a simulated environment. 

The framework has provision for generic functionalities that can be reused by cloud users in the 

real world. Unstructured data is subjected to machine learning in order to obtain intelligence 

which is used to determine clusters. Recently emerged domain in the information technologies is 

Big Data which refers to data with characteristics such as volume, velocity and variety. The 

existing machine learning approaches cannot cope with Big Data. In this paper our framework 

with underlying algorithm supports scheduling jobs of multiple users concurrently. We built a 

custom simulator that demonstrates processing of big data in distributed environment. Our 

empirical results revealed that the performance of proposed framework is high in terms of 

accuracy when compared with that of ground truth. This research can be extended further to 

improve the framework to support different kinds of big data besides supporting multiple data 

mining operations on big data.  
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