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ABSTRACT

Healthcare industry produces enormous quantity of data that clutches complex information relating to patients and their medical conditions. Data mining is gaining popularity in different research arenas due to its infinite applications and methodologies to mine the information in correct manner. Data mining techniques have the capabilities to discover hidden patterns or relationships among the objects in the medical data. In last decade, there has been increase in usage of data mining techniques on medical data for determining useful trends or patterns that are used in analysis and decision making. Data mining has an infinite potential to utilize healthcare data more efficiently and effectually to predict different kind of disease. This paper features various Data Mining techniques such as classification, clustering, association and also highlights related work to analyse and predict human disease.
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1. INTRODUCTION

Data mining is an assortment of algorithmic techniques to extract instructive patterns from raw data. Healthcare industry today produces huge amounts of multifarious data about hospitals, resources, disease diagnosis, electronic patient records, etc. The large amount of data is crucial to be processed and scrutinized for knowledge extraction that empowers support for understanding the prevailing circumstances in healthcare industry. Data mining processes include framing a hypothesis, gathering data, performing pre-processing, estimating the model, and understanding the model and draw the conclusions [2]. Before studying how data mining algorithms are being applied on medical data, let us understand what types of algorithms exists in data mining and how they are functioning.

It came into existence somewhere in the middle of 1990’s and appeared as a strong tool that extracts needful information from a bulk of data. In common, Knowledge Discovery (KDD) and Data Mining are related terms and are used interchangeably but several researchers assume that both terms are dissimilar as Data Mining is one of the most vital stages of the KDD process. According to Fayyad et al., the Knowledge Discovery in database is systematized in various stages whereas the first stage is selection of data in which data is gathered from different sources, the second stage is pre-processing the selected data, the third stage is transforming the data into suitable format so that it can be processed further, the fourth stage consist of Data Mining where suitable Data Mining technique is applied on the transformed data for extracting valuable information and evaluation is the last stage as shown in Figure 1 [28].
Knowledge Discovery in databases is the process of retrieving high-level knowledge from low-level data. It is an iterative process that comprises steps like Selection of Data, Pre-processing the selected data, Transformation of data into appropriate form, Data mining to extract necessary information and Interpretation/Evaluation of data [20].

Selection step collects the heterogeneous data from varied sources for processing. Real life medical data may be incomplete, complex, noisy, inconsistent, and/or irrelevant which requires a selection process that gathers the important data from which knowledge is to be extracted.

Pre-processing step performs basic operations of eliminating the noisy data, try to find the missing data or to develop a strategy for handling missing data, detect or remove outliers and resolve inconsistencies among the data.

Transformation step transforms the data into forms which is suitable for mining by performing task like aggregation, smoothing, normalization, generalization, and discretization. Data reduction task shrinks the data and represents the same data in less volume, but produces the similar analytical outcomes.

Data mining is a main component in KDD process. Data mining includes choosing the data mining algorithm(s) and using the algorithms to generate previously unknown and hypothetically beneficial information from the data stored in the database. This comprises deciding which models/algorithms and parameters may be suitable and matching a specific data mining method with the general standards of the KDD process. Data mining methods includes classification, summarization, clustering, regression, etc. [20]

Interpretation/ Evaluation step includes presentation of mined patterns in understandable form. Various types of information need different type of representation, in this step the mined patterns are interpreted. Evaluation of the outcomes is prepared with statistical justification and significance testing.
Knowledge discovery: integrating the extracted knowledge into another system for further action, or merely documenting the same and broadcasting it to interested parties. This step also comprises checking and resolving possible conflicts with previously extracted knowledge. [29] KDD can be effective at working with bulky data to define significant patterns and to develop strategic results. A healthcare organization can implement Knowledge Discovery in Databases (KDD) by the help of experienced employee who has good understanding in health care domain [5].

Generally data mining algorithms are classified in two categories: descriptive model (or unsupervised learning) and predictive model (or supervised learning). Descriptive data-mining model is to discover patterns in the data and identifies the associations between attributes represented by the data. In contrast, the purpose of Predictive mining model is largely to predict the future outcome than existing behaviour [19].

2. DATA MINING TECHNIQUES

Data mining techniques such as association, classification and clustering are used by healthcare organization to increase their capability for building appropriate conclusions regarding patient health from raw facts and figures [24].

2.1. Classification

Classification comprises of two footsteps: - 1) Training and 2) Testing. Training builds a classification model on the basis of training data collected for generating classification rules. The IF-THEN prediction rule is highly popular in data mining; they signify facts at a high level of abstraction. The accuracy of classification model hinge on the degree to which classifying rules are true which is estimated by test data [9]. In health care domain classification can be made useful as “if DiabeticFamilyHistory=yes AND HighSugerIntake=yes THEN DiabetesPossibility=High”. Hatice et al., to analyse skin diseases by using weighted KNN classifier [1].

2.2. Clustering

Clustering is different from classification; it does not have predefined classes. A large database is divided into number of small subgroups called clusters. It divides the data based on similarities it have. Clustering algorithms discovers collections of the data such that objects in the same cluster are more identical to each other than other groups [13]. Tapia et al. examined the gene expression data with support of hierarchical clustering approach by using genetic algorithm [11].

2.3. Association

Association also has great impact in the health care industry to discover the relationships between diseases, state of human health and the symptoms of disease. Ji et al., used association in order to learn uncommon casual relationships in Electronic health databases [12]. An integrated approach of using Association and Classification techniques also improved the capabilities of Data Mining. Soni et al., have used this integrated approach of association and classification for studying health care data. This integrated approach is useful for determining rules in the database and then by using these rules, an effective classifier is raised. The study made experiment on the data of heart patients and generate rules by weighted associative classifier [26]. Thus, Association also has an ample influence in the healthcare field to identify the relationships among various diseases, state of human health and the symptoms of disease.
3. APPLICATION OF DATA MINING TECHNIQUES IN HEALTH CARE

The different classification algorithms mentioned below in figure 1 are used to predict or to analyse various diseases.

Summary of Techniques for Medical data mining.

In terms of prediction and decision making, Data mining techniques have substantial expansion in medical industry with respect to various diseases like diabetes, heart disease, liver diseases, cancer and others. Table 1 summarizes the medical data mining, its techniques used and for the related disease.
Table 1. Summary of medical data mining techniques

<table>
<thead>
<tr>
<th>Disease</th>
<th>Technique Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional Pathology Data</td>
<td>Extracting patterns &amp; detecting trends using Neural Networks [3].</td>
</tr>
<tr>
<td>Coronary heart disease</td>
<td>Prediction models using Decision Tree Algorithms such as ID3, C4.5, C5, and CART [3] [32].</td>
</tr>
<tr>
<td>Lymphoma Disease and Lung Cancer</td>
<td>Distinguish disease subtypes using Ensemble approach [4] [6].</td>
</tr>
<tr>
<td>Psychiatric Diseases</td>
<td>Predicate the probability of a psychiatric patient on the basis detected symptoms using BBN Bayesian networks [7].</td>
</tr>
<tr>
<td>Frequent Disease</td>
<td>Identify frequency of diseases in particular geographical area using Apriori algorithm [8].</td>
</tr>
<tr>
<td>Liver diseases</td>
<td>Classification using Bayesian Ying Yang (BYY) [10].</td>
</tr>
<tr>
<td>Skin Disease</td>
<td>Categorization of skin disease using integrated decision tree model with neural network classification methods [14].</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Classification of Medical Data using Genetic Algorithm [15].</td>
</tr>
<tr>
<td>Functional Magnetic Resonance Imaging (fMRI)</td>
<td>Integration of Clustering and Classification of biomedical databases [16].</td>
</tr>
<tr>
<td>Chest Disease</td>
<td>Constructed a model using Artificial Neural Network (ANN) [17].</td>
</tr>
<tr>
<td>Diabetes, Cancer</td>
<td>Classification of Disease using k-Nearest Neighbour [18].</td>
</tr>
<tr>
<td>Coronary Heart Disease</td>
<td>Improving classification accuracy using Naive Bayesian [30].</td>
</tr>
<tr>
<td>Chronic Disease</td>
<td>Prediction of Diseases Using Apriori Algorithm [22].</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Disease classification using Support Vector Machine [23].</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>Accurate Classification of medical data using K-means, Self-Organizing Map (SOM) and Naïve Bayes [25].</td>
</tr>
<tr>
<td>Cardio Vascular Diseases</td>
<td>Diagnose Cardio Vascular Disease using Classification algorithm [27].</td>
</tr>
<tr>
<td>Parkinson Disease</td>
<td>Familiarized an adaptive Fuzzy K-NN approach for diagnosing the disease [31].</td>
</tr>
</tbody>
</table>
4. CONCLUSION

With the recent rapid rise in the quantity of biomedical data that is gathered by electronic means in critical care and the rampant availability of inexpensive and dependable computing equipment, many researchers have started, or are eager to start, exploring these data. In this paper we observe some data mining techniques that have been employed for medical data. As there is voluminous records in this industry and because of this, it has become requisite to use data mining techniques to help in decision support and prediction in the field of Healthcare to identify the kind of disease. The medical data mining produces business intelligence which is useful for diagnosing the disease. This paper throws light into data mining techniques that is used for medical data for various diseases which are identified and diagnosed for human health.
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