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ABSTRACT 
 

In the process of content-based multimedia retrieval, multimedia information is processed in order to 

obtain descriptive features. Descriptive representation of features, results in a huge feature count, which 

results in processing overhead. To reduce this descriptive feature overhead, various approaches have been 

used to dimensional reduction, among which PCA and LDA are the most used methods. However, these 

methods do not reflect the significance of feature content in terms of inter-relation among all dataset 

features. To achieve a dimension reduction based on histogram transformation, features with low 

significance can be eliminated. In this paper, we propose a feature dimensional reduction approaches to 

achieve the dimension reduction approach based on a multi-linear kernel (MLK) modeling. A benchmark 

dataset for the experimental work is taken and the proposed work is observed to be improved in analysis in 

comparison to the conventional system.  
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1.INTRODUCTION 

 
Multimedia retrieval approach, represents the feature set of more importance. A Statistical 

approach was suggested in [2],[3] which represents a pattern subspace method proposed for 

automatic pattern recognition. This pattern provides an idea of modeling a sequence of video 

representation which are set of individual patterns, represented in sub-space to provide an 

iterative principal component analysis (PCA) used for learning principal components. In another 

major study outlined in [4],[5], PCA, was used for locally linear embedding (LLE) and 

orthogonal Locality preserving projections (OLPP).Three typical manifold embedding 

dimensionality reduction methods were suggested. According to the data distribution using the 

subspace OLPP, a locally strong regression method (LARR) that learns to predict more accurate 

information retrieval was suggested. To get a rough prediction method of selective features using 

support vector machines and a local support vector regression, within a limited range of 

adjustment was focused. In the second category of information retrieval, the method includes 

presence-based approaches. Using presence information, intuitional method for analyzing the 

feature for multimedia video was suggested. Young H. Kwon [6] used a visual representation of 

the model to produce an anthropological features. In this approach, the primary features of the 
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subject was used as a representative elements. The proportion of these features to distinguish 

different patterns categories were calculated. Secondary feature analysis, using geographical 

mapping of image information was used to guide the measurement. June Da Xia [7] suggested an 

active appearance models (AAM) feature pattern recognition method used to extract patterns. 

Each pattern derives feature point,where feature area is divided into ten subspace. A patch-based 

model name kernel patch method suggested by Shuicheng Yan et.al. was presented in [8]. This 

method models the global Gaussian mixture models (GMM) for a maximum of two videos, and 

created a relational mapping empirical coding using Kullback-Leibler divergence. A weakening 

of the learning process called “Inter-instrument synchronization” was suggested. Kernel 

regression is employed to assess the pattern. The third category includes frequency-based 

approach. In the process of video processing and pattern recognition, frequency domain analysis 

features are the most popular method. In Pattern recognition method to investigate a biologically 

inspired approach for feature extraction a logical approach was defined in [9, 10]. Unlike 

previous works, Guo [9] of the human visual process suggested bio-inspired model based on 

imitation by applying Gabor filters. A Gabor filter is a linear edge detection filter used for video 

processing. Gabor filter representation of frequency and orientation are similar to those of the 

human visual system approach, and representation and discrimination has been found to be 

particularly suitable for the structure. Although PCA-based coding is applied to many 

applications, this method represents, a more selective approach of operations and feature selection 

to reduce feature which effect the accuracy of the system. To overcome the problem of 

conventional PCA approach a  multi-linear Kernel coding is proposed. 

 

2.DIMENSIONAL REDUCTION IN CBMR 

 
General multimedia retrieval system operates in three phases, training, testing and classification. 

In the training phase, the process for various multimedia video datas trained into the database. In 

the test phase the extracts features of a sample is given as query for the classification. Classifier 

operates by comparison with samples given as query with database sample for classification. A 

general Multimedia retrieval system is as given in below figure; 

 

 
 

Fig.1 General multimedia retrieval system 
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2.1. Preprocessing 

 
Depending on the application, multimedia pre-processing include: alignment (translation, 

rotation, scaling) and light normalization / correlation. These pre-processed data are used for 

coarse multimedia detection so as to improve the robustness in feature extraction and retrieval.  

 

2.2. Feature Extraction  

 
Multimedia content represent structural feature or features to facilitate the recognition process. A 

compact set of interpersonal discrimination is focused to be eliminated. In a histogram feature 

extraction, outstanding values, frequency features, color features, the Principal Component 

Analysis (PCA), linear discriminant analysis (LDA), kernel PCA (KPCA), Local Binary Pattern 

(LBP), independent component analysis (ICA), include these as a feature, and these feature set 

are represented in order to reduce dimensionality of the feature extraction approach to implement 

the preprocessed video feature values from the pre-processed sample. PCA, the principle 

component analysis, process on the data and a new system feature values, to coordinate where the 

feature data of the second largest variance changes to the first variation. The major components 

are called for projection from the largest variance underlying to represent the principal features. 

The process  of PCA is outlined as follows:  

 

1. Differentiation of each data is over a mean value for reduced dimension is carried out. 

2. Each dimension is minimized below the mean average value. 

3. The covariance matrix is calculated. 

4. All the different dimensions of covariance was computed between all possible values. 

5. For the eigenvectors and covariance matrix, a square matrix of the eigen values is been 

calculated. 

6. The eigen values and eigenvectors are sorted in highest to lower values. 

7. This allows the components in order of importance. 

8. The selected eigenvectors set by multiplying the original data with the new data set. 

PCA data set for the operation, for a N-to-N dataset sample of I(x, y) is a vector of dimension N 

to N which is defined as N2.  

 

A database created with M samples is then mapped to a high dimensional space as Γ1,Γ2,Γ3,…. 

ΓM. the average of the sample dataset is defined as 

Ψ = �
�∑ Γ�����      (1) 

 

Each dataset can be generalized to mean the average deviation from the dataset as Φ� = Γ� − Ψ 

represented. Covariance matrix ΦΦ
T
,  defined as the expected value which is calculated as, 

 

 	 = �
�∑ Φ�
�Φ������      (2) 

 

It set free each data sample is taken from each sample consisting of differently considered. If all 

the samples of dataset are normalized perfectly, a conclusion can be done that the Φt, the 

variances of every sample of dataset results in as sequentially aligned results.Φtzero covariance 

with the means of action lies.ΦThe implications of these beliefs is the idea that a  With this 

observation, resulting in an expected value of zero can be said t an independent, combining 

theΦthat each person is multiplied across  characteristics of the time alignment. 

 

The above illustration allows us to represent the covariance matrix in another form. Let 

A=[Φ1,Φ2,…ΦM], be the covariance matrix, the expression in Eq.(2) can be written as, 
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	 = �
� (

�)      (3) 

As the factor 1/M affects only the scaling eigenvector, we can leave the calculation resulting in 

the scaling factor 

	 = (

�)     (4) 

 

Given a covariance matrix C, a computation to the optimal set estimation for, Eigen dataset 

variations between the dataset samples and to characterize a set of eigenvectors and eigenvalues. 

Consider an eigenvector of C satisfying the condition, given as, 

 

	�� = ����      (5) 

 

���	�� = �������      (6) 

 

The eigenvectors are orthogonal and normalized hence 

����� = �1					� = �
0					� ≠ ��        (7) 

 

Combining Eq. (2) and (7), Eq. (6) thus become 

 

�� = �
�∑ ���(��Γ��)����               (8) 

 

It is represented as a set  ofdata taken from each sample consisting of differential samples. If all 

the samples of dataset are normalized perfectly, a conclusion can be done that the Φt, the 

variances of every sample of dataset results in as sequentially time aligned.Φtthe zero covariance 

with the means of action lies in the implications of these beliefs in the idea With the observation, 

resulting in an expected value of zero that can be setas an independent cross multiplication , 

combining theΦt that each sample is multiplied across  characteristics of the time alignment 

resulting in an expectation of value zero.The above illustration allows us to represent the 

covariance matrix in another form. Let A=[Φ1,Φ2,…ΦM], be the covariance matrix, the 

expression in Eq.(2) can be written as 

 

	 = �
� (

�)     (3) 

 

As the factor 1/M affects only the scaling eigenvector, we can leave the calculation resulting in 

the scaling factor 

	 = (

�)     (4) 

 

Given a covariance matrix C, a computation to the optimal set estimation for Eigen dataset 

variations between the dataset samples and to characterize a set of eigenvectors and eigenvalues. 

Consider an eigenvector of C satisfying the condition, given as, 

 

	�� = ����    (5) 

 

���	�� = �������     (6) 

 

The eigenvectors are orthogonal and normalized hence 
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����� = �1					� = �
0					� ≠ ��        (7) 

Combining Eq. (2) and (7), Eq. (6) thus become 

�� = �
�∑ ���(��Γ��)����      (8) 

 

Eqn. (8) eigenvector representing a representative sample data set corresponding to the variance 

shows the eigenvalue. Eigenvectors with the largest eigenvalues vector as the basis, the major 

vectors that express the greatest variance are obtained by selecting. PCA dimensionality reduction 

algorithm applied to only the internal changes in that particular sample obtained by considering 

the feature set reduces the dimensions. However, other frames in a sequence of inter-class 

features forms that are not considered. 

 

3. MULTI-LINEAR KERNEL (MLK) CODING 

 
This coding is processed in two phases,  

 

1) Training and 2) testing phase. 

 

The proposed multimedia retrieval system consists of two phases. In the training phase, the 

training processis developed for database which facilitates the updating of various multimedia 

featuresextracted from different video samples. In the test phase, the test video sample is 

processed for feature extraction and the SVM classifier using the training features are extracted 

from the database are compared with the features, matching the result of the test video 

multimedia feature set taken as multimedia features. The Block diagram of the proposed work is 

as shown below: 

 
Fig.2 Block diagram of proposed approach 

 

The Multimedia retrieval system proposed is divided into four operational phases: 

 

I) Pre-processing  

2) feature extraction using 2D - Gabor filter and histogram 

3) Feature vector dimensionality reduction MLK-DR. 

4) multimedia retrieval system using SVM classifier. 

 

The proposed approach is a multimedia video retrieval system that is used to estimate multimedia 

information’s from the dataset. Multimedia video from database sources are acquired and the 

retrieval system process the video input which is then further processed as multimedia video 

feature set. For a given multimedia video sample using the histogram feature to estimate the 

feature estimate approach and multi-linear dimension reduction (ML-DR) is used in association 

with a 2D-Gabor filter. The Input multimedia video preprocessing phase, process on the input 

video data read from the database and process through the images. The samples are then resized, 
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cropped and converted to gray scale for feature representation. After preprocessing, multimedia 

video goes through feature extraction process. At this stage, all possible orientations of Gabor 

filter was applied to remove all possible variations. Here, the entire Gabor filter is applied on 

eight orientations and histogram feature set is derived. In the next step, the extracted features are 

used to reduce the dimensionality using multi-linear approach  to reduce feature vectors. A SVM 

classifier using these feature vectors  are used with the database to compare and match the 

classesfor classifying the multimedia information.  

 

The proposed algorithm for the system is as follows. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In the Multi-linear dimensionality reduction ML-DR approach the features are transformed to the 

multi-linear subspace that extracts the multi-dimensional features from the database. ML-DR, 

which operated in linear dimension for expansion. While ML-DR operated directly on the two-

mode processing the data are processed through multi-functional objectives. Video filtering using 

Gabor filter and feature extraction for dimensionality reduction in ML-DR results in output for 

dimensionally reduced feature multimedia data set which are derived from projection matrix. 

Figure3(a), (b) shows the pictorial representation of conventional PCA and multi linear 

dimensional reduction coding. 

 
(a) 

 
(b) 

Fig.3(a). Principal Component analysis (b) Multi-Linear Dimension reduction 

 

Algorithm 
Input: multimedia databases, multimedia video test sample 

Output: the action class for the multimedia sample. 

Step 1: multimedia video data is read from the database. 

Step 2: The video is resized for uniform dimensions 

Step 3: Color video is converted to gray scale video. 

Step 4: gray-scale multimedia video is cropped to the area. 

Step 5: 2D-Gabor filters and the histogram method is applied to crop video to extract 

the multimedia feature. 

Step 6: Using the extracted feature ML-DR are processed to reduce dimensionality. 

Step 7: The training features available in the database are used for classification using 

the SVM classifier. 
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PCA, operates in a one-dimensional mode, whereas ML-DR works in multi-mode operations. For 

a given feature space of a single class, PCA evaluates key components individually, while the 

remaining class features are not considered. In ML-DR the dataset is processed by all the 

dimension variations. The pseudo code for the ML-DR coding is as given below; 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In machine learning, learning algorithms analyze the data and recognize patterns associated with  

 

learning networks. Classification and regression analysis is used to monitor the learning model. 

Given a set of training set, each belonging to one of two categories to be marked. SVM learning 

algorithm is a model that provides an instance of a class with maximum co-relational values. It is 

a non-probabilistic binary linear classifier. The SVM model represented as a point in space, 

where, the different categories of distinct features are used which are segregated as wide as 

possible, to split representation in mapping, so that they have a place on the boundary of mapping 

and the difference falls on a new instance of the class predicted. In addition to performing linear 

classification, SVM operates by using kernel-site mapping the information in high-dimensional 

feature spaces to perform a non-linear classification. More formally, the SVM classification 

performs a high regression infinite dimensional space coding to determine the extent of feature 

mapping. Intuitively, most features of any class of a so-called functional separation nearest 

margin classifier, train data in general to the large margin of error to be generalized to represent 

the distance leading to a classification. The original problem in a finite-dimensional space, as 

stated in the space discrimination are often non-separable linear sets. For the purpose of easier 

formulation, the original data space is mapped to high dimensional space mapping. SVM 

mapping approach used to calculate the dot product of the original space, which is a reference to 

the variable kernel function K (x, y) with the feature values to make a decision. A dot product of 

the high-dimensional space that is defined as the set of points with a vector space is defined as a 

constant. The projection planes αi is a linear combination of the parameters that are represented as 

feature vectors in the data base of the video sample defining. By taking the projection plane as an 

option, the features of x are mapped into the projection plane defined by the relation of:  

 

∑  �!("� , ")� = $%&'(�&(  (9) 

 

Note that as with variation in K(x,y)becomes smaller, the sum of each term in the corresponding 

data base xi points to the test measures for the degree of proximity to the point x.  

 

 

 

Pseudo Code: 
Input: Set of features with larger dimensions 

Output: Feature with smaller dimensions  

Step 1: Feature set of M x N-dimensional space is taken. 

Step 2: evaluate the mean along all ‘n’ dimensions.  

Step 3: Create a new matrix by subtracting the mean from each value of dataset. 

Step 4: Perform the evaluation of covariance matrix. 

Step 5: Evaluate histogram vectors and its respective histogram values.  

Step 6: arrange the values in ascending/descending order by sorting them and then choose k 

sorted histogram values from n x k dimensional. 

Step 7: For each class feature set the performance is carried out in the same manner  

Step 8: Finally the intra-class and inter-class histogram values were computed by 

considering the histogram values as a new projection matrix. 

Step 9: The original values are then transformed to the new sub space as a matrix by 

multiplying the one-dimensional subspace reduced. 
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4. EXPERIMENTAL RESULTS 

 
The proposed system is developed with Matlab tools and Weizmann data set [7] is tested over. 

PCA-based feature dimensions reduction is compared with a comparative analysis of the 

proposed MLK-DR. the simulation is carried out to evaluate the performance of the proposed 

approach. Weizmann dataset simulation for features extraction for which Histogram is computed 

as MI-HIST [21] is set forth in the calculation. Figure.4 illustrates the test dataset is shown. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig 4: Dataset with (a) Bending (B), (b) Jumping (J), (c) Running (R) and (d) Walking (W) sample 

 

The samples are captured a 180x144 resolution, using static camera with a homogenous outdoor 

background. The processing test sample having a running action is illustrated in Fig 5. 

 

 
 

Fig 5: Test sample having Running action 

 

The obtained features using MI-HIST [21] is presented in table 1. 

 
 

 

 

 

 

 

 

 

Orignal Sample
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Table 1. Comparative Analysis of HoG [22], HIST [23] and proposed MI-HIST [21] for running sample 

 

Observations of 

Techniques 

HoG 

[22] 

HIST 

[23] 

MI-

HIST[21] 

Original Sample 

Size 

478720 478720 478720 

Redundant 

coefficients 

436582 457581 464260 

HIST Features for 

Motion 

components 

42138 21139 14460 

 

MI-HIST Histogram features are used for  dimensionality reduction, where PCA, LDA and 

MLK- DR are applied over it. In the PCA-based dimensionality reduction technique, the 

extracted features and the mean normalized K principal features are selected. On the count of 

selected facilities where facilities are used for the inter-class correlation, where LDA coding is 

applied for least minimum feature count. However, PCA and LDA dimensionality reduction 

process for two-dimensional coding. To further reduce the dimensions of the features, MLK-DR 

was implemented and ongoing features from all three methods are shown in Table 6 for 4 

different action models. Similarly, for all the four classes, the MLK-DR was applied on the 

databases created on each category and a generalized feature set is given in Table 2. 

 
Table 2. Dimensionality reduced Feature set of total data base 

 
 

Where, Fijdefines the feature for i
th
class andjth sample. On testing,the feature set is selected and 

the features of the proposed approach represents a sample of test sample applied to the query 

observing 4780 features reduction. 

to evaluate the performance, the approach developed the following parameters, used to evaluate 

the performance. 


$$���$) = �*+�,
�*+�,+-*+-,       (10) 

 

Where, 

   

 TP = True positive (Correctly identified) 

   FP = False positive (Incorrectly identified) 

   TN = True negative (false, Correctly identified) 

   FN = False negative (false, incorrectly identified) 

 

The simulation model for each class of 5 subjects, 20 subjects with a total of four categories 

forming is used for training. During the testing process, the sample is processed and extracted 

features with the query histogram features are passed to the SVM classifier. For the SVM 

classifier, the obtained result of classification is described in Table.3 
 



The International Journal of Multimedia & Its Applications (IJMA) Vol.8, No.2, April 2016 

 

 

10 

 

Table 3. Classification Results 

 
 

From Table 3, the confusion matrix can be written as 

 

 
 

Fig.6. Confusion Matrix 

 

From the confusion matrix, the accuracy can be calculated as 

 


$$���$)(%) = (4 + 10)
(4 + 1 + 5 + 10) 	= 70 

 

This suggested approach for its evaluation, developed the parameters of sensitivity, specificity, 

recall, precision and F-measure for its evaluation analysis using the measured parameters. To 

compute the measured parameters,  a mathematical expressions used are defined as,  

The sensitivity is measured as the ratio of  true positive (TP) to the sum of true positive (TP) and 

false negative (FN).  

 

34&'�(���() = �*
�*+-,                (11) 

 

The specificity is measured as the ratio true negative (TN) to the sum of true negative (TN) and 

false positive (FP).  

354$�6�$�() = �,
�,+-*                   (12) 

 

Precision is the ratio of TP to sum of TP and FP while recall is the ratio of TP to sum of TP and 

FN. The following expressions give precision and recall measurements 

74$�88 = �*
�*+-,      (13) 

 

9�4$�'�%& = �*
�*+-*                (14) 

 

F-measure is the combined measure of precision and recall. F-measure is also called as balanced 

F-score, the expression is as  

 

:_<4�'��4 = =∗?@ABCC.*E@A�F�G�
?@ABCC+*E@A�F�G�            (15) 

 

Table 4.Parametric evaluation of the developed system for processing efficiency. 
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The obtained retrieval observations for different test action in the Weizmann dataset were 

observed through the feature count and the overhead. For the obtained features, the overhead was 

measured as 
 

H� = -IJK
-LMN
-IJK             (16) 

 

Where :OEP= Original Features 

:Q@A= Decimated features 

 

The decimated features and the processing overhead occurred for the running sample for 

proposed approach and for conventional approaches were shown in table.5. 

 
Table.5.feature count & overhead for running sample 

 

Approach RSTU RVWX Overhead 

PCA 14460 6140 73.80% 

LDA 14460 5380 59.25% 

MLK-DR 14460 4780 49.38% 

 
Fig 7. Feature count of Running sample 

 

 

Fig.7 shows the feature count for PCA and LDA techniques, in comparison to the proposed 

MLK-DR approach for running sample. Compared with PCA and LDA, MLK-DR retrieval 

accuracy is improved with the feature counts reduces and also the computational time has been 
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reduced. Accuracy of information received and the overhead observed is outlined in Table.5 are 

represented in Fig.8. This Fig. shows details of the proposed overhead for MLK-DR in 

comparison to PCA and LDA, where the proposed approach is observed with 23% less overhead. 

 

 
Fig 8. Overhead of Running sample 

 

Table.6. Feature count & Overhead for Walking sample 

  

Approach RSTU RVWX Overhead 

PCA 37794 15600 70.29% 

LDA 37794 14560 62.71% 

MLK-DR 37794 12748 50.20% 
 

 
 

Fig 9. Feature count of Walking sample 

 

Fig.9 illustrates the PCA and LDA techniques in comparison to the proposed MLK-DR for 

running sample. The feature count is shown in comparison with PCA and LDA, MLK-DR 

retrieval accuracy is improved, and the feature count and computational time has been reduced. 

Compared with PCA, MLK-DR has 3252 features low in count. 

 
Fig 10. Overhead of Walking sample 
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Fig.10 illustrates the overhead details of proposed MLK-DR. compared with PCA and LDA, the 

proposed approach has reduced overhead. Compared with PCA, MLK-DR has 20% reduced 

overhead and 10% when compared with LDA.  

 
Table 7. Feature count & Overhead for Jumping sample 

 

Approach RSTU RVWX Overhead 

PCA 20400 8500 71.43% 

LDA 20400 7520 56.75% 

MLK-DR 20400 6250 47.38% 
 

 
Fig 11.Feature count of Jumping sample 

 

Fig 11.Illustrates the feature count details of the jumping sample for the proposed MLK-DR 

along with earlier PCA and LDA techniques.  Compared with PCA and LDA, the MLK-DR has 

reduced feature count which reduces computational time along with retrieval accuracy.  

 

 
Fig 12.Overhead of Jumping sample 

 

Fig 12. illustrates the overhead details of proposed MLK-DR. compared with PCA and LDA, the 

proposed approach has reduced overhead. Compared with PCA, MLK-DR has 24% reduced 

overhead and 15% when compared with LDA.  

 
Table 8. Feature count & Overhead for Bending sample 

 

Approach RSTU RVWX Overhead 

PCA 18560 7150 62.56% 

LDA 18560 6320 52.35% 

MLK-DR 18560 5870 45.28% 
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Fig 13. Feature count of Bending sample 

 

The reduced feature count for bending sample using MLK-DR along with PCA and LDA is 

shown in Fig.13. The proposed approach has reduced feature count when it is compared with 

earlier approaches.  

 

 
Fig 14.Overhead of Bending sample 

 

The overhead of proposed MLK-DR is less compared with PCA and LDA for bending sample. 

The details are represented in fig.14. Compared with earlier approaches, MLK-DR has 17% 

reduced overhead.  

 

5. CONCLUSION 

 
The proposed approach derives all possible variations of the frame details given. By applying 

different orientations histogram, for related frames is derived. In each and every orientation, only 

a few features are of dominating nature. In the suggested process Histogram was applied to the 

video sample, and the dominant feature coefficients were derived. In the proposed approach, the 

histogram features are extracted after obtaining all possible variation only, instead of directly 

extracting from multimedia as in conventional approach. The proposed approach apply the multi-

dimensionality reduction method, the dimension reduction approach, process  based on the intra-

group set by considering the inter-class features in the dataset. Wherein the traditional approach is 

processed considering the intra-class features reduction, the suggested approach minimizes the 

dimension in consideration to interclass relation as well. This gives the optimality of feature 

estimation in multiple directions, resulting in higher dimension reduction.  
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