A Scheme for Joint Signal Reconstruction in Wireless Multimedia Sensor Networks
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Abstract. In context aware wireless multimedia sensor networks, scenarios are usually such that signals of multiple distributed sensors contain a common sparse component and each individual signal owns an innovation sparse component. So distributed compressive sensing based on joint sparsity of a signal ensemble concept exploits both these intra- and inter- signal correlation structures and compress signals to the extent possible. This paper proposes an optimized reconstruction scheme based on joint sparsity model which is derived from the distributed compressive sensing. In this regard, based on distributed compressive sensing, a joint reconstruction scheme is proposed to compress and reconstruct ensemble of signals even in large scale data transmission. Furthermore, simulation results show the effectiveness of the proposed method in diverse compression ratios and processing times in comparison with the joint sparsity model and individual compressive sensing reconstruction methods.
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1 Introduction

As the field of telecommunication and new developed application advances, the need of deploying distributed Wireless Sensor Networks (WSN) and Wireless Multimedia Sensor Networks (WMSNs) which consist of many sensors for monitoring a specific phenomenon in an area of interest both in time and space is increased. There are three main challenges in WSN, i.e., network lifetime, computational ability and bandwidth constraints [1, 2]. Assume that there are $J$ sensors in the area which are measuring a phenomenon in the spatio-temporal manner. A fusion center (FC) receives all the measurements shown in (Fig. 1) and runs an algorithm to jointly decode signal ensembles of the sensors and reconstruct the phenomenon at the sensor sides. In such cases, when there is a significant correlation between the signals of the sensors, the joint decoding based on the distributed source coding (DSC) [3] could be used in the FC to decompress the transmitted signals of the sensors. Using DSC methods, the compression rate can be higher and thus, data can be transmitted with less power and bandwidth consumption. DSC concepts are

also used to improve the wireless sensor networks’ performance in terms of data reception accuracy and energy consumption efficiency [4].

In addition, compressive sensing (CS) provides a simultaneous sensing and compression framework [5], enabling a potentially significant reduction in the sampling and computation costs at a sensor with limited capabilities. The CS theory shows that a signal with a sparse transform representation can be reconstructed from a small set of incoherent random projections. CS scheme is exploited in many research fields such as radar imaging [6], cognitive spectrum sensing [7, 8], channel estimating [9], error corrections [11], antenna array synthesis problems [10] and so on. The CS technique as the data acquisition approach in a WMSN can significantly reduce the energy consumed in the process of sampling and transmission through the network, and also lower the wireless bandwidth required for communication.

In wireless sensor networks, sensors have limited computation capability and energy resources without assistance of any established infrastructures, so many studies in the literature are conducted considering these limitations for various applications [13]. Recently, the theory of distributed compressive sensing (DCS) [12] have been used to exploit inter- and intra-signal correlations to propose new distributed source coding and compression algorithms for multi-signal ensembles based on the CS theory. In a typical DCS setting and joint sparsity model (JSM) [12], each sensor compresses its signal independently by projecting it onto an incoherent basis and transmits the compressed information (actually sensed) to the FC. Under the right conditions the FC can jointly reconstruct all the signals by knowing that the measured signals of each sensor are individually sparse in some basis.

This present paper goes in the direction of proposing a framework for compressing the signals of a WMSN and reducing the amount of the transmitted data as much as possible. In the WMSN, the captured signals of each sensor should be transmitted (direct or with a multi-hop architecture) to a central unit (FC) through a wireless interface. In this paper, we address the problem of joint reconstruction ensemble of signals for sensor nodes. The proposed model denoted as Enhanced Common Method (ECM) basically can be used in WMSN’s services where an intrinsic shared part exists between the signals of the nodes that can be represented sparsely in a dictionary or basis. It means that ECM is a context aware algorithm and depends on the properties of the captured signals. Another aim of the ECM framework is ability to robustly reconstruct the sensors’ signals if some disturbances occur in the transmission procedure.

The rest of this paper is organized as follow; the system model and our approach is described in Section 2 and 3, respectively. The corresponding experimental results are presented and discussed in Section 4. Finally, the paper is concluded in Section 5.
Fig. 1. A collection of sensors measure a phenomenon and send their measurements to the fusion center. There exists some inter-relation between the signals and FC decodes them jointly.

2 System Model

Suppose that \( J \) sensors are distributed in the area and each of them capture a signal \( x_j \in \mathbb{R}^N \) (\( j \in 1, 2, ..., J \)). All \( J \) signals share a common component \( x_c \in \mathbb{R}^N \) such that \( x_j = x_c + x_{inn,j} \) where \( x_{inn,j} \in \mathbb{R}^N \) is the innovation part of each signal \( x_j \). There is a dictionary \( D \in \mathbb{R}^{N \times K} \) in which signals can be represented sparsely (\( x_j = D \alpha_j \)) as a linear combination of the atoms (columns) of this dictionary. Obviously, this dictionary has the ability to represent signals sparsely as Eq. (1) which \( \alpha_c \) and \( \alpha_{inn,j} \) are belonged to space \( \mathbb{R}^K \) with different sparsity levels.

Each sensor compressed (actually sensed) its signal \( y_j = \Phi_j x_j \) by using an individual measurement matrix \( \Phi_j \in \mathbb{R}^{w_j \times N} \). The samples of the sensed signal \( y_j \in \mathbb{R}^{w_j} \) of each sensor should be sent to and consequently detected in the fusion center via a conventional digital communication transceiver module. Obviously, \( y_j \) is the combination of two parts: one is the common part \( y_{c,j} \in \mathbb{R}^{w_j} \) and another is the innovation part \( y_{inn,j} \in \mathbb{R}^{w_j} \), which can be expressed as:

\[
\begin{align*}
y_{c,j} &= \Phi_j x_c, \\
y_{inn,j} &= \Phi_j x_{inn,j},
\end{align*}
\]

Therefore, it is possible to write that

\[
r_j = r_{c,j} + r_{inn,j},
\]
where \( r_c \) and \( r_{inn} \) are the received signals in the FC corresponding to the common and innovation parts of the transmitted one.

Inspired from JSM models, we define the *Common Method* to recover and decompress the data as follows:

\[
\mathbf{r} = \Phi \Psi \mathbf{\alpha} + \mathbf{n} \tag{4}
\]

\[
\mathbf{r} = \begin{bmatrix} r_1 \\ r_2 \\ \vdots \\ r_J \end{bmatrix}, \quad \mathbf{n} = \begin{bmatrix} n_1 \\ n_2 \\ \vdots \\ n_J \end{bmatrix}, \quad \mathbf{\alpha} = \begin{bmatrix} \alpha_c \\ \alpha_{inn_1} \\ \vdots \\ \alpha_{inn_J} \end{bmatrix} \tag{5}
\]

\[
\Phi = \begin{bmatrix} \Phi_1 & 0 & \cdots & 0 \\ 0 & \Phi_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & \Phi_J \end{bmatrix}, \quad \Psi = \begin{bmatrix} D & D & \cdots & 0 \\ D & 0 & D & \vdots \\ \vdots & \vdots & \ddots & 0 \\ D & 0 & \cdots & 0 \end{bmatrix} \tag{6}
\]

where \( \mathbf{r} \in \mathbb{R}^W \), \( \mathbf{n} \in \mathbb{R}^W \), \( \mathbf{\alpha} \in \mathbb{R}^{K(J+1)} \), \( \Phi \in \mathbb{R}^{W \times N J} \), \( \Psi \in \mathbb{R}^{J N \times K(J+1)} \) and \( W = \sum_{j=1}^{J} w_j \). In order to recover the desired signals, first \( \hat{\mathbf{\alpha}} = [\hat{\alpha}_c^T \; \hat{\alpha}_{inn_1}^T \; \cdots \; \hat{\alpha}_{inn_J}^T]^T \) is computed by solving the optimization problem in Eq. (7).

\[
\hat{\mathbf{\alpha}} = \min_{\mathbf{\alpha}} \| \mathbf{\alpha} \|_0 \text{ or } 1 \text{ subject to } \| \mathbf{r} - \Phi \Psi \hat{\mathbf{\alpha}} \|_2 \leq \epsilon \tag{7}
\]

Then \( \hat{x}_j \) will be computed by

\[
\hat{x}_j = D(\hat{\alpha}_c + \hat{\alpha}_{inn_j}) \tag{8}
\]

where \( \hat{\alpha}_c \) and \( \hat{\alpha}_{inn_j} \) are located in the found \( \hat{\mathbf{\alpha}} \) vector.

### 3 The Proposed Enhanced Common Method

In order to recover the uncompressed signals \( x_j \) more robustly, an enhanced common model (ECM) is proposed which uses the shared common component \( x_c \) based on the JSM model [12] concepts and also can recover the data in the lower measuring rate. However, firstly, we assume the common part \( \mathbf{\alpha}_c \) to be known by the fusion center. This phenomenon can be used in the receiver (FC) to enhance the reconstruction performance and system’s efficiency. Hence, in order to enhance the
reconstruction performance, we remove the common part from the reconstruction Eq. (7) as follows:

\[
r = [\Phi \Psi] \begin{bmatrix} \alpha_c \\ \alpha_{inn_1} \\ \vdots \\ \alpha_{inn_J} \end{bmatrix} + n
\] (9)

and it can be rewritten to Eq. (10) by using a combination of two distinct parts:

- Common part \( \alpha_c \)
- Innovation part \( \alpha_I = [\alpha_{inn_1}^T \alpha_{inn_2}^T \cdots \alpha_{inn_J}^T]^T \)

\[
r = [A \parallel H] \begin{bmatrix} \alpha_c \\ \vdots \\ \alpha_{inn_J} \end{bmatrix} + n = A\alpha_c + H\alpha_I + n
\] (10)

If we define \( r_{inn} = r - A\alpha_c \), the reconstruction formula is modified to find just the innovation parts of the signals:

\[
\hat{\alpha}_I = \min_{\alpha_I} \|\alpha_I\|_0 \text{ or } 1 \text{ subject to } \|r_{inn} - H\hat{\alpha}_I\|_2 \leq \epsilon
\] (11)

Consequently, the signal of each sensor \( \hat{x}_j \) is found by

\[
\hat{x}_j = D(\alpha_c + \hat{\alpha}_{inn_j})
\] (12)

where \( \hat{\alpha}_{inn_j} \) are located in the computed \( \hat{\alpha}_I \) vector. This modification is indicated to bring faster solution and also better reconstruction accuracy. Moreover, in order to improve the reconstruction accuracy and solution time of the recovery algorithm, we removed the common components from the recovery algorithm.

### 4 Experimental Results

In order to show the ability of the proposed models some experimental results are reported here. In the following experiments, five signals \( x_j \in \mathbb{R}^{400}, j = \{1, 2, ..., 5\} \) from \( J = 5 \) sensors are generated such that there is a shared common component \( x_c \in \mathbb{R}^{400} \) between them and also each of them are sparse in a random dictionary \( D \in \mathbb{R}^{400 \times 512} \) with different sparsity levels (maximum 50-sparse). Consequently, the signals are sensed by five different measurement matrices \( \Phi_j \in \mathbb{R}^{w_j \times 400} \) with
Gaussian random set of projections. The sensed samples $y_j \in R^{w_j}, j = \{1, 2, ..., 5\}$ are then sent to the fusion center through a digital transceiver system. Binary phase shift keying modulating (BPSK), 1/2 channel encoding, and DS-CDMA with 4-chip’s length are the specifications of the used transceiver system. Simulations are experimented for 100 frames with different $x_j$s and the obtained mean results are reported.

The CVX Matlab toolbox [16, 17] is used to solve the least square problem in Eq. (11). The CVX is a programming package for specifying and solving convex programs. Moreover, other sparse-based optimization problems in this paper are solved using basis pursuit denoising (BPDN) relaxation method [14] which is more robust than other conventional algorithms against the incomplete and inaccurate samples. We also use the SparseLab [15] Matlab toolbox to run the BPDN algorithm. SparseLab is a Matlab software package designed to find sparse solutions to systems of linear equations, particularly under-determined systems.

**Fig. 2.** Comparison between compression ability of the proposed models in a loss-less scenario.

Fig. 2 shows the reconstruction performance of all the proposed methods for different sensing ($w_j$) and compression rates evaluated by semi normalized mean squared error (NMSE). The sensing rate and the compression rate can be computed as $\frac{w_j}{500}$ and $1 - \frac{w_j}{500}$, respectively. The normalized mean squared error (NMSE) which
we define for our experiments is as follows:

\[
NMSE = \frac{1}{JN} \sum_{j=1}^{J} \sum_{n=1}^{N} \left( \frac{\hat{x}_j(n)}{\|\hat{x}_j\|_2} - \frac{x_j(n)}{\|x_j\|_2} \right)^2
\]  

(13)

where \(J\) and \(N\) are the number of sensors and signals’ samples, respectively. Note that, the defined semi normalized mean squared error calculates the mean (with respect to the number of sensors) of the sum of all differences between the actual and reconstructed samples of each sensor’s signal. It means that, the averaging process is only performed with respect to \(J\) and \(N\) which can cause the computed semi normalized mean squared error to be larger than 1. It can be inferred from Fig. 2 that using the Enhanced Common Model, as compared to the JSM model, causes signals to be reconstructed more efficiently and in a lower sensing rate. This fact is based on that, removing the known common part from the reconstruction formula and reducing the length of the desired sparse vector makes the finding of the sparse vector to be more accurate. Moreover, Fig. 2 concludes and shows the accuracy of signal reconstruction for different sensing rates by using the proposed method and the state of the art JSM model. However, the performance shown in Fig. 2 is achieved when the sensed samples \(y_j \in \mathbb{R}^w_j, j = \{1, 2, ..., 5\}\) are sent to the fusion center through a lossless system without any symbol errors. In fact, Fig. 2 was just reported to show the compression ability of the proposed methods.

In order to find a sense about the reconstruction performance of the semi normalized mean squared error and sparsity property of the \(\alpha_j\)s, Figures 3 and 4 are presented. Fig. 3 illustrates a frame of the signal of a sensor \(x_j\) and its reconstructed version \(\hat{x}_j\) by using the ECM algorithm and JSM reconstruction method. The reconstruction accuracy is compared between the two methods in Fig. 3. Moreover, corresponding to the signal shown in the Fig. 3 the original related sparse vectors \(\alpha_j\)s and their computed versions \(\hat{\alpha}_j\)s by FC are shown in Fig. 4.

5 Conclusion

In this paper, an enhanced common framework is proposed to compress the captured signals of the sensors which should be transmitted to FC. the proposed ECM basically can be used in WMSN services where an intrinsic shared part exists between the sensors’ captured signals and also the signals can be sparsely represented in a dictionary or basis. This makes ECM to be a context aware method and useful in many applications. Because of compressing the signals of the sensors and therefore, lower transmitted data, ECM can be used in lower bandwidth usage. Furthermore, since compressive sensing sampling method is used to compress the signals of the sensors, using ECM brings lower computational cost and therefore, greater lifetime in the sensor side.
Fig. 3. A frame of the signal of a sensor $x_j$ and its reconstructed versions $\hat{x}_j$ by FC.
Fig. 4. Sparse vectors $\alpha_j$ and their reconstructed versions $\hat{\alpha}_j$ corresponding to the signal of the Fig. 3.
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