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ABSTRACT   
 

Manipuri is both a minority and morphologically rich language with genetic features similar to Tibeto 

Burman languages. It has Subject-Object-Verb (SOV) order, agglutinative verb morphology and is 

monosyllabic. Morphology and syntax are not clearly distinguished in this language. Natural Language 

Processing (NLP) is a useful research field of computer science that deals with processing of a large 

amount of natural language corpus. The NLP applications encompass E-Dictionary, Morphological 

Analyzer, Reduplicated Multi-Word Expression (RMWE), Named Entity Recognition (NER), Part of Speech 

(POS) Tagging, Machine Translation (MT), Word Net, Word Sense Disambiguation (WSD) etc. In this 

paper, we present a study on the advancements in NLP applications for Manipuri language, at the same 

time presenting a comparison table of the approaches and techniques adopted and the results obtained of 

each of the applications followed by a detail discussion of each work.     
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1. INTRODUCTION   
 

Human beings communicate in many ways such as through abstract languages, body gesture, 

facial expressions etc. Communication in human is unique because of the extensive use of 

abstract languages. Despite the diversity of languages that exist over the world, there is very 

much the need for communication and information exchange amongst people. Almost all of the 

day to day activities are done through natural languages whether it may be communicated directly 

in person or in a document. With the ever increasing technologies, the time where English was 

used as the language of the world is long gone. People nowadays prefer documents or works 

written in their own language which is easily understandable.  The concept of NLP hinges on 

various disciplines namely computer science, computational linguistics, A.I etc. NLP comprises 

of two components, Natural Language Understanding (NLU) and Natural Language Generation 

(NLG). NLU forms the difficult component of NLP. NLP has various applications namely 

Morphological Analysis, POS Tagging, Parsing, WSD, NER, Automatic Summarization, MT, 

Co-reference resolution, Text-to-Speech, Speech segmentation, Speech-to-Speech, Question-

Answering systems and many others.   
 

2. MANIPURI LANGUAGE   
 

Manipuri or Meitei-lon, meaning the language of Meiteis is spoken mainly as the first language in 

Manipur, a state situated in north-east India. Manipuri belongs to the Tibeto-Burman languages, a 

sub family of Sino-Tibetan languages. Amongst Tibeto-Burman languages, it is the first language 
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to be included in the Indian Constitution. The writing system of Manipuri language has two 

scripts- Meitei Mayek and Bengali script. An example sentence of both the scripts is given below. 

Example sentence in Bengali script: 

 

 

Example sentence in Meitei Mayek script: 

 

 
 

Meitei Mayek is the original script and was used until 18th century. Bengali script was introduced 

in between 1709 and the middle of 20th century. Later local organizations and Meitei scholars put 

an effort in bringing back and adopting Meitei Mayek, thereby trying to replace Bengali script as 

the writing system. Manipuri language is a less computerized and there is not much work 

available on the web as compared to the language. Manipuri language being less computerized 

language, a very few works on NLP applications has been covered so far. This paper presents a 

detailed survey of the NLP applications developed for Manipuri language till now. Some of the 

works on NLP applications are described below. 
 

3. RELATED WORK   
 

Many applications on NLP has been developed all around the world as well as for major Indian 

languages such as Hindi, Bengali, Malayalam. Very few works has been reported for northeastern 

languages of India. [1] has reported a survey on applications of NLP developed for north-eastern 

languages of India. Most of the works done are for Hindi, Bengali, Assamese, and Nepali with a 

few for Manipuri, Bodo and Kokborok. [2] reported a survey on NER and classification covering 

fifteen years of work from 1991 to 2006. [3] reported MT for low resource languages where a 

shallow analysis of source language , a translation dictionary and a mapping system are all that is 

needed for translation. They also presented many approaches to achieving it. [4] has reported a 

paper on WSD considering different approaches and a comparison of the results obtained. [5] 

presented a survey paper on POS Tagging for Indian languages covering the developments on 

POS tagset and POS tagging for various Indian languages. [6] has given a short review on 

language processing on Manipuri Language. They have highlighted the challenges imposed in 

processing the language and briefly described the language processing tools reported till date. 

There are many  NLP works on Indian languages that are developed till now, most of the work 

carried out on major Indian languages. A little or no work has been done for minority languages 

of India. Manipuri language, though included in the Indian Constitution is lagging much behind 

in the field of NLP and its applications. A few applications that have been done so far are 

addressed here in this paper.   
 

4. E-DICTIONARY   
 

Given below is a table showing the e- dictionaries developed for Manipuri language.  
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Table 1:  E-dictionaries developed for Manipuri Language.  

 
In the work of [7] the lexicon provides only lexical information, ontology may provide concepts, 

relations between words; more specifically ontology adds sense to the lexical entries in the 

lexicon. The implementation of ontology here provides the e-dictionary an extra feature of WSD 

when polysemous words or sentences are encountered. [8] adopted the binary search algorithm 

for word searching mechanism. The database of the dictionary contains information about root 

word, lexical item, transliteration, meaning in English, examples in Manipuri and examples in 

English. The E-dictionary of [9] takes English as the input language and gives output in 

Manipuri language. So far, this is the only English-Manipuri E-dictionary developed using 

database approach. However, Manipuri language being agglutinative and tone language, it has 

been reported that the use of ontology facilitate better results. 

 

5. Morphological Analysis   

 

The table below gives the existing morphological analyzer developed for Manipuri language. 

   

 
 

Table 2: Morphological Analyzers developed for Manipuri Language. 
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In [10] work, the root dictionary containing 3000 root entries as a model and an affix dictionary. 

The morphological analyzer comprises of three modules- segmentation, morph syntactic analyzer 

and tagging modules. The segmentation module employs two approaches; first it applies the left-

to-right longest matching method to extract the longest root. If matching root isn’t found in root 

dictionary then it employs the second approach, which involves suffix stripping from right-to-left. 

[11] make use of Manipuri English bilingual dictionary which has a collection of 500 root words, 

15 prefixes, and 150 suffix collections. The suffixes form the basis for determining the word 

classes and sentence types. This morphological analyzer handles different types of words.[12] 

have devised a right to left suffix stripping approach for analyzing the nominal category words. 

They have also developed FSM (Finite State Machine) for the nominal category to represent the 

morph tactics of the language and have also converted the FSM from NFA (Nondeterministic 

Finite Automata) to DFA(Deterministic Finite Automata).   

[13] Work includes segmenting words into syllables and then the syllables are identified as 

morphemes or not. The segmentation of a word into syllables make use of handcrafted rules. A 

combined technique of bigram and standard deviation is used for identifying the morphemes. The 

work has been carried out on Meitei Mayek scipt of the Manipuri language. An input file of 

13045 words has been used for the system. The system performance varies with the change of 

corpus size as well as domain of the corpus.   

 

6. RMWE   
 
Existing works on RMWE for Manipuri language are given in the table below.   

 

 
Table 3: RMWEs developed for Manipuri Language. 
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In the work of [14], it comprises of 2 models. The first model comprises of tokenizer, 

reduplication MWE identifier, valid inflection list and dictionary as its components which 

function for identification of the four RMWEs.  The second model has an extra component, the 

semantic comparator which identifies similarities in semantics. The system uses a corpus size of 

74,936 tokens having 20887word forms. [15] uses corpus size of 4649016 different word forms. 

The corpus is then used to identify multi-word NER and RMWE using SVM and their results in 

the form of recall, precision and F-score are evaluated.  

 

The processes involved in [16] include feature selection, preprocessing, feature extraction, 

training, and testing. The system incorporates best feature selection step and used a corpus size of 

55000 tokens.   

 

[17] incorporated the concept of RMWE in an attempt to improve the efficiency of the Manipuri 

POS tagger using CRF[22]. The algorithm as given [14] is used for identifying the RMWE.[18]  

used Genetic Algorithm is used for the feature listing and feature selection step. The feature 

listing is done similar to that of chromosome population and the feature selection is done based 

on gene values. The table above shows the recall, precision and f-score of various approaches. 

The values shown depend on the number of words forms used. The overall performance increases 

with the increase in word forms.   

 

7. NER   
 
The table below presents the existing NER for Manipuri language.   

 

 
 

Table 4: NERdeveloped for Manipuri Language. 

 

[19] gave the first report on NER for Manipuri languages.  The active learning technique based 

NER system is used as the baseline system. It makes use of unlabeled corpus with 174,921-word 

forms and generates lexical context patterns. The unlabeled corpus is then annotated with four NE 

tags to use by SVM. The SVM system makes use of contextual and orthographic information.  

[20]  takes into account many sets of features such as current word, surrounding stems, prefixes, 

suffixes and so on. Feature extraction and best feature selection form the vital part of the system. 

The system performs lower than the SVM based NER of [19].As per the results obtained, SVM 

performs better than CRF model of NER for Manipuri language.   
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8. POS TAGGING   
 

The existing POS tagging systems for Manipuri languages along with the techniques adopted are 

given in the following table.     

 

 
Table 5: POS Tagging developed for Manipuri Language. 

 

 

Title Developers Technique Performa

nce 

Year 

Morphology Driven 

Manipuri POS Tagger 

Thoudam Doren Singh 

and Sivaji 

Bandyopadhyay 

Dictionaries along 

with a tagset 

69% 

accuracy 

2008 

Manipuri POS Tagging 

using CRF and SVM: A 

Language Independent 

Approach 

Thoudam Doren Singh, 

Asif Ekbal and Sivaji 

Bandyopadhyay  

CRF and SVM CRF based 

model- 

72.04% 

accuracy 

whereas 

SVM 

based 

model- 

74.38% 

accuracy 

2008 

Developing a Tagset for 

Manipuri Part of Speech 

Tagging 

Kh Raju Singha, Bipul 

Syam Purkayastha, Kh 

Dhiren Singha and 

Arindam Roy  

Tagset based on 

ILPOST (Indian 

Language POS 

Tagset) 

framework 

 

- 

2011 

A Rule-based Approach 

International Journal of 

Computer Applications 

Kh Raju Singha, Bipul 

Syam Purkayastha, Kh 

Dhiren Singha:Part of 

Speech Tagging in 

Manipuri  

Rule-based 

Approach 

Increases 

with 

increase in  

number of 

rules and 

number of 

words in 

lexicon 

2012 

Transliterated SVM 

Based Manipuri POS 

Tagging 

Nongmeikapam, 

Kishorjit, Lairenlakpam 

Nonglenjaoba, Asem 

Roshan, Tongbram 

Shenson Singh, 

Thokchom Naongo 

Singh, and Sivaji 

Bandyopadhyay 

SVM 86.04% 

accuracy 

2012 

Part of Speech Tagging 

in Manipuri with Hidden 

Markov Model 

Singha, Kh Raju, Bipul 

Syam Purkayastha and 

Dhiren Singha 

Hidden Markov 

Model (HMM) 

92% 

accuracy 

2012 
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[21] used 3 dictionaries- prefix, suffix and root dictionaries, with the root dictionary having 2051 

entries. It also employs a basic Manipuri tagset having 13 categories. The tag generator generates 

the POS tag of each word. The tagger has been tested on 3784 sentences with 10917 unique 

words.[22] manually annotated 63000 tokens using the 26 tags defined for Indian Languages. The 

experimental results show a difference of 2.34% implying SVM model performs better than the 

CRF model.  
 

The tagset of [23] includes generic as well as language specific attributes totaling to 97 tags. The 

tagset comprises of two tables. They also suggested 12 categories of word classes of Manipuri 

words and also list the typological features of the language giving a concise idea on phoneme, 

gender, number, case relation, word formation etc.   
 

A set of 3 types of rules- orthographic, morphological and disambiguation has been applied along 

with the use of a lexicon by [24].  A 3-tier tagset comprising of major category, sub-category and 

the attributes has been designed.   
 

[25] first tagged Bengali scripted Manipuri words and then the tagged words are transliterated 

into the Meitei Mayek script. The algorithm for transliteration scheme from Bengali  having 52 

consonants and 12 vowels mapped to Meitei Mayek having 27 alphabets and its supplement 

vowels is explained. This reduction as they claimed to be is due to difference in domain of the 

corpus, their work confined to article domain as compared to newspaper domain of the latter.  

[26] used the tagset designed in the work as in [2]  This tagger is a sentence based approach 

where the probabilities of tagged words in sequence are combined and the maximum probability 

for the sentence is selected. The maximum probability is determined using the Viterbi algorithm 

in the HMM.   
 

Various approaches to POS tagging are adopted by various researchers. Each of the approaches 

has its pros and cons. The rule based approach requires hand written rules but doesn’t require a 

large set of data. While stochastic approach saves the time and effort of applying linguistic rules 

but requiring a large dataset of statistical data. As per the accuracy percentage reported, while 

SVM performs better than CRF, the HMM based POS tagging serves the best approach from that 

of SVM, CRF and rule based approaches.  
  

9. MT SYSTEMS   
 

The MT systems developed for Manipuri language till dates are presented in the following table. 
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Table 6: MT systems developed for Manipuri Language.

 
In the work of [27] suffix and dependency relations of English language and case markers for the 

Manipuri language forms the translation factors for English-Manipuri translation. While for 

Manipuri-English translation, case markers along with POS tags of Manipuri language, suffixes 

and dependency relation of English forms the important translation factors. Both the systems are 

tested on a news domain corpus of 10350 sentences; the testset is of 500 sentences.  

 

Manipuri NEs has been identified and RMWEs are also identified and classified in this work of 

[28] using the SVM technique. It shows an increase in translation quality as compared to baseline 

system.  

 

The use of factored approach in [29] tightens the integration of linguistic information into 

translation model, which overcomes the data sparseness problem and provides availability of 

many language aspects to the language model. They have employed 3 translation factors and a 

corpus size of 10350 sentences for the system. The system has also been evaluated using 

subjective and automatic scoring techniques.  

 

[30] developed parallel corpora of 16919 sentences, dictionary with 12229 entries and 57629 

aligned phrases.  MT systems for Manipuri language has been reported using SMT, PBSMT, 

EBMT etc. The performance of an approach relies on the language pair chosen. Manipuri is a 

morphologically rich language. For language pair with same morphology, SMT proves to be 

better provided there is large corpus available. EBMT serves better for language pair with 

different morphology and for poor resource language. Manipuri language, as it is a low resource 

language, EBMT approach will provide better results.   

 

10. WORDNET   
 
[31] build the Indo-wordnet, a wordnet for Manipuri language. Here for each word being newly 

entered, a synonym set that represents one lexical concept is found out. Then entered synonyms 

are then linked to other synonym sets to form hypernymy, hyponymy, meronymy, and antonymy, 

by using the semantic relationships.    
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11. WSD   
 

[32] develop a WSD system for Manipuri language based on decision tree model. The system 

used a corpus size of 672 sentences, containing 13,167 words and nearly 2,000 polysemous 

words. The systems preprocess the training data to select and extract features. The classification 

and regression tree (CART) based algorithm, a decision tree based algorithm are used as the 

learner’s algorithm to train the classifier. The system which was trained using 1600 words, after 

testing on 400 words gave accuracy with 71.75% accuracy.   

 

12. CONCLUSION   
 
NLP is a field of computer research in which research applications is ever increasing day by day. 

Many of the rich resourced languages such as English, French etc. has a long history of 

developments and advancements in NLP applications and tools. For example Google Translate, 

we all know itself is an outcome of NLP. One can translate web pages from Chinese to English 

and vice versa very easily. This is due to the availability of huge amount of resources as well as 

the rapid and fast growing applications in the field of NLP. In India too, many research has been 

going on for a long time. Much of the work has been done on Hindi, Nepali, Malayalam, Bengali, 

and few some languages. There are multiples of languages where in terms of NLP applications, 

they are in the prime stage of its development. The main reason behind this is the scarcity of 

language resource. Manipuri language is one such language, with scarce resources. This paper has 

given a report on the NLP works for Manipuri with the hope of facilitating and aiding researchers 

in having a brief understanding of the status of the language in the NLP scenario. Besides, many 

researchers are working on Manipuri language for developing NLP applications for both 

scripts.The upcoming researchers need to do a lot of work in this field, to contribute towards the 

development of the language.  In the effort of doing so, it is required to make use of many 

preprocessing tools and applications. This paper will serve to aid the researchers in providing  

knowledge and information about already existing tools and the yet to be developed ones towards 

developing the  language.  
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