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ABSTRACT 
 

Email is one of the most popular communication media in the current century; it has become an effective 

and fast method to share and information exchangeall over the world. In recent years, emails users are 

facing problem which is spam emails. Spam emails are unsolicited, bulk emails are sent by spammers. It 

consumes storage of mail servers, waste of time and consumes network bandwidth.Many methods used for 

spam filtering to classify email messages into two groups spam and non-spam. In general, one of the most 

powerful tools used for data classification is Artificial Neural Networks (ANNs); it has the capability of 

dealing a huge amount of data with high dimensionality in better accuracy. One important type of ANNs is 

the Radial Basis Function Neural Networks (RBFNN) that will be used in this work to classify spam 

message. In this paper, we present a new approach of spam filtering technique which combinesRBFNN and 

Particles Swarm Optimization (PSO) algorithm (HC-RBFPSO). The proposed approach uses PSO 

algorithm to optimize the RBFNN parameters, depending on the evolutionary heuristic search process of 

PSO. PSO use to optimize the best position of the RBFNN centers c. The Radii r optimize using K-Nearest 

Neighbors algorithmand the weights w optimize using Singular Value Decomposition algorithm within 

each iterative process of PSO depending the fitness (error) function. The experiments are conducted on 

spam dataset namely SPAMBASE downloaded from UCI Machine Learning Repository. The experimental 

results show that our approach is performed in accuracy compared with other approaches that use the 

same dataset. 
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1. INTRODUCTION 
 
Email in the twenty-first century hasbecome one of the most important methods for 
communication among people; this is due to its free availability, fast and free or lower cost. The 
major problem has become in email messages is anunwanted message (spam). The person that 
sends the spam messagesis called spammer who collects email addresses from websites, chat 
rooms, and viruses. The spam traffic volume is so large,which negatively affects email servers 
storage space, networks bandwidth, processing power and user time [1].According to the statistics 
conducted between 2010-2014, 18% of the traffic is spam [2]. Another statistic according to [3] 
they found 13 billion of unwanted commercial email nearly 50% of all email sent. On the other 
hand, Kaspersky security bulletin in 2013 appeared that the counted spam during 2013 
approximately equal 70% of the total email traffic [4]. Also, according to University of California 
– Irvine statistical, the total of blocked messages reached 690,849,027 on November 30, 2013 [5]. 
There are many classification techniques used to classify data into categories, including 
probabilistic, decision tree, artificial immune system [6], support vector machine (SVM) [7], 
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artificial neural networks (ANN) [8], and case-based technique [9]. In general, it is possible to use 
these classification techniques for spam filtering by using content-based filtering approach that 
will identify attributes (usually keywords often used in spam emails). The Frequency occurrence 
of these attributes within email determine the probabilities for each attribute within email, then it 
is compared to threshold value. Email messages that exceed the threshold value are classified as 
spam [10]. ANN is a non-linear model that tries to simulate the functions of biological neural 
networks. It consists of simple processing unit called neurons and processes information to do 
computation operations [11, 12]. Many types of researchused aneural network to classify spam 
using content-based filtering,these methods determines attributes to calculate the frequency of 
keywords or patterns in the email messages. Neural Network algorithms that are used in email 
filtering achieve reasonable classification performance. The most famous algorithms are 
Multilayer Perceptron Neural Networks (MLPNNs) and Radial Base Function Neural Networks 
(RBFNN). Researchers used MLPNNas aclassifier for spam filtering but very too few of them 
used RBFNNas aclassifier.In this paper, we will use RBFNN for spam filtering. RBFNN is one of 
the most important types of ANNs; which are characterized by other types of ANNs, including 
better approximation, better classification, simpler network structures and faster-learning 
algorithms [13]. 
 
Evolutionary algorithms (EAs), which are optimization techniques that avoid various 
mathematical complications, manage populations of solutions, trying to identify individuals 
representing the best solutions for the problem [14].There are many previous studies that 
combined Genetic Algorithms and Neural Networks [15] to improve the performance of neural 
network algorithms.  A similar method of evolutionary computation techniques such as Genetic 
Algorithms (GAs) is Particle Swarm Optimization (PSO), which is a method for optimizing 
several continuous nonlinear functions and classification method. PSO is inspired by the social 
behavior of bird flocks and school of fishes, it used in many applications, like aneural network, 
telecommunications, signal processing, data mining, and several other applications. PSO 
algorithm operates on a population (swarm), with the characteristic of no crossover and mutation 
calculation like genetic algorithm; which makes it is easy to implement. PSO only evolve their 
social behavior accordingly their movement towards the best solutions [16]. 
 
In this paper, we proposed a hybrid approach that combines RBFNN with PSO algorithm (HC-
RBFPSO) for spam email filtering. We use Particle swarm Algorithm to optimize the centers of 
RBFNN. KNN and SVD algorithms used to optimize the radii and the weights respectively within 
the PSO iterative process, which means in each iterative process of PSO, the weights and Radii 
are updated depend the fitness (error) function. Each particle in PSO consists of centers of hidden 
neuron for RBFNN. After running PSO algorithm a number of iterations, the process selects the 
best values of the centersc, radii r and weights w. To determine the optimal number of RBF 
(Neurons); we use the incremental method which depends on increasing the number of RBF by 1 
in each iteration, and terminated when the process gets the threshold value.  
 
This paper is organized as follows; section 2, presents related works of the proposed field. Section 
3, describes the RBFNN in details. Section 4, explains the PSO algorithm in details. Section 5, 
shows the methodology. Section 6, shows the experimental results of our approach, conclusions 
are presented in Section 7. 
 

2.RELATED WORK 
 
The most widely used methods for spam filtering are artificial neural networks (ANN) and 
Bayesian method, also support vector machines, there are many techniques described for mail 
filtering and spam detection. Initially, in [17], they present a LINGER based on ANN; LINGER 
is theANN-based system used for automatic email classification. Although LINGER was tested in 
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the email classification field, LINGER is a public architecture for all text classifications. LINGER 
is flexible, adaptive system and compatible for most operations. ANN can be effective to be used 
for spam filtering and automated email filing into mailboxes.In [18], they proposed spam filtering 
approach for Turkish in particular. Their approach is dynamic and depends on Artificial Neural 
Networks (ANN) and Bayesian Networks. This approach is dealing with the characteristics of the 
incoming e-mails. Through their experiments for 750 e-mails (410 spams and 340 hams) the 
accuracy achieved about 90%. 
 
In [19], they combined Support Vector Machine (SVM) and Genetic Algorithm (GA) namely 
GA-SVM, GA is used to select features that are most favorite to SVM classifier. The experiments 
show that GA-SVM approachesbetter results than main SVM.In [20], they present a novel 
approach of spam filtering includes the seven several steps, that depends on using the history of 
previous mails and spam mails which are specific for each mailbox of theuser. Using the 
knowledge base, detection of spam mails is performed by using artificial neural network 
techniques. It also using keywords list to get some words in the incoming mail, then perform the 
detection operation. The proposed approach works well with all kinds of spam mails (text spam 
and image spam). Experiments results show that the detected spam at least 98.17 %. But the 
limitation of this approach is needed higher memory space and more hardware for execution. So 
to implement this approach for large mail servers, we need intelligent mail servers. In [21], they 
present Continuous Learning Approach Artificial Neural Network CLA_ANN, which 
includesmodifying core modifications on ANN in the input layers, which allow the input layers to 
be changed over time and to replace useless layers with new promising layers which give best 
results. The experiment result of CLA_ANN by using 300 input layers and using Spam Assassin 
dataset, achieves results with 0.534 % false positive and 3.668% false negative.In [22], they 
present a new technique for filtering spam; this technique consisted of a single perceptron that 
was designed to distinguish between spam and legitimate mail messages. The perceptron 
algorithm gives suitable detection rates; this is due to the incorporation of a continuous learning 
feature. The results show that the best false positive value is found when the number of iterations 
is 900.In [23], they proposed PSO-LM approach which is a new learning method for process 
neural networks (PNNs) based on the Gaussian mixture functions and particle swarm 
optimization (PSO).According to experiments results, PSO-LM had better performance on time-
series prediction and pattern recognition than basis function expansion based learning (BFE-LM) 
and back propagation neural networks (BPNNs). But in PSO-LM approach, it needed more 
computations for the global search strategy of PSO. 
 

3.RADIAL BASIS FUNCTION NEURAL NETWORKS 
 
Radial Basis Function Neural Networks are thetype of neural networks whose activation 
functions in the hidden layer are radially symmetrical.Its output depends on the distance between 
a vector that stores the input data and a vector of weights, which is called the center. RBFNN has 
been used in many applications, such as function approximation, system control, speech 
recognition, time-series prediction, and classification. [24]. The RBFNN has three feed-forward 
layers: the input layer, the hidden layer, and output layer. The input data flow from theinput layer 
to send the information to the hidden layer. The hidden layer neurons are activated depending on 
the distance between each input pattern with the centroid stores each hidden neuron, which 
determines the structure behavior of network. In hidden layer may be used different types of 
activation functions, but the most type commonly used in themost application is the Gaussian 
Function. The output layer calculates the linear sum of values of the hidden neuron and outputs it 
[25]. Figure 1 shows the architecture of RBFNN that including three layers for classification into 
two categories. 
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Figure 1. Architecture of RBFNN 
 

Two groups of parameters need to be determined in RBFNN [26]: the first category is the center 
and radii, and the second one is the connection weights between the hidden layer and output 
layer. The Gaussian activation function in the hidden layer (Φ ) is calculated as follows in 
equation 1: 
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Where x = (x1, x2, x3 . . . , xn) is the input data, cjis the center of j-th hidden neuron, and σjis the 
width of j-th hidden neuron. The output of RBFNN for each category is calculated as in the 
following equation 2: 
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Where k=1, 2, 3 . . . , m is the number of nodes in the hidden layer. Wjkare the connection weights 
values between the j-th hidden layer nodes and the k-th output nodes. 
 
In RBFNN to reach the best classification, each output node computes a sort of score for the 
associated category. Generally, classification decision is done by assigning the input to the 
category with the highest score. The score is computed by taking a weighted sum of the activation 
values from every RBF neuron.  
 
One important parameter of RBFNN is the determination of the suitable number of neurons in 
hidden layer, which affects the network complexity and the generalization of the RBFNN. If the 
number of neurons is too small, the accuracy of the output will decrease. On the other hand, if the 
number of neurons is too large, this cause over-fitting for the input data [27, 28]. In this paper, we 
use the incremental method to compute classification accuracy for a specific number of neurons. 
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3.PARTICLE SWARM OPTIMIZATION 
 
Particle Swarm Optimization mimics the behaviors of birds flocking. In bird flocking, a group of 
birds is randomly searching food in thecertain area. All the birds do not know where the food is 
found, but they know how far the food in each iteration. PSO algorithm is a fast optimization 
method due to need to adjust few parameters, which has fast convergence speed, high robustness, 
and strong global search capability, does not require gradient information and is easy to 
implement [29].  
 
The population in PSO is called swarm that is constitute of particles (solutions) and then searches 
for theoptimal position of particles by updating it for all iterations. In all iterations, each particle 
is updated by following two best fitness values that are evaluated by using proper fitness function 
according to theproblem. The first value is the best position it has achieved so far for each 
particle; this value is called personal best (pbest). Another value is the best position for the entire 
swarm obtained so far by any particle in the swarm; this best value is called a global best (gbest). 
All particles have avelocity which determines thedirection of the particles and moves it to the new 
position.  
 
The basic algorithm of PSO is as following steps: 
 

• Initialize each particle i of the swarm, with random values for theposition(Xi) and velocity 
(Vi) in the search space according to the dimensionality of theproblem. 

• Evaluate fitness value of particle by using fitness function. 
• Compare the value obtained from the fitness function from particlei with the value of 

Pbest. 
• If the value of the fitness function is better than the Pbest value, then update the particle 

position to takes the place of Pbest. 
• If the value of Pbestform any particle is better than gbest, then update gbest = Pbest. 
• Modify the position Xi and velocity Vi of the particles using equations 3 and 4, 

respectively. 
• If the maximum number of iterations or the ending criteria is not achieved so far, then 

return to step 2. 
•  

( ) ( ) ( ) ( )( ) ( )Vid t 1 ω*Vid t c1r1 Pid t Xid t c2r2(Pgd t Xid(t))+ = + − + − (3) 

( ) ( ) ( )Xid t 1 Xid t Vid t 1+ = + + (4) 

 
Where i = 1,2,…,M ; d = 1,2,…,n, t+1 is the current iteration number, t is the previous iteration 
number, ω is the inertia weight, c1 and c2are the acceleration constant which is usually between 
[0,2], Pi = (Pi1, Pi2,…, Pin) is the best previous position of particleiknew as the personal best 
position (pbest), Pg = (Pg1, Pg2,…, Pgn) is the position of the best particle among all the particles in 
the swarm known as the global best position (gbest), and  r1and r2 are random numbers 
distributed uniformly in (0, 1). The fitness function that is used in step 2 of PSO is Root Mean 
Square Error (RMSE) for this paper; RMSE is shown in equation 5. 
 

n
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Where n is the number of input data, T is the target output, and Y is the real output.  
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4.METHODOLOGY 

 
PSO has been used to optimizethe parameters of RBFNN in several sides like network 
architecture, learning algorithm, and network connections. In PSO every single solution is called 
a particle. Using fitness function (RMSE) to evaluate the particles for theoptimal solution. In this 
paper, we present a novel approach called HC-RBFPSO; this approach is a combined RBFNN 
with PSO to reduce the number of neurons for RBFNN and improve classification accuracy for 
spam filtering by using RBFNN, here select the best values of RBFNN centers by using PSO. The 
remaining parameters of RBF, we use tradition algorithms namely Knn and SVD to optimize radii 
and weight respectively within the PSO iterative process, which means in each iterative process 
of PSO, the weights and Radii are updated depending the fitness (error) function [41]. HC-
RBFPSO approach is explained in the following pseudo code: 
 
Start with one RBF (Neuron).  

Initialize RBFNN parameters. 
• Initialize the centers c randomly from theSPAMBASE dataset. 

• Use Knn to initialize Radii r. 

• Use SVD to initialize Weights w. 

Start optimizing centers of RBFNN using PSO. 
Initialize particles position randomly from the dataset and initialize velocity 
randomly between (0, 1) 
While not reach the maximum numbers of iteration do 
   For each particle do 
Calculate fitness value (RMSE between Real output of RBFNN and Target) 
If fitness value is better than best fitness value pbest in particle then 
Set current position aspbest 
End 
Selectgbest of the particle which the best fitness value among all particles in 

current iteration 
Calculate particle velocity based on equation 3. 
Update particle position (centers) based on equation 4. 
   End  

End  
Take the pbest of particle as centers c of RBFNN, 
Complete training RBFNN using Knn and SVD. 
Calculate the real output of RBFNN. 
Calculate the classification accuracy for training and testing phase. 
Repeat 

 
It should be noted that inertia weight ω in PSO was first introduced by Shi and Eberhart [30] in 
order to control the search speed and make particles converge to local minima quickly. Inertia 
weight ω often have restricted between two numbers during a run. Here in this work, we calculate 
the inertia weight by using equation 6. 
 

( )ωmax ωmin *t
ω ωmax

Tmax

−
= −                                                                                             (6) 

 
Where ω is the inertia weight, ωmax is the maximum of ω (here ωmax=0.9), ωmin is the minimum of 
ω (here ωmin=0.4), t is the current iteration number, and Tmax is the maximum iteration number. 
In this paper, the training RBFNN is stopped when reaches the maximum number of iterations or 
got the percentage of given accuracy. K-Nearest Neighbors is used to determining the width r of 
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each RBF. Knn is a simple algorithm used for classification and regression [31]. Knn stores all 
available cases and classifies new cases based on a similarity measure (e.g. Euclidean distance 
functions). Knn is types of thelazy learning algorithm, where the function is only approximated 
locally and all computation continues until classification [32] but this algorithm has been 
successful in many numbers of classification and regression problems; such as handwritten digits 
and satellite image scenes [33]. The number k is used to decide how many neighbors influence 
the classification for new value. Mathematical calculations regarding Knn algorithm; shown in 
equation 7.  

[ ]2

1

( , ) ( )
k

n

i

D x y sqrt xi yi
=

= −∑
                                                                                     

(7) 

We use Singular Value Decomposition (SVD) to optimize the weights of output layer for RBF, 
SVD is a powerful and useful matrix decomposition has been used in many fields such as data 
analysis, reducing dimension transformations of images, data compression, signal processing, and 

pattern analysis [34]. If m xnA R∈  , there exist orthogonal matrices  m xmS R∈  and n xnH R∈ such 

that: 
 

1( ,..., )T
pS A H diag σ σ=

                                                                                                  
(8) 

 
Where p is the minimum of (m,n), σ  are the singular values of A. The use of SVD technique to 

calculate the optimal weights w of the RBFNN depends on using matrix notation described in the 
following reducing expression:  
 

Y w= Φ
ur r

                                                                                                                          (9) 

 
Where Y is the real output of RBFNN, w are the weights vector, and Φ is the Gaussian activation 
function matrix. Using the next following expression: 
 

1
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A H diag S
k

=
                                                                                                        

(10) 

Where 1( ,..., )pk diag σ σ= , by replacing Φ in (9), using (10); the weights vector (11):        

 

1
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SVD can solve any equation system. In the proposed case SVD effect in reducing the of the 
output error, it can also be used to remove any RBF when its associated singular value had a 
small value or if the approximation error can't affect the result.  
 
4.1 Dataset 
 
In this paper, we use SPAMBASE dataset to classify email as spam or non-spam. It is 
downloaded from UCI Machine Learning Repository site [35]. SPAMBASE was proposed by 
Mark Hopkinsand in his colleagues. SPAMBASE dataset is multivariate dataset contains data 
from a single email account. SPAMBASE contains 4601 record previously identified – 1813 
classified as non-spam (39.4%) and 2788 classified as spam (60.6%).SPAMBASE is containing 
fifty-seven data attributes and one classification attribute to determine the type email (value 0 for 
non-spam and value 1 for spam). Most of the attributes (1-54) express particular words or 
characters were frequently in anemail. The attributes (55-57) measure the length of sequences of 
consecutive capital letters.  
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Here we will introduce definitions of the attributes: 
 

• Attributes (1-48) 48 continuous real attributes of type word_freq_WORD = percentage of 
words in the e-mail that match WORD. 

• Attributes (49-54) 6 continuous real attributes of type char_freq_CHAR = percentage of 
characters in the e-mail that match CHAR. 

• Attribute (55) 1 continuous real attribute of type capital_run_length_average = average 
length of uninterrupted sequences of capital letters. 

• Attribute (56) 1 continuous integer attribute of type capital_run_length_longest = length 
of longest uninterrupted sequence of capital letters. 

• Attribute (57) 1 continuous integer attribute of type capital_run_length_total = sum of 
thelength of uninterrupted sequences of capital letters = a total number of capital letters in 
the e-mail. 
 

4.2 Preprocessing 
 
The available data in the SPAMBASE dataset is in numeric form. All thefifty-seven attributes in 
the SPAMBASE dataset mostly represent frequencies of various words and characters in emails; 
we wish to normalize this data before running HC-RBFPSO approach. Normalization processing 
is an important stage due to speeding up model, convergence and reducing the effect of imbalance 
in data to the classifier. In the training and testing stages for this paper, normalize the data in the 
range [0, 1]. 
 

5. EXPERIMENTS AND RESULTS 

 
In the file SPAMBASE.data from UCI repository site, each column contains attribute value for 
each email, in each record, the data is delimited by commas. In this research, we use the 
SPAMBASE dataset after converted to CSV (Comma Separated Values) file compatible with 
Matlab environment. We will split the data into two phases, training set (70% data) and testing set 
(30% data). Then the performance was measured by evaluating the accuracy for each phase. To 
eliminate any data particular behavior, the data is selected randomly from thedataset for training 
and testing sets.In our approach HC-RBFPSO, we use the most common approach to 
finding the performance of spam filtering is the classification accuracy [36].Classification 
Accuracyis the proportion of instances which are correctly classified. We compute Classification 
Accuracy as shown in equation 12. 

( )TP TN
Accuracy

N

+
=

                                                                                                    
(12) 

Where TP is the True Positive, TN is the True Negative, and N is the size of samples data.To 
compare the classification accuracy of our approach, we conduct multiple experiments of this 
work including run the proposed approach (HC-RBFPSO) on the training data and test data for a 
different number of neurons, after that we compare our results with other previous works.  
 
The proposed approach HC-RBFPSO is experimented using MATLAB 2012 under Windows 7 
with i5-3210M CPU 2.5GHz, 4GB RAM memory. 
 
The parameters of the PSO algorithm that are used in this paper were set as inertia weight ω in 
calculated based on the equation 6, the rests of parameters are illustrated in table 1. 
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Table 1. Parameters for PSO used in HC-RBFPSO 
 

Parameter Value 

Iteration 100 
c1 1.4 
c2 1.4 

 
The particle size is an important factor in HC-RBFPSO when the algorithm uses small particle 
numbers it produce poor performance. But, large particle number produces a very residual 
improvement compared to the improvement that occurs when using Median particle size but 
increases the computational cost of the algorithms.  From the results obtained you can see that 
HC-RBFPSO approach has a good performance in the classification accuracy. As shown the 
Table 2, the proposed approach used little number of neurons, therefore, asmall amount of the 
computational cost.Now, we present the results for training and testing of HC-RBFPSO approach. 
The experiments are a number of conducted by using adifferent number of neurons in 
RBFNNhidden layer as shown in table 2. We recorded the results when using 10, 20, 30, 40, and 
50 neurons for each class. 
 

Table 2. Experiment result and comparison  
 

Approach # Hidden Neuron Accuracy 
[37] – RBF --- 84.3 % 
[38] – MLP --- 93.28 % 
[39] – ANN 30 91 % 
[40] – MLP --- 91.85 % 

Proposed Approach 
HC-RBFPSO 

10 
Training phase 89.5 % 
Testing phase 88.5 % 

20 
Training phase 91 % 
Testing phase 90.1 % 

30 
Training phase 91.8 % 
Testing phase 90.9 % 

40 
Training phase 92.5 % 
Testing phase 91.4 %  

50 
Training phase 93.1 % 
Testing phase 90.6 % 

 
From table 2, we note that most previous studies compute the classification accuracy without 
determines the number of hidden neurons but in our approach for each experiment determines the 
number of neurons used and the classification accuracy. We note that from experiments on our 
approach be effective in spam filtering messages using a small number of neurons in a large 
dataset. 
 

6. CONCLUSION 

 
Radial Basis Function Neural Networks (RBFNN) is one of the most important types of artificial 
neural networks (ANNs). It is characterized bybetter approximation, simpler network structures, 
and faster learning algorithms. In this paper, we proposed a hybrid approach (HC-RBFPSO), that 
combining RBFNN and PSO in the purpose to classifyEmail spam problems. PSO has been used 
to improve RBFNN in several sides like network architecture, learning algorithm and network 
connections. In this paper, we use PSO to find optimal centers of hidden neurons in RBFNN; it is 
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also used traditional Knn algorithm to optimize the width of the RBFNN and SVD technique to 
optimize the weight of RBFNN. The proposed method applied used large SPAMBASE dataset, 
which presents a collection of spam and non-spam emails with 57 attributes. The results obtained 
from the experiments are comparable with other approaches those that use the same dataset show 
that better performance in terms of accuracy of the proposed approach.The results of the 
simulations show that HC-RBFPSO is an effective method that is a reliable alternative for 
classification. The quality of the results improves the convergence. Generally, we can conclude 
that the main contributions of this paper which have been achieved through the application of the 
proposed method HC-RBFPSO on the benchmark of spam dataset. This method has enabled build 
a spam filtering system based on combining RBFNN and PSO. 
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