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ABSTRACT 

 
Shortest path (SP) algorithms, such as the popular Dijkstra algorithm has been considered as the “basic 

building blocks” for many advanced transportation network models.  Dijkstra algorithm will find the 

shortest time (ST) and the corresponding SP to travel from a source node to a destination node.  

Applications of SP algorithms include real-time GPS and the Frank-Wolfe network equilibrium. 

 
For transportation engineering students, the Dijkstra algorithm is not easily understood.  This paper 

discusses the design and development of a software that will help the students to fully understand the key 

components involved in the Dijkstra SP algorithm.  The software presents an intuitive interface for 

generating transportation network nodes/links, and how the SP can be updated in each iteration.  The 

software provides multiple visual representations of colour mapping and tabular display.  The software can 

be executed in each single step or in continuous run, making it easy for students to understand the Dijkstra 

algorithm.  Voice narratives in different languages (English, Chinese and Spanish) are available.A demo 

video of the Dijkstra Algorithm’s animation and result can be viewed online from any web browser using 

the website: http://www.lions.odu.edu/~imako001/dijkstra/demo/index.html. 
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1. INTRODUCTION 
 
Finding the shortest time (ST), or the shortest distance (SD) and its corresponding shortest path 
(SP) to travel from any i-th “source” node to any j-th “destination (or target)” node of a given 
transportation network is an important, fundamental problem in transportation modelling.  
Efficient SP algorithms, such as the Label Correction Algorithm (LCA) and its improved version 
of Polynomial (or partitioned) LCA, forward Dijkstra, backward Dijkstra, Bi-directional Dijkstra, 
A* algorithms have been developed, tested and well documented in the literatures [1-3].  
Teaching the SP algorithms (such as the Dijkstra algorithm), however, can be a 
difficult/challenging task!  
 
While some teaching information/lecture/tool/animation for Dijkstra algorithms have 
existed/appeared in the literatures [4-6], none seems to be suitable/appropriate for our students’ 
learning environments, due to the lack of one (or more) of the following desirable 
features/capabilities: 
 

1. The developed software tool should be user friendly (easy to use). 
2. Graphical/colourful animation should be extensively used to display equations, and/or 

intermediate/final output results. 
3. Clear/attractive computer animated instructor’s voice should be incorporated in the 

software tool. 
4. The instructor’s voice for teaching materials can be in different/major languages 

(English, Chinese, and Spanish). 
5. User’s input data can be provided in either interactive mode, or in edited input data file 

mode, or by graphical mode. 
6. Options for partial (or intermediate) results and/or complete (final results) are available 

for the user to select. 
7. Options for displaying all detailed intermediate results in the first 1-2 iterations, and/or 

directly show the final answers are available for users. 
8. Users/learners can provide his/her own data, and compare his/her hand-calculated results 

with the computer software’s generated results (in each step of the algorithm) for 
enhancing/improving his/her learning abilities. 

 
The remaining sections of this article is organized as follow.  In section II, the basic forward 
Dijkstra algorithm is summarized (for the readers’ convenience). Java language is adopted in this 
work due to its powerful graphical and animated features.  Special and useful features of the 
developed Java software for teaching Dijkstra algorithm are high-lighted and demonstrated in 
(including some computer screen captures) Section III.  Conclusions are summarized/suggested in 
Section IV. 
 

2. SUMMARY OF THE BASIC FORWARD DIJKSTRA SHORTEST PATH 

ALGORITHM 
 
The basic forward Dijkstra algorithm is a graph search algorithm that solves for the shortest path, 
time, or distance from any given source node to a destination node.  The graph is 
represented/stored within a 2-Dimentional NxN matrix where the rows and columns of the matrix 
headers are represented as the nodes and the values within the matrix at a location (Aij) are the 
link’s value (path, distance, or time value), refer to Figure 1.  Figure 1 shows a simple 3 x 3 
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matrix where Node 1 � Node 2 has a link value of 6, Node 1 � Node 3 have a link value of 4, 
and Node 2 � Node 3 has a link value of 2 
 

 
 

With any given N x N size matrix, the shortest path, time, or distance can be solved using the 
basic forward Dijkstra shortest path algorithm.  For example, we demonstrate and solve for a 
sample 6 x 6 matrix (Figure 2) and graph (Figure 3) to find the shortest path, time, or distance 
from Node 1 (source node) to Node 6 (destination node).   
 
 

 
 
We demonstrate and use a simple (easy to use) bookkeeping (Figure 4) method while iterating 
through the forward Dijkstra algorithm.  Figure 4 shows the initial values for the Set s and Set s 
prime.  Set s is empty during initialization and is used to bookkeep nodes already visited.  Set s 
prime contains all the nodes during initialization and nodes are removed as they are visited.  The 
vector {d} bookkeeps the shortest path, time, or distance value and the vector {pred} bookkeeps 
the predecessor nodes after each iteration within the Dijkstra algorithm.   
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During the first iteration, we set the source node to Node 1 and update Set s = {1} and Set s prime 
= {2, 3, 4, 5, 6}.  Note that Node 1 is removed from Set s prime and added to the Set s. 
 
From Node 1, there are 2 outgoing links, Node 2 and Node 3 (Figure 3).  We check the outgoing 
Nodes (2 and 3) from Node 1 (Source Node) to determine if Vector [d] and [pred] need to be 
updated with the shortest path, time or distance.  This can be done referencing the values stored in 
Vector d[2] and d[3].  Compare the stored Vector d[2] value to see if it’s greater-than the 
computed value, which is the stored Vector d[1] plus the value at C13(link value between Node 1 
and 3).  Compare the stored Vector d[3] value to see if it’s greater-than the computed value, 
which is the stored Vector d[1] plus C12(link value between Node 1 and 2).  If the stored values 
are greater-than the computed values then update the Vector d with the computed value.  If not, 
then no update is needed and the stored value remains the same. 
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In both of these cases, the stored values for d[2] and d[3] are infinity (∞) so the values in Vector 
[d] and [pred] will need to be updated with the computed values (Figure 5).  Figure 5 shows the 
simple (easy to use) bookkeeping method and updates (if needed).   
 
Once this calculation and update has taken place, we determine the smallest value among the 
nodes in Set {s prime} and then we move the node to the Set {s}.  Because Vector d[3] has the 
smallest value among the nodes in Set {s prime}, we move Node 3 to Set {s} = { 1, 3 } and 
remove it from Set {s prime} = { 2, 4, 5, 6 }.  Now Node 3 becomes the next source node. 
 
The Next iteration (k = 2), begins by checking the outgoing nodes from Node 3 (source node).  
We check the outgoing Nodes (4 and 5) from Node 3 (Source Node) to determine if Vector [d] 
and [pred] need to be updated with the shortest path, time or distance.  This can be done 
referencing the values stored in Vector d[4] and d[5].  Compare the stored Vector d[4] value to 
see if it’s greater-than the computed value, which is the stored Vector d[3] plus the value at 
C34(link value between Node 3 and 4).  Compare the stored Vector d[5] value to see if it’s 
greater-than the computed value, which is the stored Vector d[3] plus C35(link value between 
Node 3 and 5).  If the stored values are greater-than the computed values then update the Vector d 
with the computed value.  If not, then no update is needed and the stored value remains the same.   
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In both of these cases, the stored values for d[4] and d[5] are infinity (∞) so the values in Vector 
[d] and [pred] will need to be updated with the computed values (Figure 6).  Figure 6 shows the 
simple (easy to use) bookkeeping method and updates (if needed).   
 
Once this calculation and update has taken place, we determine the smallest value among the 
nodes in Set {s prime} and then we move the node to the Set {s}.  Because Vector d[4] has the 
smallest value among the nodes in Set {s prime}, we move Node 4 to Set {s} = { 1, 3, 4 } and 
remove it from Set {s prime} = { 2, 5, 6 }.  Now Node 4 becomes the next source node. 
 
The Next iteration (k = 3), begins by checking the outgoing nodes from Node 4 (source node).  
We check the outgoing Node 6 from Node 4 (Source Node) to determine if Vector [d] and [pred] 
need to be updated with the shortest path, time or distance.  This can be done referencing the 
values stored in Vector d[6].  Compare the stored Vector d[4] value to see if it’s greater-than the 
computed value, which is the stored Vector d[4] plus the value at C46(link value between Node 4 
and 6).  If the stored value is greater-than the computed value, then update the Vector d with the 
computed value.  If not, then no update is needed and the stored value remains the same.  
  

 
 
In this case, the stored value for d[6] is infinity (∞) so the value in Vector [d] and [pred] will need 
to be updated with the computed value (Figure 7).  Figure 7 shows the simple (easy to use) 
bookkeeping method and updates (if needed). 
 
Once this calculation and update has taken place, we determine the smallest value among the 
nodes in Set {s prime} and then we move the node to the Set {s}.  Because Vector d[2] and d[5] 
has the smallest value, 6 among the nodes in Set {s prime}, we arbitrarily select and move Node 2 
to Set {s} = { 1, 3, 4, 2 } and remove it from Set {s prime} = { 5, 6 }.  Now Node 2 becomes the 
next source node.  Note: we could do further research here to pick the better of the 2 choices 
instead or arbitrarily selecting one. 
 
The Next iteration (k = 4), begins by checking the outgoing nodes from Node 2 (source node).  
We check the outgoing Nodes (3 and 4) from Node 2 (Source Node) to determine if Vector [d] 
and [pred] need to be updated with the shortest path, time or distance.  This can be done 
referencing the values stored in Vector d[3] and d[4].  Compare the stored Vector d[3] value to 
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see if it’s greater-than the computed value, which is the stored Vector d[2] plus the value at 
C23(link value between Node 2 and 3).  Compare the stored Vector d[4] value to see if it’s 
greater-than the computed value, which is the stored Vector d[2] plus C24(link value between 
Node 2 and 4).  If the stored values are greater-than the computed values then update the Vector d 
with the computed value.  If not, then no update is needed and the stored value remains the same.   
 

 
 

In both of these cases, the stored values for d[3] and d[4] are 4 and 5 respectively so the values 
are not greater-than the computed values so no update is needed (Figure 8).  Figure 8 shows the 
simple (easy to use) bookkeeping method and updates (if needed).  In this case, no update is 
needed since the stored values are not greater-than the computed values. 
 
Once this calculation and update has taken place, we determine the smallest value among the 
nodes in Set {s prime} and then we move the node to the Set {s}.  Because Vector d[5] has the 
smallest value among the nodes in Set {s prime}, we move Node 5 to Set {s} = { 1, 3, 4, 2, 5 } 
and remove it from Set {s prime} = { 6 }.  Now Node 5 becomes the next source node.  Remark: 
When determining the smallest value was a tie for Nodes 2 and 5 (see previous iteration), we 
were better off to select and move Node 5 instead of arbitrarily selecting Node 2. 
 
The Next iteration (k = 5), begins by checking the outgoing nodes from Node 5 (source node).  
We check the outgoing Nodes (4 and 6) from Node 5 (Source Node) to determine if Vector [d] 
and [pred] need to be updated with the shortest path, time or distance.  This can be done 
referencing the values stored in Vector d[4] and d[6].  Compare the stored Vector d[4] value to 
see if it’s greater-than the computed value, which is the stored Vector d[5] plus the value at C54 
(link value between Node 5 and 4).  Compare the stored Vector d[6] value to see if it’s greater-
than the computed value, which is the stored Vector d[5] plus C56(link value between Node 5 and 
6).  If the stored values are greater-than the computed values then update the Vector d with the 
computed value.  If not, then no update is needed and the stored value remains the same.  
  
In both of these cases, the stored values for d[4] and d[6] are 5 and 12 respectively so the value 
for d[4] is not greater-than the computed values so no update is needed (Figure 9).  However, the 
value for d[6] is greater-than the computed values in Vector [d] and [pred] will need to be 
updated with the computed values (Figure 9).  Figure 9 shows the simple (easy to use) 
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bookkeeping method and updates (if needed).  In this case, one outgoing node is updated is 
needed since the stored values is greater-than the computed values. 
 

 
 

Once this calculation and update has taken place, we determine the smallest value among the 
nodes in Set {s prime} and then we move the node to the Set {s}.  Because Vector d[6] is the only 
remaining node and is the destination node, we move Node 6 to Set {s} = { 1, 3, 4, 2, 5, 6 } and 
remove it from Set {s prime} = { empty }.  Now Node 6 becomes the next source node and is our 
destination node.  This completes the shortest path, time, or distance for solving for the basic 
forward Dijkstra algorithm. 
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The updates for each iteration for Vector [d], Vector [pred], and Set {s} are displayed in Figures 
10, 11, and 12, respectively.  For each iteration, the highlighted circle (light blue circle) shows the 
corresponding values being updated during that iteration.   
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3. JAVA COMPUTER A
FORWARD DIJKSTRA ALGORITHM

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The previous section’s small-scale 6 x 6 Matrix [A] graph data will be used for the Java [7
computer animated software tool for teaching the 
initialize and run the Java software.  Once initialized, the application’s “Main Control” Graphical 
User Interface (GUI) is displayed (Figure 13).  This GUI controls the flow of the basic forward 
Dijkstra algorithm teaching steps from start to finish and will provide detailed algorithm steps 
while solving for the shortest path, time, or distance.
 

 
The users/learners will be able to input the matrix [A] data from several input options (input file, 
manual input or randomly generated values) from the “Main Control” GUI.  When an input 
option is selected the user/learner will be able to modify the data within the “Matrix Editor” GUI.  
The “Matrix Editor” GUI (Figure 14) allows the user/learner to change the size of 
dimensions and modify the values before solving for the shortest path, time, or distance.
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ANIMATED SOFTWARE TOOL FOR T
LGORITHM 

scale 6 x 6 Matrix [A] graph data will be used for the Java [7
computer animated software tool for teaching the Dijkstra algorithm.  The users/learner will 
initialize and run the Java software.  Once initialized, the application’s “Main Control” Graphical 
User Interface (GUI) is displayed (Figure 13).  This GUI controls the flow of the basic forward 

hm teaching steps from start to finish and will provide detailed algorithm steps 
while solving for the shortest path, time, or distance. 

 

The users/learners will be able to input the matrix [A] data from several input options (input file, 
r randomly generated values) from the “Main Control” GUI.  When an input 

option is selected the user/learner will be able to modify the data within the “Matrix Editor” GUI.  
The “Matrix Editor” GUI (Figure 14) allows the user/learner to change the size of the matrix [A] 
dimensions and modify the values before solving for the shortest path, time, or distance.
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TEACHING 

scale 6 x 6 Matrix [A] graph data will be used for the Java [7-9] 
Dijkstra algorithm.  The users/learner will 

initialize and run the Java software.  Once initialized, the application’s “Main Control” Graphical 
User Interface (GUI) is displayed (Figure 13).  This GUI controls the flow of the basic forward 

hm teaching steps from start to finish and will provide detailed algorithm steps 

 

The users/learners will be able to input the matrix [A] data from several input options (input file, 
r randomly generated values) from the “Main Control” GUI.  When an input 

option is selected the user/learner will be able to modify the data within the “Matrix Editor” GUI.  
the matrix [A] 

dimensions and modify the values before solving for the shortest path, time, or distance. 
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After the Matrix data [A] is entered into the "Matrix Editor" and "Ok" is selected, the focus is 
returned back to the "Main Control" GUI. The matrix data [A] is shown in to viewable formats, 
the “Matrix Canvas”, "Data", and "Network Graph" views. Both views will be updated 
accordingly throughout the steps in the basic forward Dijkstra Algorithm.  
 
Once the matrix data [A] is inputted, the "Play" button is enabled. Once the user/learner selects 
the "Play" button, the teaching of the basic forward Dijkstra Algorithm steps begins. The basic 
forward Dijkstra Algorithm performs the algorithm steps against the matrix data [A], the matrix 
data [A] is updated accordingly and displayed within the Views, and the algorithm steps is 
lectured to the user/learner by a computer animated voice. The algorithm steps handled within the 
Java software are as follows:  
 

3.1. Step 0 – Initialization 
 
The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will handle the 
matrix data if provided as a rectangular or tall matrix. The algorithm will add "dummy" rows (or 
columns) with the maximum corresponding value within the matrix. 
 
The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will solve for 
shortest path, time, or distance. The GUI will prompt an input dialog for the user/learning to 
select what the source and destination nodes.  
 

 
 

The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will initialize the 
data vectors and sets and set the source node (Figure 15). 
 

3.2. Step 1 – Consider all Outgoing Edges from the Current Node 
 
The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will consider all 
outgoing links from the current node and will determine if the stored Vector [d] values for the 
outgoing nodes are greater-than the computed values of the previous node plus the link (edge) 
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values.  If the stored Vector [d] value is greater-than the computed value then the Vector [d] value 
is updated accordingly; otherwise, the value remains the same. 
 
 
 

 
The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will have animated 
each step and provide detailed animated voice and text for each step (Figure 16). 
 

3.3. Step 2 – Determine the Smallest “d” Value for each Node within Set 

Sfinal`(Prime) and Move the Smallest Node to Set Sfinal 

 

The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will determine the 
smallest value from the Set {s prime} and remove the smallest from Set {s prime} and add it to 
Set {s}. 
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The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will update the 
current node as the source node for the next iteration (Figure 17). 
 

3.4. Step 3 – Determine the Shortest Time and Path from the Source Node to the 

Target Node 
 
The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will determine the 
shortest path, time, or distance based on the outcome of the Dijkstra algorithms using the 
bookkeeping of Vector [d], Vector [pred], Set {s}, Set {s prime}. 
 
The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will highlight the 
shortest path (Figure 18). 

 
 
The Java Computer Animation for Teaching the Forward Dijkstra Algorithm will display the final 
results of the shortest path, time, or distance by highlighting the nodes and links from the source 
to destination node. 
 

4. CONCLUSIONS 
 
In this article, the basic Dijkstra algorithm has been firstly summarized.  Then, Java Computer 
Animated Software Tool has been developed to enhance student’s learning.  The developed Java 
animated software has all the following desirable features/capabilities, such as: 
 

1. The developed software tool should be user friendly (easy to use). 
2. Graphical/colourful animation should be extensively used to display equations, and/or 

intermediate/final output results. 
3. Clear/attractive computer animated instructor’s voice should be incorporated in the 

software tool. 
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4. The instructor’s voice for teaching materials can be in different/major languages 
(English, Chinese, and Spanish). 

5. User’s input data can be provided in either interactive mode, or in edited input data file 
mode, or by graphical mode. 

6. Options for partial (or intermediate) results and/or complete (final results) are available 
for the user to select. 

7. Options for displaying all detailed intermediate results in the first 1-2 iterations, and/or 
directly show the final answers are available for users. 

8. Users/learners can provide his/her own data, and compare his/her hand-calculated results 
with the computer software’s generated results (in each step of the algorithm) for 
enhancing/improving his/her learning abilities. 
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