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Abstract 
 

The prediction of Parkinson’s disease is most important and challenging problem for biomedical 

engineering researchers and doctors. The symptoms of disease are investigated in middle and late middle 

age. In this paper, minimum redundancy maximum relevance feature selection algorithms is used to select 

the most important feature among all the features to predict the Parkinson diseases. Here,  it is observed 

that the random forest with 20 number of features selected by  minimum redundancy maximum relevance 

feature selection algorithms provide the overall accuracy 90.3%, precision 90.2%, Mathews correlation 

coefficient values of  0.73 and ROC values 0.96 which is better in comparison to all other machine learning 

based approaches such as bagging, boosting, random forest, rotation forest, random subspace, support 

vector machine, multilayer perceptron, and decision tree based methods. 
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1. INTRODUCTION 
 

Now a days, there are variousneurodegenerativediseases that have been recognized such as 

Alzheimer’s disease, Parkinson disease, Arthritic disease, Dementia with Lewy bodies, 

Corticobasal degeneration, Progressive supranuclear palsy and Prion disorders [1]. Among all of 

these neurodegenerative and coordinating the body movement’s diseases, Parkinson’s disease is 

second most common disease after Alzheimer’s. The core clinical feature of the Parkinson’s 

disease is described by the authors of the paper [2]. The medical information is essential for 

diagnosis and patient care [3]. For clinical research, it also provides useful information to 

facilitate therapeutic improvement and conduct medical researches. The medical knowledge 

management in the realm of medical information can be shown as the cycle among the clinical re-

search, guidelines, quality indicators, performance measures, outcomes and the concept. In order 

to integrate clinical information management, medical data analysis, and application development, 

clinical decision intelligence is emerged in the new area to streamline the data management from 

clinical practice, nursing, health-care management, health-care administration. As for the clinical 

decision intelligence, machine learning based methods are used in the knowledge acquisition and 

the evidence-based research stage to analyze the information extracted from research reports, 

reports, evidence tables, flow charts, guidelines that include evidence contents, sources and 

quality scores. 
 

There are various researchers classified the Parkinson’s disease by several methods. The authors 

of the paper  [3]  have  been  used various  data mining methods for  the  prediction of  Parkinson 

diseases. The authors of the paper [4] also used various data mining methods with the data set 
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consisting various vocal attribute of Parkinson disease affected persons. The authors of the paper 

[5] are developed by the voice measurements of disease mainly focuses the speech signals. The 

Parkinson dataset is range of biomedical voice measurement from 31 people 23 characteristic 

features in Parkinson’s disease. The authors of the paper [6] are also presented by three models to 

analysis the Parkinson’s disease for error probability calculated by, logistic regression analysis, 

decision tree analysis and neural net analysis.  The authors of the paper [7] are presented by 

speech of vocal sound test for the Parkinson’s disease patients to compare the health control (HC) 

people. The authors of the paper [8] are also evaluated Artificial Neural Networks (ANN) and 

Support Vector Machines (SVM) for the vocal datasets. The authors of the paper [9] have been 

proposed the Multi-Layer Perceptron (MLP) with back- propagation learning algorithm and 

Radial Basis Function (RBF) to predict the Parkinson diseases.Here, in this paper various 

machine learning based methods such as bagging, boosting, random forest, rotation forest, 

random subspace, support vector machine, multilayer perceptron, and decision tree based 

methods are used with minimum redundancy maximum relevance feature selection algorithms to 

select the most important feature among all the features from the speech articulation difficulty 

symptoms of Parkinson’s disease affected person to predict the Parkinson disease. The authors of 

the paper [10] have been proposed an ensemble method that includes sparse multinomial logistic 

regression, rotation forest ensemble with support vector machines and principal components 

analysis for the prediction of Parkinson disease. The authors of the paper [11] have been studied 

and adopted a novel metaheuristic data mining algorithm for the detection and classification of 

Parkinson's disease.The authors of the paper [12] have been proposed a fuzzy neural system (FNS) 

based method for the classification of Parkinson diseases.The authors of the paper [13] have been 

proposed a fuzzy k-nearest neighbour based methodfor the classification of Parkinson diseases. 

The authors of the paper [14] have been studied and proposed support vector machine based 

method for the prediction of Parkinson disease. 

 

2.MATERIAL AND METHODS 
 

2.1. Dataset  Description 
 

Here, the dataset was created by the authors of the paper [15] Max little University Oxford, in 

collaboration with the National Centre for Voice and Speech, Denver, Colorado, who recorded 

the speech signals, is used. The original study published the feature extraction methods for 

general voice disorders. This dataset is composed of a range of biomedical voice measurements 

from 31 people,23 with Parkinson’s disease (PD). Each column in the table is a particular voice 

measure, and each row corresponds one of 195 voice recording from these individuals (name 

column). The main aim of the data is to discriminate healthy people from those with PD, 

according to “status” column which is set to 0 for healthy and 1 for PD.  There are various 

attributed extracted that are defined as follows: 

 

Name: ASCII subject name and recording 

Number MDVP: Fo (Hz) Average vocal fundamental frequency 

MDVP: Fhi (Hz) Maximum vocal fundamental frequency 

MDVP: Flo (Hz)  Minimum vocal fundamental frequency 

MDVP: Jitter (%), MDVP: Jitter (Abs), MDVP: RAP, 

MDVP: PPQ,  
Jitter: DDP SeveralMeasures of variation in fundamental frequency MDVP: Shimmer, MDVP: 

Shimmer (dB),Shimmer: APQ3, Shimmer: APQ5, MDVP: APQ, Shimmer: DDA,several 

measures of variation in amplitude 

NHR, HNR: Two measures of ratio of noise to tonal components in the voice 
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Status:Health status of the subject (one) Parkinson′s, (zero) healthy RPDE,  

D2: Two nonlinear dynamical complexity measures DFA: Signal fractal scaling exponent 

Spread1, Spread2, PPE: Three nonlinear measures of fundamental frequency variation. 

 

2.2.Machine Learning Based Approaches 
 

Here, in this paper various machine learning based methods such as bagging, boosting, random 

forest, rotation forest, random subspace, support vector machine, multilayer perceptron, and 

decision tree based methods are used with minimum redundancy maximum relevance feature 

selection algorithms [16] to select the most important feature among all the features from the 

speech articulation difficulty symptoms of Parkinson’s disease affected person to predict the 

Parkinson disease. 

 

2.2.1. Random Forests 
 

Random forest classifier [17] used an ensemble of random trees. Each of the random trees is 

generated by using a bootstrap sample data. At each node of the tree a subset of feature with 

highest information gain is selected from a random subset of entire features. Thus random forest 

used bagging as well as feature selection to generate the trees. Once a forest is generated every 

tree participates in classification by voting to a class. The final classification is based on the 

majority voting of a particular class. It performs better in comparison with single tree classifiers 

such as CART and C 5.0 etc. 

 

3. PERFORMANCE MATRICES 
 

In this paper, 10-fold cross validation is used to measure the performance of various machine 

learning based methods. In this paper, accuracy (ACC), Precision, Receiver Operating 

Characteristics (ROC) and Matthew’s correlation coefficient (MCC) is used to measure the 

performance.  

 

Accuracy is measured by the following formulae. 

 

������ =  ��	�
 
�	�

,     � = 1, 2, … …. where T(i) is the total number of sequences in class i, C(i)  is the 

correctly predicted sequences of class i and n  is the total number of classes. 

 

MCC is a balanced measure that considers both true and false positives and negatives. The MCC 

can be obtained as  

 

��� =
�TP��TN� − �FP��FN�
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Where TP is the true positive, TN is the true negative, FP is the false positive, and FN is the false 

negative. 

Precision is the proportion of instances classified as positive that are really positive. It is defined 

as 

 

Precision =
TP

�!" + #"�
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Area under ROC curve (AUC) of a classifier is the probability that the classifier ranks a 

randomly chosen positive instance higher than a randomly chosen negative instance. 

 

4.RESULT AND COMPARATIVE ANALYSIS 
 

In this paper, various machine learning based methods such as bagging, boosting, random forest, 

rotation forest, random subspace, support vector machine, multilayer perceptron, and decision 

tree based methods are used to predict the Parkinson disease. The minimum redundancy 

maximum relevance feature selection algorithms  is used to select the most important feature 

among all the features from the speech articulation difficulty symptoms of Parkinson’s disease 

affected person to predict the Parkinson disease. 

 

Here,  theminimum redundancy maximum relevance feature selection algorithms is used to select 

the 5 number of features, 8 number of features, 10 number of features, 15 number of featuresand 

20 number of features among all the features.  Here, the performance ofvarious machine learning 

based methods such as bagging, boosting, random forest, rotation forest, random subspace, 

support vector machine, multilayer perceptron, and decision tree based methods are computed 

with the different-different features selected by minimum redundancy maximum relevance 

feature selection algorithms (See Table-1). 

 

Here, it is observed that the random forest with 20 numbers of features selected by minimum 

redundancy maximum relevance (MRMR) feature selection algorithms provide the overall 

accuracy 90.3%, precision 90.2%, Mathew’s correlation coefficient values of 0.73 and ROC 

values 0.96 which is better in comparison to all other machine learning based approaches (See 

Table-1). 
 

Table-1 Result analysis for prediction of Parkinson diseases with various machine learning based 

approaches using different features selected by MRMR 
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5. CONCLUSIONS 
 

The prediction of Parkinson’s disease is most important and challenging problem for biomedical 

engineering researchers and doctors. In this paper, minimum redundancy maximum relevance 

feature selection algorithms was used to select the most important feature among all the features 

to predict the Parkinson diseases. Here,  it was observed that the random forest with 20 number of 

features selected by  minimum redundancy maximum relevance feature selection algorithms 

provide the overall accuracy 90.3%, precision 90.2%, Mathews correlation coefficient values of  

0.73 and ROC values 0.96 which is better in comparison to all other machine learning based 

approachessuch as bagging, boosting, random forest, rotation forest, random subspace, support 

vector machine, multilayer perceptron, and decision tree based methods. 
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